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Hardware and Terminology

) Traditional iSeries terminology
» |/O towers
» Main storage, IOP, I0A
» SLIC, PTFs

eServer i5 520 +

expansion I/O tower ] Traditional pSeries terminology
» 1/O drawers

» HMC

» Memory, PCI adapter

» Kernel, patches

1 eServer i5
» Model 520 can be in tower or rack
» Model 570 is rack only
» Now has towers and drawers
» Both towers and drawers appear as
_ “units” in HMC
eServer 15570 + > Units contain buses and adapters
expansion I/O drawers
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HMC View of Direct I/O

Managed System iTC LSQ1" Property Dialog

1]

- Physical 11

Detailed below are the physical O resaurces for the managed systerm.

Description i Pool Id - | Owner
¢
@ [ Unit U5085.001C03331C
@ [ Unit L5095.001.103323C
@ = Bus 11
Slot CO3 Empty slot Lnassigned Lnassigned
Slot ¢ [fO Processar Unassigned Lnassigned
Slot C04 FZl 100/ 0Mbps Ethernet Lnassigned
Slot coz PCd Ultra RAID Disk Cont... Linassigned
@ = Bus 10
Slot C08 P10/ 001 000Mbps Ethe... Unassigned Al
Slot CO6 I Pracessor Lnassigned Linassigned
Slot CO7 PCIRAID Disk Unit Controll... Unassigned Al
@ 0 Unit UTE7A.001.DMZ01 G
I3

Advanced

- Wirtual i
Maximum virtual LANs per port: 20

- HMC view of eServer i5’s
physical I/O resources:
» AIX 5L and Linux use IOAs,
not IOPs
» Direct I/O assigned in each
partition’s profile
» Towers and drawers have
serial numbers

J Common set of AIX 5L and
Linux adapters for eServer i5
and p5.

J HOWEVER: not all eServer i5
AIX 5L and Linux adapters are

supported on eServer p5, and

0] Cancel Help 7

vice versa

5 © 2005 IBM Corporation
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Supported Hardware Overview

1 Supported I/O for AIX 5L document: “AlX 5L Facts and Features”
1 AIX 5L and Linux on eServer i5 support dynamic movement of I/O

resources between partitions (performed in HMC)
» “Required” I/O adapters cannot be moved dynamically, only “desired” ones

] TIP: In consolidated environment with multiple AIX 5L 5.3 partitions
using Virtual Storage, one DVD or tape drive can be purchased, and later
switched between those partitions without IPL (reboot). Controller for
DVD/tape drive in this case is 0645/5712

- HMC will enforce placement rules for AlX 5L and Linux disk controllers:

they cannot be “downstream” of i5/0S I0P
» Applies only to internal DASD controllers (such as 0627/2780)
» Does not apply to Fibre Channel controllers (such as 0625/5704)

1 Same rules enforced by LVT. Always use latest LVT from http://www-
1.ibm.com/servers/eserver/iseries/Ipar/systemdesign.htm

© 2005 IBM Corporation 2/10/2005 ‘ﬁN DEMAND BUSINESS"
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Supported Hardware FAQ

l Is there a Fibre Channel adapter for AIX 5L on eServer i5?

Yes, the 0625/5704. It does show up in the LVT as “Fibre Channel Tape Controller,” because it is
one for i5/0S. For AIX 5L and Linux, it controls disk (FAStT, ESS) and tape

Ll There are 2 embedded Ethernet ports in the system unit. Can they be split between 2 different
partitions (of any kind)?

No, the dual Ethernet ports are controlled by the same adapter on the backplane. They will show
up as 2 network resources in a partition, but cannot be split up between any 2 partitions. They are
usable by i5/0S or AIX 5L

Ll There are 2 embedded USB ports in the system unit. Can they be split between 2 different
partitions (of any kind)?

No, the two USB ports are controlled by the same adapter on the backplane. They will show up as
2 USB resources in a partition, but cannot be split up between any 2 partitions. They are usable
by AIX 5L, but not i5/0S

1 Do | have to use a 7311-Dxx for AIX 5L features on eServer i5?

No, AIX 5L features can be placed in any of the system units, 0595/5095, 5094/5294 or 7311-Dxx.
Use LVT to find out which AIX 5L features are valid where in each system unit or tower

v © 2005 IBM Corporation 2/10/2005 ‘f]N DEMAND BUSINESS"
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Supported Hardware FAQ

] What are my options for CD/DVD for AIX on eServer i5?

There are several:

-- An external SCSI DVD drive, attached to a 0645/5712

-- The 2nd DVD slot in the system unit, controlled by the embedded IDE controller
(eServer i5 520 and 550 only)

-- The 1st DVD slot in the system unit, controlled by the 570B/5709

-- ADVD drive in a 5094/5294 tower, controlled by an 0627/0628/0645
There is no recommendation, the choice depends on the full system configuration.
NOTE: these are the DVD options for AIX 5L without regard to any other partitions. For example,
If i5/0S controls the 5709 in the system unit, the 1st DVD slot will not be an option

_l If I allocate an 0645/5712 to an AIX 5L partition, can it control both an external DVD/tape, and
internal disks?

Yes. However: the 0645 is a 2-bus SCSI adapter, each of which has an external and an internal
port. Therefore, only 1 of the ports for the same bus can be used at the same time

Ll If I have an older HVD (high-voltage differential) external SCSI tape drive, is there an adapter for
it for AIX 5L on eServer i5?

Yes, the 6204. All other supported SCSI adapters (such as the 0627 or 0645) are LVD

8 © 2005 IBM Corporation 2/10/2005 ﬁ]N DEMAND BUSINESS®
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Supported Hardware List for AIX 5L

IBM @szerver 15
Q405-520 Q408-550 Q408-570 Q405-505
rack drawer; deskside rack drawer; deskside rack drawer  rack drawer

'-ﬁtorage Interfaces

| 0628 Direct Attach 5703 PClx S5 RAID Disk Unit Conirolier i ¥ ¥ Y
0627 Direct Attach 2780 PCLX Ultrad RAID Disk Controller Y Y Y Y
5709 RAID Enabler Card Y i Y M
0625 Direct Attach 5704 2 Gigabit Fibre Channel PCEX i Y Y Y
0645 Direct Attach 5712 PCI-X Tape Controller Y M Y Y
6203 PCI-3 SC51 Adapter M Y Y Y
6204 Differential TS Adapter Y Y Y Y
0611 Direct Attach 2765 Fibre Channel Tape Controller i Y Y Y
0842 PCI Ultra 3 Raid Adapter Y Y Y M
0638 PCI40MB 554 Adapter M M Y Y
0639 128MB DIMM SSA Adapter Memary M M Y Y
0540 32ME Mon-volatile Fast Write Cache for 6225 and 6230 I I+ Y §i
Communications, Connectivity and Encryption

[ 0637 10/100 Mbps 4-port Ethernet Adapter | M M b Y
5708 1Gbps Ethernet Adapter i Y Y Y
0620 Direct Attach 5700 PCI 1 Ghps Ethernat 104 Y Y Y Y
0621 Direct Attach 5701 PCI 1 Ghps Ethernet UTF 104 i Y Y Y
2943 8 Port Async Adapter Y b Y N
0635 SDLCAK.25-2 port Adapter i Y Y Y
2047 PCI Multipprotocol Adapter b b b Y
4960 Cryptographic Accelerator M M Y Y
4963 Cryptographic Co-processor M M Y i
0634 Direct Attach 2944 128 port Async Adapter i Y Y Y
8136 Remote Async Mode (Rack) Y i Y Y
8137 R5232 Remote Async Node Y Y Y N
6312 Cuad Digital Trunk Adapter Y b & M
4959 PCI 164 Mbps Token-Ring 104 Y Y Y Y
4953 155Mbps UTP ATM Adapter M M Y Y
4957 155Mbps ATM Fibre Adapter M M i Y
2046 PC1 622 Mbps ATM Fibre Adapter M M Y Y
5718 10 Ghps Ethernet Adapter [ i Y Y Y

2 PLHTOCAD Mbps Ethernet [0OA Y i Y Y

2732 PCl Serial HIFP| Adapter M M i Y

9 © 2005 IBM Corporation 2/10/2005 ﬁ]N DEMAND BUSINESS®
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Supported Hardware List for AIX 5L

IBM @szerver 15
Q405-520 Q408-550 Q408-570 Q405-505
rack drawer; deskside  rack drawer; deskside rack drawer  rack drawer
Displays and Display Adapters®
0e32 LISE 2.0 Adapter Y Y Y Y
0633 Graphics Adapter Y i Y Y
1876 207 Flat Panel Monitor Y i Y Y
3637 157 Color Monitor Y o Y Y
2630 17" Color Monitor b Y b Y
3628 217 Color Monitor M M Y Y
3638 217 Color Monitor Y Y Y b
2737 4-port USE 1.1 Adapter M M A b i
2241 USE Mouse and Cable to Keyboard Y i Y Y
BaXXNATX Keyboard A N b Y
8244 PCIWS Audio Adapter Y Y M M
2848 PCI 2D Ertry Graphics Adapter Y o Y Y
5546-00EMON/01E/M SIOAE N ANDEENBN/AIBS21 NFZBM/31NAANEEN Display Y i Y Y
=1

4326/7508 35.16 GB 15K rpm Disk Unit Y Y Y Y
43277500 70,56 GB 15K rpm Disk Unit Y Y Y Y

Sl TAT LE TSR rpm Dhisk Unit Y i Y Y
1893 36.4 GE 10K rpm Disk Unit Y Y Y Y
1884 73.4 GB 10K rpm Disk Unit Y Y Y Y
1895 146.8 GB 10K rpm Disk Uni A Y A Y
1896 36.4 GB 15K rpm Disk Unit Y Y Y Y
1897 73.4 GB 15K rpm Disk Unit Y Y Y Y
2591 External 1.44 GB Diskette Drive Y Y Y hi
Expansion Towers
5094/5294 PClx Expansion Tower Y i Y Y
5095/0595 PClx Expansion Tower Y i A N
7311-010 /O Crawer M M Y Y
7311-0D20 10 Drawer Y Y Y Y

© 2005 IBM Corporation 2/10/2005 ﬁ]N DEMAND BUSINESS"
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Supported Hardware List for AIX 5L

IBM @szerver 15
Q405-520 Q408-550 Q408-570 Q405-505
rack drawer; deskside rack drawer; deskside rack drawer  rack drawer
Fibre Channel Directors, Switches, Hubs and Routers
2031-016/032/216/224/232/L00 McDATA Fibre Channel Switch Y Y Y Y
2032-001064/140 McDATA Fibre Channel Director Y Y A Y
3534-F08 SAN Switch Y b Y Y

Optical Drives and Libraries

2640 DVE-ROM

5751 DWVE-RAM

4625 CD-ROM

4631 DVE-RONM

4430 DVE-RAM

4630 DVE-RAM

4633 DVE-RAM

7210-020 CO-ROM Drive
7210-025 DVE-RAM Drive
7210-030 DVD Drive
3005-XECEX Optical Library
Tape Urives

1889 B0ME0 GE Tape Drive
4482 4 GB 47 Tape Drive
4682 4 GB 4" Tape Drive
4664 30 GB Y Tape Drive
4487 50 GB 14" Tape Drive
4587 50 GB %" Tape Drive
4685 80 GB 4" Tape Drive
5753 QIC 30 GE Tape

5754 QIC 50 GBE Tape

6134 60150 GB & mm Tape Unit

8255 36/72 GB 4 mm Tape Unit

= == = = = e e e e e e s e e e e e e =
ZFEF RN ENANEXE R wE =
ZFrrZAAXA AT XXX ZLXLX=<XLZF

= =g B =D e =R = (B = [ |50 = S = B0 = 50 =C B0 ==
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Virtual I/O Overview
Virtual 1/0 Direct I/O

15/0S LPAR AIX 5L LPAR 15/0S LPAR AIX 5L LPAR

N OO

Virtual SCSI

L

Vi rtu:al Ethernet

| "

» 15/0S provides virtual disk to AIX 5L > Resources dedicated to AlX 5L
» Improves asset utilization and ROI » AIX 5L management of disk, NICs
» Uses the IBM Virtualization Engine » AIX 5L independent of other LPARS

© 2005 IBM Corporation 2/10/2005 ﬁ]N DEMAND BUSINESS"
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Virtual I/0O Overview

I Each partition has virtual 1/0 “slots”
» Configurable for each partition in HMC

1Slots can have virtual adapter instance
» Ethernet, serial, or SCSI

JVirtual adapters configured in partition profile @ 1'1'»;_" s
I Maximum number of virtual adapters cannot be \“-tﬁ";ﬁéiﬁ"!
changed without de/reactivation o

1 Can be dynamically added or removed just like
physical I/O slots

» Cannot be dynamically moved to another partition

» Configuration of what is in the slot can be redefined
without a restart of the partition

JdFor AIX 5L, virtual I1/0O available at version 5.3 or
later; direct I/O only at version 5.2

© 2005 IBM Corporation 2/10/2005 'ON DEMAND BUSINESS"




IBM Systems and Technology Group University 2005

Virtual Ethernet
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1 Total number of VE LANs is 4094

Ll Two VE adapters that have the same PVID
(port virtual ID) are on the same VLAN

1 Above, P1 and P2 are on VLAN 1, P2, P3,
and P4 are on VLAN 2

© 2005 IBM Corporation

1 Virtual slot numbers do not matter

(] By using IEEE 802.1Q VE adapters, the
same adapter can be on several VLANs
(can have several VIDs)

Ll Only AIX and Linux can use IEEE 802.1Q
adapters

2/10/2005 'ON DEMAND BUSINESS"
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Virtual Ethernet

Yirtual 110

Detailed below are the virtual adapters created in this partition profile.

- Wirtual adapters

Slot numhber:

Mumber of vitual adapters | 5|

[ virtual Ethernet |

T 7
Port virtual LA 1D: ™ 1

[_] Trunk adapter

Slot Mumber |Tﬁ_.rpe | Fenui
0 Setver Serial vl
1 Setver Serial vl
4 Client SCSI vl

Delete

lv] IEEE 802.1Q compatible adapter

Maximum number ofvirtual LAKN IDs: 20

Additional virtual LAM 1D to add: | 2| Add

Additional wirtual LAMN 1Ds:

Remove

(]34 %J Cancel Help ?

| Click to create the selected adapter type |
il

0] Cance

| Help 7

© 2005 IBM Corporation
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- Create adapters
@ Ethernet o
O gerlal (Cregte. ) ) CMNxx in i5/0S
{ scel i

J ethX in Linux
J entX in AIX 5L
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Virtual SCSI

I5/0S Partition AIX 5L Partition

» Virtual Storage for AlIX 5L on eServer
p5 provided through Virtual I/O Server
» Virtual I/O Server not supported on
eServer i5

© 2005 IBM Corporation

1

1
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1 Virtual SCSI server and client adapters
1i5/0S is server, Linux, AIX 5L are clients
) Required for accessing Virtual Disk,
CD/DVD, tape from i5/0S

) Virtual disk = NWSSTG object

I NWSSTG created in IFS

] NWSD object connects server-client
SCSI adapter pair with NWSSTG

 One NWSD/multiple NWSSTG possible
per server-client adapter pair

1 AIX 5L, Linux see virtual disk as physical
drive

) /dev/sdX in Linux

) hdiskX in AIX 5L

l Leverage RAID-5, multiple disk arms,
scatter-loading, single-level storage

) No support for Virtual CD/DVD or tape
for AIX 5L

2/10/2005 'ON DEMAND BUSINESS
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Virtual SCSI

AlX 5L 15/0S

B Virttual SCS| Adapter Properties - B Virtual SCS| Adapter Properties - X
[ virtual SCSI Adapter | [ virtual SCSI Adapter |
Slot number; ™ 3 Slat hurnber: * 4
- Adapter Type - Adapter Type
® Client 1 Client
) Server W Server
- Connection Information - Connection Infarmation
() Any remote partition and slot can connect (1 Any remote partition and slot can connect
{® Only selected rernote partition and slot can connect {® Only selectad remote partition and slot can connect
Remote partition: Rochester (1) ﬂ Remate partition: Madison (4] ﬂ
Remate partition vitual slot nurmber: |4 Remate partition virtual slot number. |3]
[ ok ,}J | cancel || Hep |7 oK ,}J Cancel Help |2
g )

Individual slot numbers do no matter, as long as they are configured in pairs

17 © 2005 IBM Corporation 2/10/2005 ‘_(]N DEMAND BUSINESS"
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File Edit Wiew Communication Actions Window Help

Byl B =@ | v 2N @ @2

Work with Communication Resources

. Enter.
iguration de

T
bined function IOF

ed function IOF
Adapter
Fort
Adapter
Fort
Adapter
Adapter
Comm Adapter

LAM Aoap
Ethernet Fort

More. ..

© 2005 IBM Corporation
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HA with Virtual SCSI

I5/0S LPAR AIX 5L LPAR

. i5/0S LPAR

‘ Virtual Ethernet ‘

19

© 2005 IBM Corporation
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1 AIX 5L partitions can
access virtual disk from two
or more i5/0S partitions

] Two virtual disks of equal
size from separate i5/0S
partitions allow mirroring of
AIX 5L system disk

] Two Virtual SCSI
server/client adapter pairs
required, one for each i5/0S
partition providing storage
) Mirroring accomplished
with OS tools AIX 5L (LVM)
1 AIX 5L partition becomes
highly available, able to
withstand failure of either
host i5/0S partition

'ON DEMAND BUSINESS
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Virtual Serial

)

I5/0S Partition Linux Partition

backup

Linux @ Linux Linux

server firmware
T

) First 2 virtual slots in every ) For i5/0S, virtual serial
partition reserved for virtual adapters provide 5250 console
serial server adapters for 1 For AIX 5L, they provide
system console in HMC character console

© 2005 IBM Corporation 2/10/2005 'ON DEMAND BUSINESS"
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Virtual Serial

[ Wirtual Serial |

=20 Detailed below are the vitual adapters created in this partition | Slat nurnber 2
- Adapter Type
- Yirual adapters
: ) Client
Mumber of vitual adapters 1EI| -
W Server
Slot Mumber |T1.fpe |
0 Server Serial | Connection Infarmation
1 Server Serial | 9 BT RS - i
5 Server SOS| I HMC and any remate parition and slot can connec
4 Server SCEI | ) Any remate pattition and slat can connect

] 2nly selected remote partition and slot can connect

Remote partition: |ru1ilwaukee (3 |"|

Fermote padition vitual slot number: |5

Delete
oK %J Cancel Help |2
- Create adapters
! Ethernet .
@ Serial ||:C£§T...}|
(r 5C8 | Click to create the selectedhgdapterhfpel|

0] 4 Cancel Help ?

© 2005 IBM Corporation 2/10/2005 ‘f]N DEMAND BUSINESS"
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AlIX 5L System Management: SMIT

¥ System Management Interface Tool : root@itcaixi

] System Management Interface Tool Exit Show ' islp

Return To:

1 GUI or command-line

) Similar to iSeries Navigator

System Management

D Local or remote access Software Installation and Maintenance ~

_ | Software License Management
. __| Devices

D Men U'd rlven _| System Storage Management (Physical & Logical Storage)
__| security & Users

D CO m prehens|ve man ag ement: j Eo.nln;unicl.ations Applications and Services

rint Spooling
» Software installation e :
Cancel

» Hardware devices

» Disk storage

» Security and users

» Networking

» Jobs and subsystems
) SMIT fast paths on command line:

» smit devices; smit tcpip
] Similar to green-screen system management
» F4 to prompt fields, F3 to exit

© 2005 IBM Corporation 2/10/2005 ON DEMAND BUSINESS"
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AlIX 5L System Management: WebSM

1 Web-based System =% \Web-based System Manager - /WebSM_pref: /Management Environment/itcaix1.rchlan... % - o x
Man ag er Console Host  Selected  Wieww  Window  Help DKDKE
. e E@ D
) Installs with AIX 5L
Mavigation Ares : i
) Remote client connects to  ||=S Management Environme: = =
. . EI E itcaix] rohland b . i &é Iﬁ
S erver ru nnin g n A IX 5 L ----- Overvies Advanced Backup and Custom Tools  Devices File Systems
EI---E% Devices Accounting Restare
] Secure connection -5 Network
. . . . . |:| ﬁm Users = |
)l Similar to iSeries Navigator || - ~Eoveriewe || ?k iﬂk .
...... ﬁ Al G[’CIL,IFJS Ormorng gutny Inst:i'lﬂa;mn WE N ErTarmance
1 All aspects of system ) AlUsers Managemet
------ Eﬂ Adinistrsti
man agement ----- % Backup and Re: % g % @
. [E File Systems ;
D DOW n I 0 ad WEb S M C I i ent fO r g VDMJES Prirters Processes g:tssuurce Software Subsystems
Windows, Linux from your -3 Processes LR
I @ System Erviron.— @
H M C ' @ Subsystems W Iﬁl %
E‘ Custom Tools System Yolurnes Wiorkloscd
. @ Software Enviraniment lManager
l B, Metwork Installs
) Common PC look and feel; |l =" _IJ
i nte rf ace s | m | | ar to HM C Eheady {19 Ohjects shown O Hidden. {1 Ohject selected. yont - itcaixd

© 2005 IBM Corporation 2/10/2005 'ON DEMAND BUSINESS"
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Sizing for AIX 5L on eServer i5

1 AIX 5L performance on eServer i5 is equivalent to eServer p5 with the
same configuration

With the announcement of eServer p5 systems

and the availability of AIX 5L v5.2ML4 and AIX
Model # of CPUs GHz AIX 5L 5.3 5L v5.3, customers, business partners and
rPerf independent software vendors can deploy
applications running on AlIX 5L v5.2 or AIX 5L
v5.3 on either eServer i5 or eServer p5 systems.
p5-520 2 1.65 9.86
Since eServer i5 and eServer p5 are built with
_ the same POWERS processors and server
p5 570 2 1.65 9.86 technology, AIX 5L applications that run on
eServer p5 can run on eServer i5 unchanged.
p5-570 4 1.65 19.66
While most of the I/O options are the same
p5_570 8 1.65 37.22 between the i5 & p5, support is dependent upon
specific 1/0 availability. You should verify that
adapters running in AIX partitions on eServer i5
p5'570 12 1.65 53.43 servers are utilizing I/0O Adapters supported by
AIX 5L.
p5-570 16 1.65 68.40
Some selected AlX licensed program products
Notes: are not available on eServer i5.

1) The rPerf (Relative Performance) is an estimate of commercial processing performance. It is derived from an IBM analytical model which uses
characteristics from IBM internal workloads, TPC and SPEC benchmarks. The rPerf model is not intended to represent any specific public benchmark
results and should not be reasonably used in that way. The model simulates some of the system operations such as CPU, cache and maximum
memory available. However, the model does not simulate disk or network 1/0O operations. IBM pSeries and IBM RS/6000 Performance Report
provides rPerf values for servers other than POWERS servers -- http://www-1.ibm.com/servers/eserver/pseries/hardware/system_perf.html

2) The rPerf results of IBM eServer p5 systems are based on AlIX 5L V5.3 which supports simultaneous multi-threading. Simultaneous multi-threading
results in a 30% boost in rPerf. For purposes of estimating rPerf for AIX 5L V5.2 on eServer p5 systems divide the published rPerf number by 1.3 and

round down to the nearest 1/100th All performance information was determined in a controlled environment. Actual results may vary. Performance
information is provided “AS 1S” and no warranties or guarantees are expressed or implied by IBM.

© 2005 IBM Corporation 2/10/2005 ‘ﬁN DEMAND BUSINESS"
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Sizing for AIX 5L on eServer i5

1 Sizing recommendations for AlIX 5L applications can come from ISVs or
IBM Software Group

» Guidelines for several ISV applications available at IBM PartnerWorld for
Developers site:

» Redbook on pSeries sizing available:

1 Determine requirements for CPU (rPerf), memory, disk and network 1/0O
on eServer p5
» Memory, disk and network requirements will be the same on eServer i5
1 Factor in logical partitioning (LPAR) considerations:
» rPerf numbers produced on non-LPAR machine. AIX 5L on eServer i5 will
always run on LPAR machine
» If AIX 5L partition will use shared processors, factor in between 1 and 10%
overhead, depending on total number of partitions using shared processors
» rPerf numbers not available for single-CPU or sub-processor AlX 5L
partitions. Use linear interpolation of existing rPerf numbers to estimate rPerf
number for AIX 5L partition using less than full CPU.
) Proceed by identifying server model and CPU capacity
» Use rPerf numbers from p5 system, factor in LPAR overhead
» Derive estimate using Workload Estimator — use “Generic (AlX) Workload”

25 © 2005 IBM Corporation 2/10/2005 ‘ﬁN DEMAND BUSINESS™
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Sizing for AIX 5L on eServer 15

1 Use eServer Workload Estimator (WLE): http:/mwww-912.ibm.com/wle/EstimatorServiet
1l Configure “Generic (AlX) Workload”

1 Enter adjusted rPerf L Ve 20003
required for AIX 5L IBM@server Workload Estimator ;w;
workload. Round up. |

) Enter amount of memory GenAlX #1 Shaped Processor LoAT

1 derived from eServer p5 Genéric (ALX) Workload Definition ]

1 Enter disk configuration 1. er T
derived from eServer p5  *temen-®81 foo

D ChOOSE “none,, fOI‘ 3. Disk Configuration: Drive Grouping: |Gmup1 | Group 1
“Add|t|0nal Drive Attachment; ||Gﬁ. Feature #2?5?|v|
Characteristics Drive Type: | 15000RPH ||

] Choose DBCS support Data Protection: |RAID-5 ]
as appropriate Drive Units: | 0.0 |

) Create other i5/0S Storage (GB): [00 |

Add new Group | RemwemisGmupl

workloads to arrive at
consolidated system*

@)
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Performance Management: topas

=l

Web-based System Manager - /homelhscroot/WebSM pref; /IManagement Envir... #
Console  Maonitoring  Selected Wiew  Window  Help g [ D tOpaS prOVIdeS SnapShOt
of system activity:

Havigation Area > CPU Utilization

ol B?‘Netwnrk > Memory

® ﬁ%“ﬁers > Processes
Backup and Restare .

@ ] File Systems > DISk I/O

o] ﬁ'vmumes > NetWOI‘k I/O

B & Processes 3 .

= @System Ernvironment > Paglng

) Similar to WRKSYSSTS
1 In WebSM: click on first
: , “Performance Monitoring”
48 Workioad Manager sal mmon wstat option to invoke topas

o Perfarmance

s Performance Man
= %y System Tuning |7

= ¥ Resource Sets Manad..

0| @ Subsystems
7 Customn Toals

= ) Software :

@ b Metwork Installation

Mare Information

© 2005 IBM Corporation 2/10/2005 II_ON DEMAND BUSINESS"
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Performance Management: topas

- O
CPU Usage (® Messages ) Commands
Messages:
Topas Monitor for host: itclin? EVENTS /QUEUES FILE/TTY
I e Bep 14 21:51:49 2004 Interval: 3 Cswitch 340 Readch 119
\T]\ 8wscall 146 Writech 119 ;
Number of Kernel i | # | Reads 0 Rawin 0 = Paging
TU=er . | # | Writes 0 Trcyout 0 1 StatIS'[ICS
network Tait | | Forks 0 Igets
Idle | #HSEEEEEE S SRR RHRRNEHHHHNEH|  Execs 0 MNamei
pac kets, T $Entc= 1.0 Fungqueue 0.0 Di 0
inbound and Vaitguene 0,
I-Pack Y 0-FPack FE-In EKE-Out
outbound wyN_ ¥/ 3.5 0.6CTEEIES Memory
Faults 0 Real,MB ‘}'\
EEPS TPS KE-Read KE-Writ Steals 0 % Comp 55.3 ~. usage for
4.0 1.0 a.o 12.0 PgspIn 0 % Noncon 11.6 =
i ey i Rang different
% disk busy 1 i s erene 13
0 y Name PItmer PageIn 1] types Of
Jjawva 37 0.0 32.3 root Pagelut 0 PAGING ATACE
§3110 0.0 0.9 root Sios 0 Size,ME 51z tasks
. 172164 0.0 0.5 root % sed 0.9
[13 ”
High offenders 622658 0.0 0.4 root NFS (calls/sec) % Free 29,0
by CPU and y’ 127038 0.0 0.1 root Serverv: i
2 init 1 0.0 0.6 root ClientVa 0 Press:
paglng Space aixmmibd 536642 n.o 0.6 root ServerV3i 0 "h" for help
usage
Close Stop Help
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Performance Management: iostat

=E WWeb-based System Manager - fhome/hscroot/WebSM.pref: /Management Envir... %

Console  Monitoring  Selected Wiew Window  Help n"IZFE D iOStat diSplayS d|Sk and
& CPU activity

) Most often used for disk

utilization monitoring

i %’;’:E@jmm Bl Performance Monitoring | U Click on second menu
[ f option to start it

= [P volumes = : ‘
@ &S Processes S H.
= [ Systermn Environment '
E l% Subsystems 1 -
&7 Custom Tools
= @ Software
= B Metwork Installation
= ﬁ Workload Manager
o Ferforrmance :
Ferformance Mon 5
E ‘% System Tuning
= ¥ Resource Sets Manag. _ Capture and analyze a sn

L

Havigation Area Performance;: Performance Monitoring

= 3 Metwark

Mare Information

root - itclin2
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Performance Management: iostat

=% jostat Configuration = lostat command ] = B
L e[|
I Print the tirne-stamp next to each line of output o | Status:Finished. Success .
[T Hide Details
[_| Display the adapter throughput report ® Messages 1 Cammands
[ Dizplay the system throughput repart Messages:
Iyst f£i tion:(l =4 N5
[_] Print path throughput for all paths e i
Disks: ¥ tm_act Ebps Eb_ read
[v| Display only the disk utilization report hdiskn Ara 0.0
(Mote: To display the disk utilization repor, werify hdisks n.o n.o 0. 0 1]
that 'Continuously maintain DISKE IO histon® in sys0* cdl n.0 0.0 a. 0 0
properies (Mtributes tab) in the Devices application hdi=k0 0.0 0.0 0. 0 1]
is setto true') hdisk2 0.0 0.0 a. 0 0
cdl o0.ao 0.0 0. 1] ]
[ Display only the TTY and CPLU usage report hdiskn 0.0 0.0 0. o o
hdizsks o0.ao 0.0 0. 1] ]
Amount oftime in seconds between each report: |3 cdl 0.0 0.0 0. 0 0
Mumber of reports generated: |3
— | FHnif Find Mext
] [: | Cancel Help \
Clgse [}J | Stap Help
) Ignore first report; it is \
average of disk activity % busy Number of Transfers (r/w)
since boot logical CPUs per second
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Performance Management: vmstat

=E Web-based System Manager - fhome/hscroot/WebSM.pref: /Management Envir...

Console  Monitoring  Selected Wiew Window  Help n"IZFE

=0 D |6

Havigation Area : Performance;: Performance Monitoring
= 3 Metwark

& @ Lsers

B Backup and Restare
= = File Systems
= [P volumes
@ & Processes
& @ Swsterm Ervironment
= @ Subsystems .
&7 Custom Tools
= @ Software
= B Metwork Installation
= ﬁ Workload Manager
O % Perfarmance
Performance Mani:
= Fp System Tuning
= ¥ Resource Sets Manaded| | Capture and analze a snap
= Advanced Accounting Feport system actiy

haore [nformation

@-w | : | Foot - itclin2
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]l To display memory
utilization, use vmstat
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Performance Management: vmstat

=% ymstat Configuration

Number of active Number of free
(used) pages pages

[_| Report the number of forks since system starup

[_] Display the number of interrupts taken by each device since systerm ..

isplay MO oriented view

:Finished. Success : -
Hide Details | lisplay the absolute count of paging events since systern initialization

(@ Messages i Cnmpﬁs
isplay Yirtual Memory Manager statistics
Messages: /
Systen conficquration: lcp(i=4 mem=512ME ent=555993459 ntoftime in seconds between each report g
kthr moEy page faults cpu 1er of reports generated: g
r b pi po fr 3r oy in 3y c3 us 3y id wa pc ec
0 0 s9TEE 448 oo o o 00 & 401 363 1 196 0 0.02 3.4 Ok r. Cancel Help
0 063048 44645 0 0 0 0 00 5 116343 0 09 0 0,01 0.3 b
0 063048 44645 0 0 0 0 00 7 124363 0 09 0 0,01 0.9
0 063048 44645 0 0 0 0 00 4 112 329 0 193 0 0,01 1.4
0 063048 44645 0 0 0 0 00 & 123342 0 09 0 0,01 0.3 .
] Portion of real memory
Findt | mnnex || utilized for file system caching
] Therefore, low number of
[ owee || s [ Bep | free pages is usually not cause

= for alarm
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Performance Management: netstat

=E WWeb-based System Manager - fhome/hscroot/WebSM.pref: /Management Envir... %

Console  Monitoring  Selected Wiew Window  Help n"IZFE

Havigation Area b Performance;: Performance Monitoring

= 3 Metwark
= () Users

B Backup and Restare
= = File Systems
= [P volumes
= & Processes
= @ Systern Environment
= @ Subsystems

&7 Custom Tools
= @ Software
= B Metwork Installation
= ﬁ Workload Manager
O s Performance

haore [nformation

Report selected local system statistics o

Showy wirtual memaorny s

FPerformance Man Display statistical information about the Metwork
5 ‘EBZ' Systermn Tuning . Show network status (netstaf)
o % Resource Sets Manag: Capture and an napshot of vitual mermaory
= Advanced Accounting :

@-w | : | Foot - it[:linE
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] To network
information, use netstat
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Performance Management: netstat

netstat Configuration : ' netstat command
- L]
Display = % -
. , | Status: Finished. Success
~Information displayed [, Hide Details
[v] Routing tables ™ Messages i Commands
[_] Routing tables fincluding user-configured and current costs of each route)
Messages:
[_] Active domain sockets outing tables
[_] Mernory management routines statistics Sl ECIE BSERE e
(] Protocal statistics oute Tree for Pr nmily & (Internet):
[_] Mon-zero protocal statistics F.3.23.1 uG 4
I cDLMb q icat daot " 9.5.23.0 itcling.rchland.i UH3h 0
-hased communications adapters s . .
g netstat command e 2
[¥] State of configured interfaces alhost UGHS 7
; _D e T
[ Packet counts throughout the communica E'I"-" n'le Status: Finished. Success . . .
[_] Metwork buffer cache statistics L == Hide Details Find Nest
] Data Link Provider Interface statistics @ Messages i Commands
~Qptions EsSalES = Stop Help
Mame Mtu Network Ipkts Ierrs|s
[_] Show network addresses as nurmbers enl 1500 . 0.9.6b.6e.2.b0 70331
[_] Show address of protocol control blogks | Bt 15000 9.3.23 70331
el 1500 link#3 0.9.6b.6e.2.bl ]
(] Show states of all socket enz 1500 0 0.0.0.0 0 =
Limit reports of statistics to address family: 7 [ »]
Showe statistics about protocol: Find: Find Mext

Ok [~ Close Stap Help

kL]
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Performance Management: [parstat

& itelin2 rchland.ibm.com - PuTTY
# lparstat -i

Hode Name

Partition HName

Partition Number

Type

Mode

Entitled Capacity
Partition Group-ID

Shared Pool ID

Cnline Virtmal CPU=
Maximum Virtual CPUs
Minimum Virtual CPUs
Cnline Memory

Maximum Memory

Minimum Memory

Variable Capacity Weight
Minimum Capacity

Maximum Capacity

Capacity Increment
Maximum Dispatch Latency
Maximum Physical CPU= in system
ABotive Physical CPU=s in system
Active CPU= in Pool

: 1399393359

1 Iparstat displays logical
partitioning and system
resource allocation

~%ormation:

- » Partition name and ID

s » Capped vs. uncapped
» Shared processor units

» Number of virtual

CPUs

» Memory settings

» Number of physical

CPUs in system

—1

Unallocated Capacity : 0.00

Phy=ical CPU Percentage : 30.00%

UTnallocated Weight 0 | 8

£ 1 L
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AlIX 5L Performance Toolbox (PTX)

36

—J What is it?
» Separate LPP
» Comprehensive GUI system monitoring tool

» More information at http://www-
1.ibm.com/servers/aix/products/ibmsw/system_man/perftoolbox.html

1 What can it do?
» Provides a quick and simple solution for obtaining
and analyzing detailed system information
» Generates reports on system activity over hours,
days or weeks
» 24 x 7 analysis of large performance datasets
» Supports distributed performance monitoring
» Provides the ability to customize views for monitoring
» Provides access to thousands of system metrics
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Eject

Anneotate Erase

Bewind

ceek Play Slower

Faster
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AlIX 5L Performance Toolbox (PTX)

File Data Source Reports Options Help

rJtepas Info- :
__.l-ﬁlﬁf:ﬁ&}'ﬁé:'flueunua.a.usun.lnm.l:clm E B _

‘Current Time : Thu £10:31 P

PTX example: jtopas
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Additional Resources

= The Campus for more education:

— Technical Course: “Implementing AlX 5L on eServer i5”
http://www-
306.ibm.com/services/learning/ites.wss/us/en?pageType=course_search&sortBy=5&searc
hType=1&sortDirection=9&includeNotScheduled=15&rowStart=0&rowsToReturn=20&max
SearchResults=200&searchString=as570

— BPS: http://iwww.ibm.com/partnerworld/sales/systems/education

Includes link to IBM PartnerWorld University (Web lectures for key topics)
http://www.ibmweblectureservices.ihost.com/pwu

— IBMers: w3.ibm.com/sales/systems/education

Includes links to the Online Universities for Cross-Brand and each Brand (Web lectures for key topics)

— Customers: www-1.ibm.com/servers/eserver/education
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Trademarks

The following are trademarks of the International Business Machines Carpaoration in the United States and/or other countries. For a complete list of IBM Trademarks, see
www.ibm.com/legal/copytrade.shtml: AS/400, DBE, e-business logo, ESCO, eServer, FICON, IBM, IBM Logo, iSeries, MVS, 0S/390, pSeries, RS/6000, S/30, VM/ESA, VSE/ESA,
Websphere, xSeries, z/OS, zSeries, z/VM

The following are trademarks or registered trademarks of other companies

Lotus, Notes, and Domino are trademarks or registered trademarks of Lotus Development Corporation

Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries
UNIX is a registered trademark of The Open Group in the United States and other countries.

Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.

SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.

Intel is a registered trademark of Intel Corporation

* All other products may be trademarks or registered trademarks of their respective companies.

NOTES:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and Projectio,ns using standard IBM benchmarks in a controlled environment. The actual throughput that
any user will experience will vary depending upon considerations such as the amount of _muItlp_rogrammln% in the user's job stream, the 1/O configuration, the storaqe configuration, and
the workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the pérformance ratios stated hére.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may
have achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject
to change without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the
performance, compatibility, or any other claims related to non-IBM products. Questions on the capabillities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
References in this document to IBM products or services do not imply that IBM intends to make them available in every country.
Any proposed use of claims in this presentation outside of the United States must be reviewed by local IBM country counsel prior to such use.

made to the information herein; these changes will be incorporated in new editions

The information could include technical inaccuracies or typograghi_cal errors. es are eriodica:‘lgl ) ]
I (s) described in this publication at any time without notice.

Chan
of the publication. IBM may make improvements and/or changes in the product(s) gnd/ort e progra

Any references in this information to non-IBM Web sites are provided for convenience anly and do not in any manner serve as an endorsement of those Web sites. The materials at those
Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.
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