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This paper is intended to provide information regarding
SAP Performance. It discusses findings based on
configurations that were created and tested under
laboratory conditions. These findings may not be
realized in all customer environments, and
Implementation in such environments may require
additional steps, configurations, and performance
analysis. The information herein is provided “AS IS
with no warranties, express or implied. This information
does not constitute a specification or form part of the
warranty for any IBM or SAP products.
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Agenda

= Review characteristics of SAP ERP, BW, and SCM
systems

= Overview of common problems occurring on each
= Overview of process for analyzing problems

= Review key factors in preventing problems
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Learning Objectives

At the conclusion of this material, you should be able to:

— Describe an application-centered approach for analyzing SAP
performance

— ldentify key differences in the workload characteristics for ERP,
BW, and SCM systems

— Understand the impact of administrative practices on SAP
resource utilization
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System Architecture

ERP database and SCM database and
Application server Application server

RFC interface — e.g. Global ATP

CIF interface — master and transaction data
Remote
Extracts database
| (DBPROC)
| \ | calls
' ' ' |
ERP application BW database and Livecache database

servers Application server
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System Architecture
Dispatching

User 5
SAPGUI

SAPGUI

User 3

SAPGUI

User 2
)

Usert

Application Server

AIX

DB

SAPGUI

IBM Corporation, 1999, Mamik Hrle
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Characteristics of ERP Systems

= Simple SQL — few tables joined

= Transaction and batch may be running
concurrently

= SAP functionality is often extended with custom
tables, user exits, and programs

— Custom tables are more likely to not be indexed correctly

— Custom programs may not use SAP tables correctly
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Characteristics of BW Systems

= Complex SQL joining many tables
= User-defined and SAP-delivered star-schema objects (cubes) may
be used

— There may be design problems with user-defined objects

= ODS objects generally require usage analysis to design indexes
correctly

— Indexes generally are not optimal when the ODS is first created
= Large volumes of data may be frequently added

= Administrative practices are a key factor in performance and CPU
utilization

— SAP compression

— Partitioning (if available)
— Statistics collection

— Index drop/rebuild
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Characteristics of SCM Systems

Some ERP and some BW characteristics

— Mostly simple SQL

— Some use of star schema APO cubes

There are two databases

— Remote (livecache) database accessed via DBPROC routines
— Local database accessed via SAP open SQL

The COM routines that access livecache are delivered by SAP

There are real-time (e.g. Global ATP) and queued (CIF) interfaces
from ERP to SCM
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ERP systems

Inefficient SQL
— Program does not use available indexes efficiently

— Optimizer chooses wrong index
« (host variables issue)
— Symptom is long DB request time in program

— Can cause excessive CPU and I/O activity on database server
Inefficient ABAP

— Program does not scale with number of items processed

— Symptom is long runtime in program, and high CPU utilization on the
application server

I/O performance problems caused by database layout

— Hotspots on disk become overloaded
— JFS performance issues (PERFPMR)
— Symptom is long I/O times in SAP database statistics for files

Database load that can be offloaded
— Some tables can be buffered on the application server
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BW systems

= Pre-building query results not implemented effectively
— Aggregates
— Caching query results and web templates
= SAP compression not implemented
— Data should be periodically compressed from F to E fact table
— Compression minimizes the size of F fact table

= Administrative practices
— Index drop and rebuild
— Database statistics impact
= |/O performance problems caused by database layout

— Hotspots on disk become overloaded
— JFS performance issues (PERFPMR)
— Symptom is long I/O times in database statistics for files
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SCM systems

= |nefficient SQL
— Program does not use available indexes efficiently

—  Optimizer chooses wrong index
(host variables issue)
— Symptom is long DB request time in program

— Can cause excessive CPU and I/O activity on database server
= Inefficient ABAP

— Program does not scale with number of items processed

— Symptom is long runtime in program

— Can cause excessive CPU utilization on the application server
= |/O performance problems caused by database layout

— Hotspots on disk become overloaded
— JFS performance issues (PERFPMR)
— Symptom is long I/O times in database statistics for files

= Livecache Performance
— Livecache database should be resident in memory

— Livecache has parameters that control tasking and CPUs used
* Runnable tasks can be blocked from being dispatched
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Analysis Process

= Start with the application

— Then go to the database, then to the operating system

Define the problem in terms of SAP application response time, if
possible

— Transaction response times

— BW query response times

Define goals in terms that are meaningful to the business

— For example

+ Reduce transaction response times for call centers
* Reduce data load times, in order to increase availability of data
* Reduce CPU usage, in order to reduce TCO

— Some measurements can be useful in tuning, but not as goals

* Increasing DB hit rate or reducing I/O activity is not a goal that has direct
business impact

Review SQL efficiency in the SQL statement cache

— Problems with interfaces and bolt-ons may not be seen with SAP statistics, but
can be found here.

Review infrastructure
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Analysis Process

Tools for ERP systems
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First step - start with the application

| Load Analysis in System

E‘@ | @il Full screen onfoff | €8 Save view

52 [HP Analysis wigws
2 wiarkload overview
2 [ Transaction profile

B Standard
Earlyatch
(8 Time profile e
v Gt ] AFEERITIG]
Top response time ¢ i L . T .- D T b 4
ot Transaction profile: Times: T Total time (s), @ Time/step (ms) |
@ Memory use statistics Transaction name |Mumber of steps| T response ime| @ Response~)  @CPU~|  @DB~| @ GUI-D| 5 DB~
> ] RFC profiles VAD1 167,158 131,756 7882 1449 899.1 3722 |16,5960
[ [0 User and settlerment sta. 2004 147 112,670 7170049 | 2790814 |169,568.2 G57.8 | 26,622
[ Frontend statistics [«]] [vroR 16,386 4,497 30337 | 14042 7778 | 8443 [12,753 | I
L3 spool statistics E_ W21 a0 508 A9,360 997 B 1166 503 | 3812 | 2,933 |E[+]

K[ — RV 3] BELR

= SAP provides program response time statistics
— Time breakdown leads to next action
— high CPU > ABAP trace; high DB > SQL trace
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First step - start with the application

Sv=stem: Instance: o i
Analysed time: 13.11.2003 f 08:10:00 - 13.11.2003 f 09:20:00 Time frame: +F/- 00:14:00
Record: 08:32:02 VAODS SAPMS380 D

Analy=is of time in work process

| CPU time 228,210 ms Humber Roll ins 1 |
| BEC+CPIC time 0 ms Roll outs 2 |
| Engqueues 1] |
| Total time in workprocs 702,747 m= |
| Load time Program 108 ms |
| -——-Response time---————--——- 702,747 ms——| Screen 0 m= |
| | CUA interf. 1 m= |
| Wait for work process 0ms | |
| Processing time 100,841 ms | PRoll time Out 2 m= |
| Load time 109 ms | In 1 m= |
| Generating time 0ms | Wait 0 m= |
| Roll {(int+wait) time 1ms | |
| Databhase regquest time 601,796 ms | Frontend Ho.roundtrips 2 |
| Engueue time 0ms | GUI time 325 ms |
| | Het time 283 m=s |

= STAD response time statistics for individual dialog step
— Time breakdown leads to next action
— high CPU > ABAP trace; high DB > SQL trace
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High DB time In transaction

Extended SQL List - Sorted by PID

||| DDIC info 9 Explain |I_@::|ﬁ'§, Renlace uar.!!@ |§|| Long names |

[+]
[+]
Op. ]
16:23:088.537 104 | SAPLSNRI |NRIY REOPEN |[487 ] O|R#3  [SELECT WHERE "CLIENT" = '380°' AN
16:23:088.537 704 SAPLSNRZ | NRIY FETCH [ 487 625 1 1483|R/3
16:23:08.541 152 SAPLACKK | LFC2 REOPEN | 368 ] B{R#3  |SELECT WHERE “"MANDT" = '300' ANWD
16:23:058.541 416| SAPLACKK |LFC3 FETCH | 368 915 af 1483 R/3
16:23:08.544 13| SAPLMRMC[BSIP REOPEN [373 ] B|R/3 |SELECT WHERE "MANDT" = '300' AND
16:23:08.544 426 SHPLMRMEC | BSIP FETCH |372 2,?'38/-9- 1403 RI3
16:23:08.545 15| SAPLMRMC [REKP REOPEN [15% ] O|R/3 WHERE "MANDT" 4 ' AND
16:23:08.545| 430, 857 SAPLMRMC [REKP FETCH [159 4{ af 14p3|R/3
16:23:08.978 13| SAPLMRMC|BSIP REOPEN |373 1] B{R¢3  |SELECT WHERE “MANDT" = '300° AND
16:23:08.978 518| SAPLMRMC|BSIF FETCH [373 2,?88\5’ 1403(R¢3
16:23:088.979 15| SAPLMRMC [REKP REOPEN [153 ] OlR#3  [SELECT WHERE "MAMDT" = '300°' AND
16:23:08.979)  316,607| SHPLHRHC|REKP FETCH |158 45 ol 1483(R¢3
16:23:09.309 12| CL_XTAXM[LFAT REOPEN | 456 o BlR/3 |SELECT WHERE "MANDT" = '30@' AND
16:23:089.369 B47| CL_XTAXM|LFA FETCH [ 456 1 1 Ol R#3 [+]
16:23:09.328 17| CL_XTAXMN | LFA&1 REOFEN | 456 ] B{R¢3 [SELECT WHERE "MANDT" = '308' AND[+]

= SAP STO5 to trace SQL

= Look for statements that are slow in terms of time/row

— Circled example — 430.8 ms to return no rows
© 2005 IBM Corporation 1/8/2005 'ON DEMAND BUSINESS"
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High DB time In transaction

10 @@ DHE D000 R @B

Dispiay Execution Pian for SQL Statement
| Explain with hint... || Optirmizer trace || Analyze... |
SOL statenent [}
=]
SELECT
FROM
"REKP"
WHERE
"MANDT" = A0 AND "LIFWR" = :&1 AWD "WAERS" = (&2 AND "RMWWR" = :83 AND "BUKRS" = 44 AND “"BLDAT"
= A5 AND { "RBSTAT" = :AG OR "RBSTAT" = :A7 OR "RBSTAT" = :AS OR "RBSTAT" = :A49 OR "RBSTAT" =
SA10 0OR “RESTAT" = :A11 OR "RESTAT" = 412 ) AND “"XBLNR" = :813
Execution Plan
SELECT STATEMENT { Estimated Costs = 898 | Estimated #Rows = 1 )
TRELE ACCESS FULL REEP ;
[adlell [ [« |[¥]
<l

= Explain the slow statement from preceding page

= Evaluate local predicates and compare to available indexes
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High DB time In transaction

UMTIOUE Index REKP~0Q El
[=]

Column MWame — |#Distinct

MAMNDT 1

BELNR 108,053

GJAHR 1

MOMUNIQUE Index REKP-~3

Column Name  |[#Distinct

MAMDT 1

USMAHM 27

RESTAT 3

IWTYP T

MOMUNIQUE Index REKP~5

Column MWame — |#Distinct

MAMNDT 1

ERFMAHM 26

RESTAT 3 L

IWTYP T El
(=]

| Index statistics | Analze..

= Display indexes on table (SE11, DB02, drill-down from explain)
and compare to predicates
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High DB time In transaction

& IH @@ DEB O 0o e
Function Builder: Display MRM_DUPLICATE INVOICE _CHECK

| [ %)@ | 48] 1| D&\ S D B | (@] Pate || | Insert||F change ||ef

MRM_DUPLICATE_INWOICE_CHECK
Aftributes Impoart Export r Changing r Tahles

E
~]
FAERE R EEEY {
O
~]

Exceptions Source code

IF NOT t169p-xxhinr IS5 IMITIAL AMD i_xhlnr CS string. E|
SELECT * FROM rbkp IWNTO TAELE t_rhkp E|
WHERE (code) AND xblnr = i_xhlnr.

ELSE.
IF WOT ti169p-xxhlnr IS5 IWITIAL.
CONCATENATE 'AND xbinr = ''' i_xhlnr '''"' INTO code.
APPEND code.
ENDIF .
| SELECT * FROM rbkp IWTO TREBLE t_rbkp WHERE (code).
EWDIF .

= One can drill into the ABAP code from the trace
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High CPU time In transaction

Runtime Analysis Evaluation: Hit List

SAFENCPNIIF BHTEE

[+]

sl |Wumker| _ Grossi=|  MNet|Gross (%) (&2
o

Read Table IT_2304 14 526|544 891,426 |=|544,801 426 D 94.5
Fetch KOMY MeZOR| 14,445 425 |=] 1 : 2.5
Select Sinole WEPA 3,058 4,325 436 |=| 4,325,436 0.5
Read Table IT_2305 14 ,526| 2,632,392 |=| 2.632 392 0.5
Read Table IT_2305 3,058 1,833 827 |=| 1,833 687 0.3
Read Table IT_2387 14 526 1,312,946 |=| 1,312 946 o2
Open GCursor KOWY 14 526 887 522 |= 887 522 0.2
Fetch SDORG 304 570,341 |= 570, 341 9.1
PERFORM MOWE_LWEAP_TO_LWEMTY 10,572| 404, 241,035 490, 471 701
Function YIEW_WEADR 3,053 3,164 602 473,148 0.5
Read Table IT_2306 14,526 461,269 = 461, 269 @1
tppend IT_2374 10,572 451,628 |= 451,628 .1 %

@4 List has been sorted

= SAP SE30 to trace ABAP program

= Look for area where program spends most time
— Circled example takes 37.5 ms to read a row from a table in memory
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High Memory Use

Block List
B sessions B4 P M ETF AT BR B &choose @sae | B | T
O
[+
300 VER vABS 3,416,064 204,947,456 2019612,808 20,423, 408
388 LEW W¥FE3 1,720,328 2,719,744 55 750,092 g
Joe  THO - WEES 1, 654, 784 2 539,520 1213046, 352 i
300 ASC 1 IRM{ IPASP 1,523,712 507,904 299,610, 766 g
308 HAN Wap2 1,433,608 2,285 568 46,581,091 f
300 FAR vAD2 1,253,376 679,936 40,927,766 ]
368 BEL (VAR 1,220,608 1,638,400 42,002 425 a
308 NOR a2 1,136,496 2,809,856 42,220,028 f [«]
[~]
M

= SMO04 to see memory hogs on active system

Since user can run multiple transactions, the transaction in this
display may not be the one that is using all the memory.
© 2005 IBM Corporation 1/8/2005 'ON DEMAND BUSINESS"
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High Memory Use

Load Analysis in System

ﬂ|:| | @H- Full screen onfoff | €& Save view

i WAnaI\y’ms wiews

2 workload overview

= {3 Transaction profile
Standard

Earbivatch Transactions

() Time profile )
b 3 Hitlists i Task wpe & || JETIE = EEE 3l |EE
@ Memory use statistics |[0n) | H

[» (1 RFC profiles

> [ User and setllement statist
4 Frontend statistics
L3 Spoal statistics

Memory usage: Transat:flang #number rnernury usage (kB)

Transaction name| Nurmber '%E,?;tin.?.-szi.m,e,m.ﬂrﬁ @ ext mem|” MaxExthe.| Max. priv. mern. (.| #V
WAOS 14,489 11,965 11,531 2,097 152 1,559,708
SESSIOM_MARM... 18,018 2076 1,767 2,097 152 0

&4 Response time distribution] [waol 161,774 9,865 9,535 2,062,713 0
PEZ21M 25 240 9,495 9162 2062713 0
([ENE] | (BN (g [ M

. STO3N memory profile for historical reporting on memory
use
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High Memory Use

Tune Sumimary

& Cumentparameters #F Detad analysis menu | 2

I..
Systen: o = Tune suURmETY L_'-
Date & Line 0T snapshot: 092602083 B9 4722 Startup: B9/Z2/2883 B85:91:14
BuTTer Hitratio Al ecatad Free space Dir. size Fres directory ENaps Database
=] [kE] [kB) [®] Emtries Entries =) Accesses
Hametab (NTAB)
Table defimition a8 _32 5,847 2, 5O5 B3 20 30,000 18,983 63.28 ] 3T5. 112
Field description a9 86 32,349 4.TBB 1% 96 60 a1 52,418 a7.36 [ 11,772
Short NTAB 99 898 4 848 1,860 78,40 B0, 001 56,845 94 67 a 3,196
Initial records 99 a5 6,348 2,456 61 .48 60,00t 54,717 91149 8 5 284
Frogran g9 _69 437 356 15, 494 3.65 106, 250 o8, 521 92.73 245 84T
Cua ga._71 5,888 151 3,30 2. 5oa 1,429 57.12 2,232
SCREEn 99.FF 19,51 1.858 8.8 10,000 8.9 89,73 3,405
Calendar 100060 488 368 B1.17 pdili} /2 41 08 a 118
Tablies
Generic key a9 T4 48 829 6. 532 1%.84 10,000 57 867 260, 701
singte record a7 _64 39,908 472 1.2 508 304 6000 168, 640
Exporti/import ag. 62 28 998 38 F. 44 20, 088 12,819 G4 18 [ a
5AF menory Current use Max. usa In menory on disk GAP cursor cacha Hitratio
x] [x8] [kB] [kE] (k8] 3]
ROTT ar@d 6.53 16, 784 38,944 G4, 512 191,488 D 26. B8
Faging ares 8. 88 153, 206 468 860 B, BBE 1,532 000 Statements 7500
Extended Memsry 1.665 1,576,068 2 845,696 ORGGQ, 028
Heap Remory a =] ||
[=]
=}

= Excessive use of SAP Paging or Roll usually causes I/O constraint on
application server.

= Excessive use of EM usually causes paging
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Analysis Process

BW Queries
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-

it

Load Analysis in S_l,rs!em
4= =/ | @) A Fulscreen onion | |G Save view |

ﬁmwm:mls []
b EF Losd history and distrib [+
= T B workdoad
(i Last minute's load . v Jra—
= [ Day AwE vid) Al data
B Today
% 10/0412002 Fri ZTI—
1032002 Thus
@ [ Week Rapnrtlng - |l'lfDG]Jhes‘ Sl‘nre Bftﬂtal ﬁﬂl& {s)
B This week InfoCube | No.@uenes| No.of nay.| Total time| % OLAPINIT| % OLAP| % DB| % Frontend| % Mst.data] OLAPINIT .| OLAP time|
[£) oarzarzooz- 0w [TOTAL 76 1,623 |59,003.2 1.90 319 | 78,55 16.05 0,31 11238 | 18830 [4[=]
_ [® oanaz002- 09 EDEUFCHIL 15 898 | 20,8028 189 | 465 | 7048 2263 034 3841 8683 |4~/
= '3 Month DPEUCSCO B 73 | B.825.2 162 | 436 | 7048 73.22 0.3 143.2 3844
[E) This month COEUPFROT 1 04 | 55764 123 | 040 | 0E54 0.00 000 BE.0 104
o Wescmnl il mismel vl el amlenl ol s
- F i i 3 § : f
& G colleusr and pen'bn'na-m COEUFPRIZ 1 9 | 38543 009 | 015 | 8909 0.66 0.oo 36 58
| O BDEUFFOR g 106 | 27348 178 | 237 | ®aT 306 0.22 487 62.0
= B Analysis views OFIAR_CO3 B 32 | 1,389.0 075 | 141 | 9355 369 070 104 154
< § Reporting SDEUDELTR 3 10| 1.158.0 240 | 1004 | 3164 5496 0.86 278 116.3
B maturity periods MMELINVCO 3 30 | 1,068.6 noo | 1.76 | 6733 0.00 oot 96 188
il tn Ranking Lists MMELPPLIZ 3 5 6a1.1 1013 772 | 38.00 4340 0.73 69.0 526 | (=]
BE Agoregates SDEUDELOR 2 9 | SEAE 267 | 148 | 83.75 1046 164 152 B4 =
0 — B Em——————— EmEE

= SAP provides program response time statistics
— Time breakdown leads to next action
— High DB > determine whether aggregate can be used
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BW — could an aggregate help performance?

o, o TR | a
< =

Load Analysis in System
4= = | Q) B0 Full screen onioff |G Save view |
SnExpet mads B

B El ustcaz1z PEYY_20

b H ustcaz13_PEW_21
& B Total -

3 Detailed Analysis

& &5 Load history and distrib|

= 2 v workload

" mwerage times (AVG)

_ g L SEpORE e | pamegaion 2| (@] [&[F[E[Fe] [ @[] [ Blez]@alssa] [In) [B]
e = = — S —- - . : -
= e Reporting - QUERIES: @ Times / Navigation Step (s)  [End user documenkatio]
[E] 10m4rz002Fri InfoCube Mame of querny hdo.of nay. Tll’e;I time| @ Total| MED Total| DB Time @ DB| Seiect | Transt
B 10/03/2002 Thur TOTAL TOTAL 34,411 |909,466.6 26 4 24 |7589495 221 9.6|[~]
= [ Weak COEUPPROT |MCOEUPPRO1_I_COJ_507 1,764 1053155 600 547 |103,660.4 541 22,206.0) [«
Bl This week SDEUPCBIL |MSDEUPCBIL_I_PUB_502 3531 | 79,2866 TR 04 | 76,3676 an.a 65
[ 09/23/2002 - 02 |[SDEUPCHIL |MSDEUPCBIL_I_PUB_550 | 2879 | 48 2587 16.8 15 | a2 5028 | 148 | 404
- ﬁ El’l?h&” 6/2002 - 084 SDEUPBIOB |MSDEUPBIOB_I_BYW_512 2,068 38,850 4 18.8 2.5 37,044.0 7.8 6.4
& s o unknmem REDRI_QUERY B3 | 38,7725 | B154 1127 | 38,7725 | B15.4 0.0
B oer2002 SDEUPCBIL |MSDEUPCBIL_I_SLW_Q520 3,405 | 27,1735 80 04 | 252217 T4 11.4
B oarz002 _|| |SDEUFCEIL [WSDEUPCBIL_I_BW_501 3,060 | 24,3824 Ta 1.6 | 20,3063 66 ER]
& 2 Collector and performar~] | |[SDEUPFOR |MSDEUFFOR_|_FUB_702 484 | 23,7388 460 16 | 228318 477 1800
= | |SDEUDELOR|MEDEUDELOR_|_EW_@502 2784 | 20,3878 &84 44 | 113248 A5 46
| I (F3(Y SOEUPCHIL |MSDEUPCBIL_I_BYW_552 B22 | 18,8356 43 141 | 131024 154 16.2 II
= B Analysis views COEUPPROZ ACOELUPPRO3_|_LAD_501 | 62 | 17,638.0 | 3382 3357 | 138647 | 2666 | 4770
= B Repoding SDELPCBIL |MSDEUPCEIL_I_BWW_551 2382 | 16,6358 7.0 1.6 21042 28 11.2
Bl matumy perods SDEUDELOR|MSDEUDELOR_I_SLW_QS23 587 | 13,0556 1.8 0.1 | 11,786.4 107 356 Il
o Ranking Lists COEUPPRO3 |AGOEUPPRO3_|_GP_502 a9 | 12,3340 (1,3704 | 16661 | 12,0228 |1,3358 1,186.7
BB Aggregates SDEUPBIOB |MSDEUPBIOB_|_BYW 515 Z,52% | 12,3140 48 25 | 10,7175 47 23.9][=)
[SDEVPCHIL (ASDEVPCEIL | AVD B89 | 130 | 116600 847 | 223 | &isral 387 | 1087
3 ]+ | [ » ]
J e

= SAP provides query summarization ratio — select / transferred
— High ratio => aggregate would help performance

— SAP ROT - consider aggregate for select/trans > 10
© 2005 IBM Corporation 1/8/2005 'ON DEMAND BUSINESS®
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BW —is the query performance slow?

FA Microsoft Excel - STO3N query ;|g|5|
J File Edit Yiew Insert Format Tools Data Window Help ;Iilil
ﬁ®|nvnv%2ﬁ,%lﬁl|ﬂlﬁwn% v@'“mial ST BIQ|§§E =

A3 j =| unknown
c [ o [ e [ F[] 6 [ w [ 1+ [ J [ kK [ L [T
Mav. steps Total time 3el/DB Time @ total Med. total OLAPINIT time % OLAPRINIT @ OLAPINIT OLAP time % OLAR EJ

2 |TOTAL TOTAL 24154.00 785 219.6 15 S)ia g,370.6 1.07 0.3 524842 f.63

ZIC_SMPOS QSELPOS01 859.00 273000 22616 318 54 1.2 0.96 03 25568 9.37

ZIC_SFAPOD QSELMEDMTHL — 879.000 20278.4 4.4 2109 1.04 nz 827.0 4.08

| 4 |YIC_S5C CIEPSE00054, 242800 3|23 54 52434 1.35 02 1071343 25.04
| & |YIC_S5C CEPSE0005 23700 34 FA38 g 33 4240 1.22 0 T OE33 2297
| B |7 COPA_IC QBPPADODG 213300 3049386 2,092.3 14.3 a4 RE1.A 224 03 45598 1430
| 7|4 _5L5_INY QBPID00G 527600 287716 16595 515 2.4 20251 7.04 0.4 4 967 .1 17.26
8
El

10 |ZIC_MINFC  QSELMTDESTOD 436.00 19,3385 45 3809 2.M 0.9 1131.0 5.85
______
12 |ZIC_FAPSO QSELNSAADZ 37200 16,3065 75 108.8 0.67 0.3 5803 417
___-______
| 14 |7_SL5_0ORD QBPOO007 Ira.00 130278 197348 349 1423 1.09 13146 10.09
EZIC_SUM QSELAAASTO 246.00 1258700 13573 523 5.9 28A.2 2.22 1.2 15455 12.01
|16 |7_SLS_INY QBRI000T 1043.00) 121420 27464 116 45 70 2.20 03 32789  27.00
|17 |7IC_SFAPO QSELMKTGBDG 16500 119400 25429 724 5.3 115.1 0.96 0.7 4400 369
18]7Ic_ORD  QSELSLSORDD  721.00 8047 1 BEE2 112 4.4 5305 B.54 07 12940 1605 e
R metnrane cprEncia T o ey T = HJJ
JDranQO NNOCE4 3> £-A-==2584.
Ready | Bum=15842729.37 | | r

= |If an aggregate is not a feasible solution, evaluate query performance
(rows selected per second) to highlight slow queries

= Rows selected per second can be derived from SAP STO3N statistics
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Analysis Process

SCM System
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Start with the application — SCM variant

inalysis of time in work process

CPU time 930 ms Number Roll ins [
RFC+CFIC time 0 ms Roll outs [i]
Engueues 11
Total time in workprocs 13,462 ms
Load time Frogram 0 ms
—Response timge————— 13, 836 me— Screen 0 ms
CUA intert. B ms
Wait for work process 4 ms
Processing time 2,411 ms Rall time out 21 ms
Load time 0 ms In 8 ms
Generating time 0 ms Wait iTe ms
Ro11 (in+wait) time 370 ms
Database reguest time hi5 ms Frontend MNo.roundtrips 2
Engueus time 10 ms GUI time 368 ms
Met time 422 ms
DE procedure call tTme@D Wo. of DB procedure calls 12
v

= In addition to time categories in ERP system, SCM has
DBPROC time for calls to Livecache
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Start with the application — SCM variant

OB procedures [(1ist might be incomplete!l]
| DB praocedure | Log. DB connection | No. of exec. | Exec. time | Time Jf exec. |
I I I I (ms] I (ms] I
| "SAPAPO_PFP_ORDER_GET_DATA" | | R 162,376 | 54,125.3 |
| "sAPATP_DELTA_UPD_ATF" [ | 1| 1,528 | 1,828.0 |
| "SAPAPO_TRANS_SIM_CONTROL" | LCa | R gz3 | 274,30 |
| "SAPATP_DELTA_UPD_ALLVPL" | | 2 | 201 | 100.5 |
| "saPAPO_PP_ORDMAP_SELECT" | | 1 | | 4.0 |

= The times of individual DBPROC calls can be viewed in the
transaction details with STAD transaction

= If DBPROC call times are slow, investigate the performance of
the Livecache server
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Analysis Process

System-wide review
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Search for inefficient SQL

& ITH Qe BHE nnon R @®
Dispiay Execution Pian for SQL Statement

IF =2q | $N¥B AT & S| TRA

Executio...|Curs.Ex| Diskreads| ReadsiEx.. Buffer gets|  Boetsiexec| Proc. rows| Rproc/Exe| Bgetsirow| SQL sort| S0L staterment

6458 1 40 658 61.8 10,736,570 16,317.0 0 0.0f10,73645... 0|SELECT i+ FIRST ROWS */"WETAT' FROM "MNAST
11,237 0 1,881 0z 11,052 037 9335 64,619 a8 171.0 0|SELECT * FROM"AR1E" WHERE "MANDT' = A0 A
a62 0 4 457 7.9 13,646,855 242827 9,730 17.3 1,402 6 0|SELECT i+ FIRST ROWS =™ FROM"Z DEBIK"YY
61,470 i 484 0.a 15,184 354 247.0 13,234 0z 1,147.4 0|SELECT &+ FIRST ROWS =+ FROM"AG16" YWHEHR
852 397 0 44 379 0.1 17,047 540 0.0 4 261,985 5.0 4.0 0|SELECT * FROM"CIF IMPO" WHERE "MANDT" = -4
25,7498 0 12 0.0 20,329,512 TRB.O0| 371484580 1.440.0 05 0|SELECT * FROM"AGRE DEFINE" WHERE "MANDT
45 1 9935764 2170818 21,358 8245 464, 3462 2 0.45|870,905.7 23| SELECT "MANDT"  "CFIDENT"  "MESTYPE" "PRO

1,104 2 437 245 357 105,576,852 95 5447 1,106 1.0[ 954583 0|SELECT i*+ FIRET ROWS *T"WERKS" FROM "WBR

479,407,252

L]

L ][]

= High I/O activity and high CPU utilization on DB server can be a
symptom of inefficient SQL

= Inefficient SQL = High Bgets/exec and Bgets/row in Oracle
— database must search lots of data to find small result set
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Review I/O from the application perspective

| Performance: Tablespace Snapshot
M & Reset 3§ Since feset | R Since DBM start

Tablespace Snapshot -

Database Administra... || gystem T DEMStan B3 10/05/2003 (5) 02:09:23
v Sperormance (<l poion 0000 B LastReset o
22 Partitions [+
Database | |
Schemas
B outerPoois | ||| |G| | & | | | Balzazl. s [E Y
& Tavlespaces Tablespace Name| Bufler Guallt.| Data Lagical .|” Data Physical .| Avg. Phys. Reag/fime (ms)] Inc
Tabies PSAPETABD 96.91 | B8,518,919,261 763,040,414 / 1.29
;‘g":'ec:”;]’f PEAPSTABD 99.80 | 34,527,348,3. 67,645,003 / 141
e ZSAPVBRFD 9477 | 593,472,469 31,049,663 2.05
Deadlocks Z2APVBAFD 57T BT 52 852 506 22,416,433 1.11
b O3 History ZSAPEDIDCD 8718 | 166,338,181 21,407,289 0.97
b 1 Space ZEAPVBEPD 6228 | 51,512,758 19,428,393 085 | |
b G Saskum sndRacs) ZSAPEDIDSD 93.14 | 254.147,325 17,443,445 \‘ 200 [ |5
B = Cnrrnuuralg_%'lmiEl aiol nn

= Find active tablespaces with slow 1/O
— No problems here
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Review I/O from the application perspective

1o/
J@ File Edit Wiew Insert Format Tools Daka Window Help ;Iilil
JD@E|§&“&° Jﬁﬁv@ﬂﬂvnv%zﬁ,gliugrmn%v@,Jp.rim L0+ B ®
G50 | = P
A B [ 7 N\ © T E T F [ 6 T 7

1 Buffer Cluality Avy. Phyé. Read Time Sxnc+Async If0 | Data Physical Re: Index Physica Data Physical Wi Indes

2 |P3ARPSTABD 89532 21.91 5,157 052 3,854 443 a 5,3k3

3 |PSAFPETABD 8595 10.76 4 003 953 2 802 506 a B8 535

4 |ZS5APBSADD B1.78 /.50 2429 537 1,693 058 a 1,531

5 |Z5APBSIZD 33.58 4.75 2,343 479 1,273 bbb a H32

B |[PSAPTEMPZ 54 21 8.67 1,226,163 407 283 a 263 755

7 |PSAPSTABI H3.76 20.63 801,475 553 a2 507 7 _
8 |PSAPBTABI 97 .43 16.93 714,789 1519 BB 745 14 -
4[> [bilisheet1 / o - S ﬂJJ
JD[an[:‘.gc-j Butoshapes = . w [ ] 0 4|§” - A=

Ready ~— | |

= Find active tablespaces with slow I/O
— This is the same information as previous screen, processed in Excel
— Determine LVs and corresponding hdisks/vpaths/hdiskpowers
— Determine corresponding physical disks, and evaluate 1/O activity
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7

BldH o0 DEE noan BER @@

Offload DB with SAP buffering

= ST10 to display calls and rows by table

| Perfonmance analysis: Table call statistics
Servers == tables | [  Reset  Refresh |
[=]
| Gysten A1l servers Hot buffered tables [=]
Date & time of snapshot: B5/3172802 10:27:07 System Startup: 05/26/2082 03:22:80
Table ABAPIIW Processor reguests DB activity
Changes/ Total rect Seq. Changes Calls Rows
Total (%) reads reads affected

/\ﬁtﬁ\ 2458383033 | 2221683681 182803326 530095, 426 J3ITBBE320 FAGRATIE2-
YHMSESPIV@2 b.B@ 33606 646 33606, 629 i7 ] 67303 546 33606, 628
TETCO B.63 21833, 389 208003, 473 882,374 137,542 41747 8082 21767 115
MARA B.B@ 186084 342 18262, 428 431,437 585 36543, 205 1B605, T36
0.08 12316,218 11535, 941 73,857 T.228 231,462 11954, 786
MVKE 0.og 11171,188 10645, 349 526, 486 353 21508, 427 10968, 628
Knwy B.25 7,711,951 5,842 348 1,850,186 19,407 12296, 652 6,834,637
MAKT 0.05 6,423, 367 6,075, 881 344 348 3,138 12204, 367 6, 167,107
MNEEW 1.88 8,035,553 5,777,902 2,185,852 152,509 11762, 648 7,768,318
KNYP B.02 23113,258 2,477,902 20633, 811 5,337 3,103,308 10253, BE4
HARC .85 3,561,434 2,851,125 728,622 1,687 5,756,314 3,348,505
APOD 16.57 4,139,437 384,389 3,149,133 685,915 4,119,994 7,437,818
VBDATA 54 BT 4,106,505 a 1,853, 408 2,253,185 3,802 028 5,561,247
KONP 4.35 5,474 822 810,464 4,426, 084 238,274 3,791,882 3,004,748
MLAN BAT 1,958,413 1,559, 856 387, 249 3,308 38T .97 1,887,918
KHNT 0. 08 1,614 661 1,475,378 139,214 59 2,954,974 1,476,387
OICDG 0.o8 1,273,208 1,273,207 1 (2] 2,547,409 1,273,708
YWEHDRCADDR 0.08 1,273,845 1,273,845 2] 8 2, 547,808 1,273,815
MARM B.15 1,487,788 1,184,463 221,151 2,166 2,307,275 1,267,856

— Many calls but very few changes > may be candidate for buffering —

check technical settings and discuss with SAP experts
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Preventing Problems
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Preventing problems with ERP systems

= Database layout

— Distribute 1/0 as much as possible
— Plan for bandwidth, as well as capacity
— Size of data files is important for JFS-structured database

= Monitor impact of interfaces and bolt-ons
— SAP transaction statistics may not show activity
— Review database statement cache

= Code reviews of custom code and exits
= Use IBM sizing team and its methodology
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Preventing problems with BW systems

Database layout

— Distribute I/0 as much as possible

— Plan for bandwidth, as well as capacity

— Size of data files is important for JFS-structured database

Aggregate analysis and definition
— Reduce the load of queries with summary tables (aggregates)

Query caching and pre-calculated web templates
— Reduce the load of queries by pre-generating and caching reports

Administrative choices

— SAP compression to E fact tables should be implemented

— SAP compression done on a regular (weekly, monthly) cycle

— Database statistics updated based on data flow, not time period
— Use partitioning on infocubes and ODSes, if available
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Preventing problems with SCM systems

= Database layout
— Distribute I/0 as much as possible for APO database
— Plan for bandwidth, as well as capacity
— Size of datafiles is important for JFS-structured database

= Code reviews of custom code and exits

= Use IBM sizing team and its methodology
— Ensure sufficient memory for livecache database

© 2005 IBM Corporation 1/8/2005

'ON DEMAND BUSINESS™



| IBM Systems and Technology Group University 2005

BE -

Summary

ON DEMAND BUSINESS"

1/8/2005 © 2005 IBM Corporation




IBM Systems and Technology Group University 2005

Conclusion

= Start with SAP performance indicators
— Align performance goals with business requirements

= Consider high I/O or CPU activity to be symptoms of application
problems, until application has been examined

— Database hit rates can be increased or decreased by problem SQL

— High CPU use can be caused by inefficient ABAP, inefficient SQL, or
administrative processes

— High 1/O activity can be caused by inefficient SQL or administrative
processes

= Administrative choices can cause performance and resource
utilization problems
- BW
* aggregates
« SAP compression
- Partitioning
— ERP
+ SAP buffering
« Custom code, Bolt-ons and interfaces
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Additional Resources

= Techdocs

— “Tuning SAP R/3 with Oracle on pSeries”, document
WP100377 at www.ibm.com/support/techdocs

— “Configuring the Enterprise Storage Server (ESS) for Oracle
OLTP Applications”, document WP100319 at
www.ibm.com/support/techdocs

— “Database Layout for SAP Installations with DB2 UDB for UNIX
and NT”, at

— “Tuning SAP / DB2 / zSeries”, document WP100287 at
www.ibm.com/support/techdocs
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Thank you for your time

Questions?
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Trademarks

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries. For a complete list of IBM Trademarks, see www.ibm.com/legal/copytrade.shtml: AS/400,
DBE, e-business logo, ESCO, eServer, FICON, IBM, IBM Logo, iSeries, MVS, 0S/390, pSeries, RS/6000, S/30, VM/ESA, VSE/ESA, Websphere, xSeries, z/OS, zSeries, z/VM

The following are trademarks or registered trademarks of other companies

Lotus, Notes, and Domino are trademarks or registered trademarks of Lotus Development Corporation

Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries
LINUX is a registered trademark of Linux Torvalds

UNIX is a registered trademark of The Open Group in the United States and other countries.

Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.

SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.

Intel is a registered trademark of Intel Corporation

* All other products may be trademarks or registered trademarks of their respective companies.

NOTES:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will experience will
vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the 1/O configuration, the storage configuration, and the workload processed. Therefore, no assurance can be
given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual
environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice.
Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance, compatibility, or
any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
References in this document to IBM products or services do not imply that IBM intends to make them available in every country.
Any proposed use of claims in this presentation outside of the United States must be reviewed by local IBM country counsel prior to such use.

The information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated in new editions of the publication. IBM may
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this IBM product and use of those Web sites is at your own risk.
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