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Introduction: A Guide to Command
Syntax

The Command Syntax Reference is arranged alphabetically by command name to provide quick
access to detailed information about each command in the syntax command language. This
introduction groups commands into broad functional areas. Some commands are listed more than
once because they perform multiple functions, and some older commands that have deprecated in
favor of newer and better alternatives (but are still supported) are not included here. Changes to
the command syntax language (since version 12.0), including modifications to existing commands
and addition of new commands, are provided in the section Release History.

Core System

The Core system contains the core functionality plus a number of charting procedures. There are
also numerous add-on modules that contain specialized functionality.

Getting Data

You can read in a variety of data formats, including data files saved in IBM® SPSS® Statistics
format, SAS datasets, database tables from many database sources, Excel and other spreadsheets,
and text data files with both simple and complex structures.

Command | Description | Page Number

SPSS Statistics

Data Files

Get Reads SPSS Statistics data files. on p. 859

Import Reads portable data files created with the Export  |on p. 1023
command.

Add Files Combines multiple data files by adding cases. onp. 140

Match Files Combines multiple data files by adding variables. |onp. 1172

Update Replaces values in a master file with updated onp. 2188
values.

Data Files

Created by Other

Applications

Get Translate Reads spreadsheet and dBASE files. on p. 883

Get Data Reads Excel files, text data files, and database on p. 866
tables.

Database Tables

Get Data Reads Excel files, text data files, and database on p. 866
tables.

Get Capture Reads database tables. on p. 863

SAS and Stata

Data Files

Get SAS Reads SAS dataset and SAS transport files. on p. 875

Get Stata Reads Stata data files. on p. 880

© Copyright IBM Corporation 1989, 2012. 1
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Command Description Page Number
Text Data Files
Get Data Reads Excel files, text data files, and database on p. 866
tables.
Data List Reads text data files. on p. 568
Begin Data-End Used with Data List to read inline text data. on p. 244
Data
Complex (nested,
mixed, grouped,
etc.) Text Data
Files
File Type Defines mixed, nested, and grouped data structures. |on p. 751
Record Type Used with File Type to read complex text data files. |on p. 1742
Input Program Generates case data and/or reads complex data onp. 1030
files.
End Case Used with Input Program to define cases. onp. 693
End File Used with Input Program to indicate end of file. on p. 699
Repeating Data Used with Input Program to read input cases whose |on p. 1786
records contain repeating groups of data.
Reread Used with Input Program to reread a record. onp. 1837
Keyed Data List Reads data from nonsequential files: on p. 1037
B Direct-access files, which provide direct access
by a record number.
B Keyed files, which provide access by a record
key.
Point Used with Keyed Data to establish the location at | on p. 1593
which sequential access begins (or resumes) in a
keyed file.
Working with
Multiple Data
Sources
Dataset Name Provides the ability to have multiple data sources |on p. 601
open at the same time.
Dataset Activate Makes the named dataset the active dataset. on p. 590

Saving and Exporting Data

You can save data in numerous formats, including SPSS Statistics data file, Excel spreadsheet,
database table, delimited text, and fixed-format text.

Command | Description | Page Number

Saving Data in

SPSS Statistics

Format

Save Saves the active dataset in SPSS Statistics format. |on p. 1859

Xsave Saves data in SPSS Statistics format without on p. 2277
requiring a separate data pass.

Export Saves data in portable format. onp. 712
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Command Description Page Number
Save Data Saves a data file in SPSS Statistics format and a on p. 1867
Collection metadata file in IBM® SPSS® Data Collection
MDD format for use in Data Collection applications.
Saving Data as
Text
Write Saves data as fixed-format text. on p. 2253
Save Translate Saves data as tab-delimited text and on p. 1875
comma-delimted (CSV) text.
Saving Data
in Spreadsheet
Format
Save Translate Saves data in Excel and other spreadsheet formats |on p. 1875
and dBASE format.
Writing Data Back
to a Database
Table
Save Translate Replaces or appends to existing database tables or | on p. 1875
creates new database tables.
Statistics Adapter
Command Description Page Number
Repository Attributes | Sets attributes for an object in a IBM® SPSS® on p. 1826
Collaboration and Deployment Services
Repository.
Repository Connect | Establishes a connection to a IBM SPSS onp. 1831

Collaboration and Deployment Services Repository
and logs in the user.

Repository Copy

Copies an arbitrary file from the local file system
to a IBM SPSS Collaboration and Deployment
Services Repository or copies a file from a IBM
SPSS Collaboration and Deployment Services
Repositoryto the local file system.

onp. 1834

Data Definition

SPSS Statistics data files can contain more than simply data values. The dictionary can contain a

variety of metadata attributes, including measurement level, display format, descriptive variable

and value labels, and special codes for missing values.

Command Description Page Number
Apply Dictionary Applies variable and file-based dictionary onp. 214
information from an external SPSS Statistics data
file.
Datafile Attribute Creates user-defined attributes that can be saved |on p. 587
with the data file.
Variable Attribute Creates user-defined variable attributes that can | on p. 2221
be saved with variables in the data file.
Variable Labels Assigns descriptive labels to variables. on p. 2224
Value Labels Assigns descriptive labels to data values. on p. 2210
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information.

Command Description Page Number

Add Value Labels Assigns descriptive labels to data values. on p. 147

Variable Level Specifies the level of measurement (nominal, on p. 2226
ordinal, or scale).

Missing Values Specifies values to be treated as missing. onp. 1250

Rename Changes variable names. onp. 1784

Formats Changes variable print and write formats. onp. 775

Print Formats Changes variable print formats. on p. 1648

Write Formats Changes variable write formats. on p. 2258

Variable Alignment Specifies the alignment of data values in the Data |on p. 2220
Editor.

Variable Width Specifies the column width for display of variables | on p. 2229
in the Data Editor.

Mrsets Defines and saves multiple response set onp. 1308

Data Transformations

You can perform data transformations ranging from simple tasks, such as collapsing categories
for analysis, to more advanced tasks, such as creating new variables based on complex equations

and conditional statements.

Command Description Page Number

Autorecode Recodes the values of string and numeric variables |on p. 236
to consecutive integers.

Compute Creates new numeric variables or modifies the on p. 353
values of existing string or numeric variables.

Count Counts occurrences of the same value across a list | on p. 385
of variables.

Create Produces new series as a function of existing on p. 400
series.

Date Generates date identification variables. on p. 604

Leave Suppresses reinitialization and retains the current |on p. 1068
value of the specified variable or variables when
the program reads the next case.

Numeric Declares new numeric variables that can be on p. 1447
referred to before they are assigned values.

Rank Produces new variables containing ranks, normal |on p. 1706
scores, and Savage and related scores for numeric
variables.

Recode Changes, rearranges, or consolidates the values onp. 1736
of an existing variable.

RMV Replaces missing values with estimates computed |on p. 1849
by one of several methods.

Shift Values Creates new variables that contain the values of | on p. 1937
existing variables from preceding or subsequent
cases.

String Declares new string variables. on p. 2025
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Command Description Page Number

Temporary Signals the beginning of temporary on p. 2051
transformations that are in effect only for
the next procedure.

TMS Begin Indicates the beginning of a block of on p. 2057
transformations to be exported to a file in PMML
format (with SPSS Statistics extensions).

TMS End Marks the end of a block of transformations to be |on p. 2064
exported as PMML.

TMS Import Converts a PMML file containing ADP on p. 2066
tranformations into command syntax.

TMS Merge Merges a PMML file containing exported on p. 2069

transformations with a PMML model file.

File Information

You can add descriptive information to a data file and display file and data attributes for the active
dataset or any selected SPSS Statistics data file.

Command Description Page Number
Add Documents Creates a block of text of any length in the active dataset. |on p. 138
Display Displays information from the dictionary of the active on p. 665
dataset.
Compare Datasets Compares the contents of the active dataset to another on p. 349
dataset in the current session or an external data file in
SPSS Statistics format.
Document Creates a block of text of any length in the active dataset. |on p. 689
Drop Documents Deletes all text added with Document or Add Documents. |on p. 691
Sysfile Info Displays complete dictionary information for all variables |on p. 2048

in a SPSS Statistics data file.

File Transformations

Data files are not always organized in the ideal form for your specific needs. You may want to
combine data files, sort the data in a different order, select a subset of cases, or change the unit of
analysis by grouping cases together. A wide range of file transformation capabilities is available.

unselected cases.

Command Description Page Number

Delete Variables Deletes variables from the data file. on p. 631

Sort Cases Reorders the sequence of cases based on the values of one onp. 1975
or more variables.

Weight Case replication weights based on the value of a specified on p. 2245
variable.

Select Subsets of

Cases

Filter Excludes cases from analysis without deleting them from on p. 765
the file.

N of Cases Deletes all but the first n cases in the data file. onp. 1363

Sample Selects a random sample of cases from the data file, deleting | on p. 1857
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Command Description Page Number

Select If Selects cases based on logical conditions, deleting unselected | on p. 1901
cases.

Split File Splits the data into separate analysis groups based on values |on p. 2014
of one or more split variables.

Use Designates a range of observations for time series procedures. |on p. 2195

Change File

Structure

Aggregate Aggregates groups of cases or creates new variables onp. 163
containing aggregated values.

Casestovars Restructures complex data that has multiple rows for a case. |on p. 270

Varstocases Restructures complex data structures in which information | on p. 2230
about a variable is stored in more than one column.

Flip Transposes rows (cases) and columns (variables). onp. 771

Merge Data Files

Add Files Combines multiple SPSS Statistics data files or open datasets |on p. 140
by adding cases.

Match Files Combines multiple SPSS Statistics data files or open datasets |on p. 1172
by adding variables.

Star Join Combines multiple SPSS Statistics data files or open datasets | on p. 2017
by adding variables.

Update Replaces values in a master file with updated values. onp. 2188

Programming Structures

As with other programming languages, the command syntax contains standard programming
structures that can be used to do many things. These include the ability to perform actions only if
some condition is true (if/then/else processing), repeat actions, create an array of elements, and

use loop structures.

Command Description Page Number

Break Used with Loop and Do If-Else If to control looping that |on p. 258
cannot be fully controlled with conditional clauses.

Do If-Else If Conditionally executes one or more transformations based | on p. 673
on logical expressions.

Do Repeat Repeats the same transformations on a specified set of on p. 683
variables.

If Conditionally executes a single transformation based on | on p. 994
logical conditions.

Loop Performs repeated transformations specified by the onp. 1110
commands within the loop until they reach a specified
cutoff.

Vector Associates a vector name with a set of variables or defines | on p. 2237
a vector of new variables.

Programming Utilities

Command

Description

Page Number

Define

Defines a program macro.

onp. 612
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Command Description Page Number

Echo Displays a specified text string as text output. on p. 692

Execute Forces the data to be read and executes the transformations | on p. 711
that precede it in the command sequence.

Host Executes external commands at the operating system level. | on p. 990

Include Includes commands from the specified file. on p. 1027

Insert Includes commands from the specified file. on p. 1033

Script Runs the specified script file. on p. 1894

General Utilities

Command Description Page Number

Cache Creates a copy of the data in temporary disk space for on p. 259
faster processing.

Clear Transformations Discards all data transformation commands that have on p. 320
accumulated since the last procedure.

Erase Deletes the specified file. onp. 701

File Handle Assigns a unique file handle to the specified file. onp. 747

New File Creates a blank, new active dataset. on p. 1375

Permissions Changes the read/write permissions for the specified file. |onp. 1572

Preserve Stores current Set command specifications that can later |on p. 1629
be restored by the Restore command.

Print Prints the values of the specified variables as text output. |on p. 1639

Print Eject Displays specified information at the top of a new page on p. 1645
of the output.

Print Space Displays blank lines in the output. on p. 1651

Restore Restores Set specifications that were stored by Preserve. | on p. 1848

Set Customizes program default settings. onp. 1913

Show Displays current settings, many of which are set by the on p. 1940
Set command.

Subtitle Inserts a subtitle on each page of output. on p. 2027

Title Inserts a title on each page of output. on p. 2055

Matrix Operations

Command Description Page Number

Matrix Using matrix programs, you can write your own statistical |on p. 1181
routines in the compact language of matrix algebra.

Matrix Data Reads raw matrix materials and converts them to a matrix |on p. 1224
data file that can be read by procedures that handle matrix
materials.

Mconvert Converts covariance matrix materials to correlation matrix |on p. 1242

materials or vice versa.
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Output Management System

The Output Management System (OMS) provides the ability to automatically write selected
categories of output to different output files in different formats, including SPSS Statistics data
file format, HTML, XML, and text.

Command Description Page Number
OMS Controls the routing and format of output. Output can be |on p. 1455
routed to external files in XML, HTML, text, and SAV
(SPSS Statistics data file) formats.
OMSEnd Ends active OMS commands. on p. 1486
OMSInfo Displays a table of all active OMS commands. on p. 1488
OMSLog Creates a log of OMS activity. on p. 1489
Output Documents
These commands control Viewer windows and files.
Command Description Page Number
Output Activate Controls the routing of output to Viewer output onp. 1512
documents.
Output Close Closes the specified Viewer document. onp. 1514
Output Display Displays a table of all open Viewer documents. onp. 1516
Output Export Exports output to external files in various formats |on p. 1517
(e.g., Word, Excel, PDF, HTML, text).
Output Name Assigns a name to the active Viewer document. on p. 1537
The name is used to refer to the output document
in subsequent Output commands.
Output New Creates a new Viewer output document, which onp. 1539
becomes the active output document.
Output Open Opens a Viewer document, which becomes on p. 1537

the active output document. You can use this
command to append output to an existing output
document.

Output Save Saves the contents of an open output document on p. 1545
to a file.
Charts
Command Description Page Number
Caseplot Casewise plots of sequence and time series variables. on p. 260
GGraph Bar charts, pie charts, line charts, scatterplots, custom on p. 895
charts.
Pplot Probability plots of sequence and time series variables. on p. 1597
Spchart Control charts, including X-Bar, 1, s, individuals, moving |on p. 1981
range, and u.
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Time Series

The Core system provides some basic time series functionality, including a number of time series
chart types. Extensive time series analysis features are provided in the Forecasting option. For
more information, see the topic Add-On Modules on p. 9.

Command Description Page Number

ACF Displays and plots the sample autocorrelation function onp. 131
of one or more time series.

CCF Displays and plots the cross-correlation functions of two | on p. 311
or more time series.

on p. 560

PACF Displays and plots the sample partial autocorrelation on p. 1558
function of one or more time series.

Tsplot Plot of one or more time series or sequence variables. onp. 2144

Fit Displays a variety of descriptive statistics computed from |on p. 768
the residual series for evaluating the goodness of fit of
models.

Predict Specifies the observations that mark the beginning and onp. 1607
end of the forecast period.

Tset Sets global parameters to be used by procedures that onp. 2114
analyze time series and sequence variables.

Tshow Displays a list of all of the current specifications on the onp. 2117
Tset, Use, Predict, and Date commands.

Verify Produces a report on the status of the most current Date, | on p. 2243
Use, and Predict specifications.

Add-0n Modules

Add-on modules are not included with the Core system. The commands available to you will
depend on your software license.

Statistics Base

Command Description Page Number
ALSCAL Multidimensional scaling (MDS) and multidimensional on p. 181
unfolding (MDU) using an alternating least-squares
algorithm.
Cluster Hierarchical clusters of items based on distance measures |on p. 321

of dissimilarity or similarity. The items being clustered are
usually cases, although variables can also be clustered.

Codebook Reports the dictionary information — such as variable on p. 339
names, variable labels, value labels, missing values —
and summary statistics for all or specified variables and
multiple response sets in the active dataset.

Correlations Pearson correlations with significance levels, univariate on p. 369
statistics, covariances, and cross-product deviations.

Crosstabs Crosstabulations (contingency tables) and measures of on p. 409
association.

Curvefit Fits selected curves to a line plot. on p. 560
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Command Description Page Number

Descriptives Univariate statistics, including the mean, standard on p. 632
deviation, and range.

Discriminant Classifies cases into one of several mutually exclusive on p. 646
groups based on their values for a set of predictor variables.

Examine Descriptive statistics, stem-and-leaf plots, histograms, on p. 702
boxplots, normal plots, robust estimates of location, and
tests of normality.

Factor Identifies underlying variables, or factors, that explain the |on p. 729
pattern of correlations within a set of observed variables.

Frequencies Tables of counts and percentages and univariate statistics, |on p. 778
including the mean, median, and mode.

Graph Bar charts, pie charts, line charts, histograms, scatterplots, |on p. 959
etc.

KNN Classifies and predicts cases based upon the values on p. 1052
“nearest neighboring” cases.

Linear Creates a predictive model for a continuous target. onp. 1071

List Individual case listing. on p. 1078

Means Group means and related univariate statistics for dependent | on p. 1245
variables within categories of one or more independent
variables.

Mult Response Frequency tables and crosstabulations for onp. 1312
multiple-response data.

Nonparametric Collection of one-sample, independent samples, and onp. 1413
related samples nonparametric tests.

Nonpar Corr Rank-order correlation coefficients: Spearman’s rho and | on p. 1407
Kendall’s tau-b, with significance levels.

Npar Tests Collection of one-sample, independent samples, and on p. 1428
related samples nonparametric tests.

OLAP Cubes Summary statistics for scale variables within categories on p. 1449
defined by one or more categorical grouping variables.

Oneway One-way analysis of variance. on p. 1491

Partial Corr Partial correlation coefficients between two variables, on p. 1564
adjusting for the effects of one or more additional
variables.

Plum Analyzes the relationship between a polytomous ordinal | on p. 1585
dependent variable and a set of predictors.

Proximities Measures of similarity, dissimilarity, or distance between |on p. 1665
pairs of cases or pairs of variables.

Quick Cluster When the desired number of clusters is known, this on p. 1699
procedure groups cases efficiently into clusters.

Ratio Statistics Descriptive statistics for the ratio between two variables. |on p. 1712

Regression Multiple regression equations and associated statistics and | on p. 1751
plots.

Reliability Estimates reliability statistics for the components of onp. 1775
multiple-item additive scales.

Report Individual case listing and group summary statistics. on p. 1800

ROC Receiver operating characteristic (ROC) curve and an on p. 1853
estimate of the area under the curve.

Simplan Creates a simulation plan for use with the Simrun on p. 1946

command.
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Command Description Page Number
Simprep Begin-Simprep | Specifies a block of compute statements and variable on p. 1963
End definition statements that create a custom model for use
with the Simplan command.
Simrun Runs a simulation based on a simulation plan created by | on p. 1967
the Simplan command.
Summarize Individual case listing and group summary statistics. on p. 2029
TTest One sample, independent samples, and paired samples onp. 2154
t tests.
Twostep Cluster Groups observations into clusters based on a nearness on p. 2159

criterion. The procedure uses a hierarchical agglomerative
clustering procedure in which individual cases are
successively combined to form clusters whose centers are
far apart.

Unianova Regression analysis and analysis of variance for one on p. 2167
dependent variable by one or more factors and/or variables.

Xgraph Creates 3-D bar charts, population pyramids, and dot plots. |on p. 2261

Advanced Statistics

Command Description Page Number
Coxreg Cox proportional hazards regression for analysis on p. 387

of survival times.
Genlin Generalized Linear Model. Genlin allows you to onp. 786

fit a broad spectrum of “generalized” models in
which the distribution of the error term need not be
normal and the relationship between the dependent
variable and predictors need only be linear through
a specified transformation.

Genlinmixed Generalized linear mixed models extend the linear |on p. 824
model so that the target is linearly related to the
factors and covariates via a specified link function,
the target can have a non-normal distribution, and
the observations can be correlated. Generalized
linear mixed models cover a wide variety of
models, from simple linear regression to complex
multilevel models for non-normal longitudinal data.

Genlog A general procedure for model fitting, hypothesis |on p. 847
testing, and parameter estimation for any model that
has categorical variables as its major components.

GLM General Linear Model. A general procedure for onp. 916
analysis of variance and covariance, as well as
regression.

Hiloglinear Fits hierarchical loglinear models to onp. 973

multidimensional contingency tables using
an iterative proportional-fitting algorithm.

KM Kaplan-Meier (product-limit) technique to describe |on p. 1043
and analyze the length of time to the occurrence
of an event.

Mixed The mixed linear model expands the general onp. 1253

linear model used in the GLM procedure in that
the data are permitted to exhibit correlation and
non-constant variability.
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Command Description Page Number
Survival Actuarial life tables, plots, and related statistics. on p. 2035
Varcomp Estimates variance components for mixed models. |on p. 2213
Regression
Command Description Page Number
Logistic Regression Regresses a dichotomous dependent variable on a set of | on p. 1082
independent variables.
Nomreg Fits a multinomial logit model to a polytomous nominal |on p. 1393
dependent variable.
NLR, CNLR Nonlinear regression is used to estimate parameter values |on p. 1376
and regression statistics for models that are not linear in
their parameters.
WLS Weighted Least Squares. Estimates regression models on p. 2247
with different weights for different cases.
2SLS Two-stage least-squares regression. onp. 126
Custom Tables
Command Description Page Number
Ctables Produces tables in one, two, or three dimensions on p. 528
and provides a great deal of flexibility for
organizing and displaying the contents.
Decision Trees
Command Description Page Number
Tree Tree-based classification models. on p. 2071
Categories
Command Description Page Number
Catreg Categorical regression with optimal scaling using |on p. 295
alternating least squares.
CatPCA Principal components analysis. onp. 278
Overals Nonlinear canonical correlation analysis on two or | on p. 1549
more sets of variables.
Correspondence Displays the relationships between rows and on p. 374
columns of a two-way table graphically by a
scatterplot matrix.
Multiple Quantifies nominal (categorical) data by assigning | on p. 1322
Correspondence numerical values to the cases (objects) and
categories, such that objects within the same
category are close together and objects in different
categories are far apart.
Proxscal Multidimensional scaling of proximity data to find | on p. 1682
a least-squares representation of the objects in a
low-dimensional space.
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Complex Samples

Command Description Page Number

CSPlan Creates a complex sample design or analysis on p. 494
specification.

CSSelect Selects complex, probability-based samples from |on p. 513
a population.

CSDescriptives Estimates means, sums, and ratios, and computes |on p. 442
their standard errors, design effects, confidence
intervals, and hypothesis tests.

CSTabulate Frequency tables and crosstabulations, and on p. 522
associated standard errors, design effects,
confidence intervals, and hypothesis tests.

CSGLM Linear regression analysis, and analysis of on p. 448
variance and covariance.

CSLogistic Logistic regression analysis on a binary or on p. 462
multinomial dependent variable using the
generalized link function.

CSOrdinal Fits a cumulative odds model to an ordinal on p. 477
dependent variable for data that have been
collected according to a complex sampling design.

Neural Networks

Command Description Page Number

MLP Fits flexible predictive model for one or more onp. 1276
target variables, which can be categorical or scale,
based upon the values of factors and covariates.

RBF Fits flexible predictive model for one or more onp. 1717
target variables, which can be categorical or scale,
based upon the values of factors and covariates.
Generally trains faster than MLP at the slight cost
of some model flexibility.

Forecasting

Command Description Page Number

Season Estimates multiplicative or additive seasonal on p. 1896
factors.

Spectra Periodogram and spectral density function on p. 2006
estimates for one or more series.

Tsapply Loads existing time series models from an external | on p. 2099
file and applies them to data.

Tsmodel Estimates exponential smoothing, univariate onp. 2118

Autoregressive Integrated Moving Average
(ARIMA), and multivariate ARIMA (or transfer
function models) models for time series, and
produces forecasts.
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Conjoint

Command Description Page Number

Conjoint Analyzes score or rank data from full-concept conjoint on p. 359
studies.

Orthoplan Orthogonal main-effects plan for a full-concept conjoint | on p. 1507
analysis.

Plancards Full-concept profiles, or cards, from a plan file for on p. 1573
conjoint analysis.

Bootstrapping

Command Description Page Number

Bootstrap Bootstrapping is an alternative to parametric estimates onp. 251

when the assumptions of those methods are in doubt,

or where parametric inference is impossible or requires
very complicated formulas for the calculation of standard
erTors.

Missing Values

Command Description Page Number
Multiple Imputation Performs multiple imputations of missing values. Many | on p. 1336
other procedures can analyze a multiply-imputed dataset
to produce pooled results which are more accurate than the
singly-imputed datasets produced by MVA.
MVA Missing Value Analysis. Describes missing value patterns |on p. 1349
and estimates (imputes) missing values.
Data Preparation
Command Description Page Number
Adp Automatically prepares data for modeling. onp. 150
Detectanomaly Searches for unusual cases based on deviations on p. 637
from the norms of their cluster groups.
Validatedata Identifies suspicious and invalid cases, variables, onp. 2198
and data values in the active dataset.
Optimal Binning Discretizes scale “binning input” variables to on p. 1501
produce categories that are “optimal” with respect
to the relationship of each binning input variable
with a specified categorical guide variable.

Release History

This section details changes to the command syntax language occurring after release 12.0.
Information is organized alphabetically by command and changes for a given command are
grouped by release. For commands introduced after 12.0, the introductory release is noted.

Additions of new functions (used for instance with COMPUTE) and changes to existing functions

are detailed under the heading Functions, located at the end of this section.
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ADP

Release 18

®m  Command introduced.

AGGREGATE

Release 13.0
®  MODE keyword introduced.

B OVERWRITE keyword introduced.

Release 17.0

B AGGREGATE runs without a break variable.

ALTER TYPE

Release 16.0

®m  Command introduced.

APPLY DICTIONARY

Release 14.0

B ATTRIBUTES keyword introduced on FILEINFO and VARINFO subcommands.

Release 18

B  ROLE keyword introduced on VARINFO subcommands.

AUTORECODE

Release 13.0
B BLANK subcommand introduced.
B GROUP subcommand introduced.

B APPLY TEMPLATE and SAVE TEMPLATE subcommands introduced.

BEGIN GPL

Release 14.0

® Command introduced.

BEGIN PROGRAM

Release 14.0

®m  Command introduced.
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BOOTSTRAP

Release 18

®m  Command introduced.

CASEPLOT

Release 14.0

m  For plots with one variable, new option to specify a value with the REFERENCE keyword on
the FORMAT subcommand.

CATPCA

Release 13.0
m NDIM keyword introduced on PLOT subcommand.

B The maximum label length on the PLOT subcommand is increased to 64 for variable names,
255 for variable labels, and 60 for value labels (previous value was 20).

CATREG

Release 13.0

B The maximum category label length on the PLOT subcommand is increased to 60 (previous
value was 20).

Release 17.0

MULTISTART and FIXSIGNS keywords added to INITIAL subcommand.
REGULARIZATION subcommand added.

RESAMPLE subcommand added.

REGU keyword added to PRINT subcommand.

REGU keyword added to PLOT subcommand.

SUPPLEMENTARY categories not occuring in data used to create the model are now
interpolated.

ch

Release 13.0

® Command introduced.

CODEBOOK

Release 17.0

® Command introduced.
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Release 18

B ROLE keyword added to VARINFO subcommand.

COMPARE DATASETS

Release 21

® Command introduced.

CORRESPONDENCE

Release 13.0
m  For the NDIM keyword on the PLOT subcommand, the default is changed to all dimensions.

B  The maximum label length on the PLOT subcommand is increased to 60 (previous value
was 20).

CROSSTABS

Release 19.0
B HIDESMALLCOUNTS subcommand introduced.
H SHOWDIM subcommand introduced.

B PROP and BPROP keywords introduced on the CELLS subcommand.

CSGLM

Release 13.0

®m  Command introduced.

CSLOGISTIC

Release 13.0

®m  Command introduced.

Release 17.0
®  Added support for SET THREADS.

CSORDINAL

Release 15.0

®m  Command introduced.

Release 17.0

®  Added support for SET THREADS.
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CTABLES

Release 13.0

B HSUBTOTAL keyword introduced on the CATEGORIES subcommand.

Release 14.0
B INCLUDEMRSETS keyword introduced on the SIGTEST and COMPARETEST subcommands.
B CATEGORIES keyword introduced on the SIGTEST and COMPARETEST subcommands.

B MEANSVARIANCE keyword introduced on the COMPARETEST subcommand.

Release 18.0
B MERGE keyword introduced on the COMPARETEST subcommand.

E PCOMPUTE and PPROPERTIES subcommands introduced.

Release 19.0

B HIDESMALLCOUNTS subcommand introduced.

CURVEFIT

Release 19.0

B TEMPLATE subcommand introduced.

DATA LIST

Release 16.0

B ENCODING subcommand added for Unicode support.

DATAFILE ATTRIBUTE

Release 14.0

® Command introduced.

DATASET ACTIVATE

Release 14.0

® Command introduced.

DATASET CLOSE

Release 14.0

® Command introduced.
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DATASET COPY

Release 14.0

®m  Command introduced.

DATASET DECLARE

Release 14.0

®  Command introduced.

DATASET DISPLAY

Release 14.0

® Command introduced.

DATASET NAME

Release 14.0

®m  Command introduced.

DEFINE-'ENDDEFINE

Release 14.0

m  For syntax processed in interactive mode, modifications to the macro facility may affect
macro calls occurring at the end of a command. For more information, see the topic Overview
on p. 613.

DETECTANOMALY

Release 14.0

®m  Command introduced.

DISPLAY

Release 14.0

B ATTRIBUTES keyword introduced.

Release 15.0
B @ATTRIBUTES keyword introduced.

DO REPEAT-END REPEAT

Release 14.0

® ALL keyword introduced.
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EXTENSION

Release 16.0

®m  Command introduced.

FILE HANDLE

Release 13.0

®  The NAME subcommand is modified to accept a path and/or file.

Release 16.0

ENCODING subcommand added for Unicode support.

FILE TYPE

Release 16.0

ENCODING subcommand added for Unicode support.

GENLIN

Release 15.0

Command introduced.

Release 16.0

Added multinomial and tweedie distributions; added MLE estimation option for ancillary
parameter of negative binomial distribution (MODEL subcommand, DISTRIBUTION keyword).
Notes related to the addition of the new distributions added throughout.

Added cumulative Cauchit, cumulative complementary log-log, cumulative logit, cumulative
negative log-log, and cumulative probit link functions (MODEL subcommand, LINK keyword).

Added likelihood-ratio chi-square statistics as an alternative to Wald statistics (CRITERIA
subcommand, ANALYSISTYPE keyword).

Added profile likelihood confidence intervals as an alternative to Wald confidence intervals
(CRITERIA subcommand, CITYPE keyword).

Added option to specify initial value for ancillary parameter of negative binomial distribution
(CRITERIA subcommand, INITIAL keyword).

Changed default display of the likelihood function for GEEs to show the full value instead of
the kernel (CRITERIA subcommand, LIKELIHOOD keyword).

GENLINMIXED

Release 19

Command introduced.
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Release 20

B Ordinal targets can be analyzed using the Multinomial distribution and the complementary
log-log, cauchit, logit, negative log-log, or probit link functions.

GET CAPTURE

Release 15.0

E UNENCRYPTED subcommand introduced.

GET DATA

Release 13.0

B ASSUMEDSTRWIDTH subcommand introduced for TYPE=ODBC.

Release 14.0
B ASSUMEDSTRWIDTH subcommand extended to TYPE=XLS.

B TYPE=OLEDB introduced.

Release 15.0

H ASSUMEDSTRWIDTH subcommand extended to TYPE=OLEDB.

Release 16.0

B TYPE=XLSX and TYPE=XLSM introduced.

Release 17.0

B ENCRYPTED subcommand introduced.

Release 21.0

E ENCODING subcommand introduced.

GET SAS

Release 19
m  ENCODING subcommand introduced.

GET STATA

Release 14.0

®m  Command introduced.

Release 19

E ENCODING subcommand introduced.
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GETCOGNOS

Release 21.0

®m  Command introduced.

GGRAPH

Release 14.0

®m  Command introduced.

Release 15.0
B RENAME syntax qualifier deprecated.

E COUNTCI, MEDIANCI, MEANCI, MEANSD, and MEANSE functions introduced.

Release 17.0
B  Added SOURCE=VIZTEMPLATE to support visualization templates.
B Added vIZSTYLESHEET keyword to support visualization stylesheets.

Release 19.0

B Added LOCATION=FILE to support visualization templates stored in an arbitrary location
on the file system.

Release 20.0

®  Added vizmap keyword to support map visualizations.

GLM

Release 17.0

B POSTHOC subcommand: T2, T3, GH, and C keywords are not valid when multiple factors in
the model.

B PLOT subcommand: new WITH keyword allows you to fix covariate values for profile plots.

GRAPH

Release 13.0
B PANEL subcommand introduced.

B INTERVAL subcommand introduced.

HOST

Release 13.0

® Command introduced.
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Release 16.0
B ENCODING keyword added for Unicode support.

INSERT

Release 13.0

®m  Command introduced.

Release 16.0
B ENCODING keyword added for Unicode support.

KEYED DATA LIST

Release 16.0

B ENCODING subcommand added for Unicode support.

KNN

Release 17.0

®m  Command introduced.

LINEAR

Release 19

® Command introduced.

LOGISTIC REGRESSION

Release 13.0

B OUTFILE subcommand introduced.

Release 14.0

Introduction: A Guide to Command Syntax

m  Modification to the method of recoding string variables. For more information, see the topic

Overview on p. 1083.

MISSING VALUES

Release 16.0

B Limitation preventing assignment of missing values to strings with a defined width greater

than eight bytes removed.
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MLP

Release 16.0

® Command introduced.

MODEL CLOSE

Release 13.0

®m  Command introduced.

MODEL HANDLE

Release 13.0

®m  Command introduced.

MODEL LIST

Release 13.0

® Command introduced.

MRSETS

Release 14.0
B LABELSOURCE keyword introduced on MDGROUP subcommand.

B CATEGORYLABELS keyword introduced on MDGROUP subcommand.

MULTIPLE CORRESPONDENCE

Release 13.0

® Command introduced.

MULTIPLE IMPUTATION

Release 17.0

®  Command introduced.

NAIVEBAYES

Release 14.0

®m  Command introduced.

NOMREG

Release 13.0

B ENTRYMETHOD keyword introduced on STEPWISE subcommand.
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B REMOVALMETHOD keyword introduced on STEPWISE subcommand.

m 1C keyword introduced on PRINT subcommand.

Release 15.0
B ASSOCIATION keyword introduced on PRINT subcommand.

Release 17.0
®  Added support for SET THREADS and SET MCACHE.

NONPARAMETRIC

Release 18

®m  Command introduced.

NPAR TESTS

Release 17.0

m Increased limits on number of variables allowed in the analysis.

OLAP CUBES

Release 19.0

B HIDESMALLCOUNTS subcommand introduced.

oms

Release 13.0
m TREES keyword introduced on SELECT subcommand.

B TIMAGES, IMAGEROOT, CHARTSIZE, and IMAGEFORMAT keywords introduced on
DESTINATION subcommand.

Release 14.0

B XMLWORKSPACE keyword introduced on DESTINATION subcommand.

Release 16.0

IMAGEFORMAT=VML introduced for FORMAT=HTML on DESTINATION subcommand.
IMAGEMAP keyword introduced for FORMAT=HTML on DESTINATION subcommand.
FORMAT=SPV introduced for saving output in Viewer format.

CHARTFORMAT keyword introduced.

TREEFORMAT keyword introduced.

TABLES keyword introduced.

FORMAT=SVWSOXML is no longer supported.

Release 17.0
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® MODELS keyword introduced on SELECT subcommand.
E FORMAT=DOC, XLS, PDF, and SPW introduced.

B MODELFORMAT keyword introduced.

Release 19.0
B IMAGEFORMAT=VML introduced for FORMAT=0XML on DESTINATION subcommand.

m  For version 19.0.0.1 and higher, the IMAGEMAP keyword will no longer generate image map
tooltips for major tick labels.

Release 21.0

B FORMAT=XLSX added to DESTINATION subcommand.

ONEWAY

Release 19.0

B TEMPLATE subcommand introduced.

OPTIMAL BINNING

Release 15.0

® Command introduced.

OUTPUT ACTIVATE

Release 15.0

®m  Command introduced.

OUTPUT CLOSE

Release 15.0

®m  Command introduced.

OUTPUT DISPLAY

Release 15.0

® Command introduced.

OUTPUT EXPORT

Release 17.0

®  Command introduced.

Release 21.0

B Subcommands XL.sX and XL.SM added.
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B STYLING keyword added to HTML subcommand.

B BREAKPOINTS keyword added to DOC subcommand.

OUTPUT NAME

Release 15.0

®  Command introduced.

OUTPUT NEW

Release 15.0

m  Command introduced.

Release 16.0

m  TYPE keyword is obsolete and is ignored.

OUTPUT OPEN

Release 15.0

®m  Command introduced.

Release 17.0

®  LOCK keyword introduced.

Release 21.0

B PASSWORD keyword introduced.

OUTPUT SAVE

Release 15.0

®  Command introduced.

Release 16.0

®  TYPE keyword introduced.

Release 17.0

B 10oCK keyword introduced.

Release 21.0

B PASSPROTECT subcommand introduced.

PER ATTRIBUTES

Release 16.0

B Command introduced as PER ATTRIBUTES.

Introduction: A Guide to Command Syntax
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Release 17.0

B VERSIONLABEL keyword extended to support multiple labels.

Release 18.0

B PER ATTRIBUTES deprecated. Command name changed to REPOSITORY ATTRIBUTES.

PER CONNECT

Release 15.0

®m Command introduced as PER CONNECT.

Release 17.0
B DOMAIN keyword deprecated on the LOGIN subcommand.

B PROVIDER keyword introduced on the LOGIN subcommand.

Release 18.0

B PER CONNECT deprecated. Command name changed to REPOSITORY CONNECT.

PER COPY

Release 16.0

® Command introduced as PER COPY.

Release 18.0

B PER COPY deprecated. Command name changed to REPOSITORY COPY.

PLANCARDS

Release 14.0

B PAGINATE subcommand is obsolete and no longer supported.

PLS

Release 16.0

®m  Command introduced.

POINT

Release 16.0

B ENCODING subcommand added for Unicode support.

PPLOT

Release 19.0

B TEMPLATE subcommand introduced.
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PREFSCAL

Release 14.0

®  Command introduced.

PRINT

Release 16.0

B ENCODING subcommand added for Unicode support.

PRINT EJECT

Release 16.0
B  ENCODING subcommand added for Unicode support.

PRINT SPACE

Release 16.0

B ENCODING subcommand added for Unicode support.

RBF

Release 16.0

® Command introduced.

REGRESSION

Release 13.0
B PARAMETER keyword introduced on OUTFILE subcommand.

Release 16.0
B Added support for SET THREADS and SET MCACHE.

Release 17.0

B Added option to specify confidence level on CI keyword of STATISTICS subcommand.

Release 19.0
B TEMPLATE subcommand introduced.

RELIABILITY

Release 17.0

B Increased limits on numbers of variables allowed on the VARIABLES and SCALE lists.
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REPEATING DATA

Release 16.0
B ENCODING subcommand added for Unicode support.

REPOSITORY ATTRIBUTES

Release 16.0

®m  Command introduced as PER ATTRIBUTES.

Release 17.0
B VERSIONLABEL keyword extended to support multiple labels.

Release 18.0
B PER ATTRIBUTES deprecated. Command name changed to REPOSITORY ATTRIBUTES.

REPOSITORY CONNECT

Release 15.0

®m Command introduced as PER CONNECT.

Release 17.0
B DOMAIN keyword deprecated on the LOGIN subcommand.

B PROVIDER keyword introduced on the LOGIN subcommand.

Release 18.0

B PER CONNECT deprecated. Command name changed to REPOSITORY CONNECT.

REPOSITORY COPY

Release 16.0

®m  Command introduced as PER COPY.

Release 18.0

B PER COPY deprecated. Command name changed to REPOSITORY COPY.

RESPONSE RATE

Release 18.0

®m  Command introduced.

ROC

Release 18.0

B MODELQUALITY keyword introduced.
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SAVE

Release 21.0
B ZCOMPRESSED subcommand added.
B PASSPROTECT subcommand added.

SAVE DATA COLLECTION

Release 15.0

® Command introduced as SAVE DIMENSIONS.

Release 18.0
B SAVE DIMENSIONS deprecated. Command name changed to SAVE DATA COLLECTION.

SAVE TRANSLATE

Release 14.0

B Value STATA added to list for TYPE subcommand.
EDITION subcommand introduced for TYPE=STATA.
SQL subcommand introduced.

MISSING subcommand introduced.

Field/column names specified on the RENAME subcommand can contain characters (for
example, spaces, commas, slashes, plus signs) that are not allowed in IBM® SPSS® Statistics
variable names.

®  Continuation lines for connection strings on the CONNECT subcommand do not need to begin
with a plus sign.

Release 15.0
B ENCRYPTED subcommand introduced.
B Value csv added to list for TYPE subcommand.

B TEXTOPTIONS subcommand introduced for TYPE=CSV and TYPE=TAB.

Release 16.0
B VERSION=12 introduced for writing data in Excel 2007 XLSX format with TYPE=XLS.

Release 17.0

E UNENCRYPTED subcommand introduced.

Release 18.0

B VERSION=9 introduced for writing SAS 9+ files with TYPE=SAS.

Release 19

E ENCODING subcommand introduced.
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SCRIPT

Release 16.0

®m  Scripts run from the SCRIPT command now run synchronously with the command syntax
stream.

Release 17.0
B Ability to run Python scripts introduced.

SELECTPRED

Release 14.0

® Command introduced.

SET

Release 13.0

B RNG and MTINDEX subcommands introduced.

B Default for MXERRS subcommand increased to 100.
B SORT subcommand introduced.
|

LOCALE subcommand introduced.

Release 14.0

m  Default for WORKSPACE subcommand increased to 6144.

Release 15.0
B LABELS replaces VALUES as the default for the TNUMBERS subcommand.
B JOURNAL subcommand is obsolete and no longer supported.

B Value EXTERNAL added to list for SORT subcommand, replacing the value INTERNAL as the
default. Value ss is deprecated.

Release 16.0
B MCACHE subcommand introduced.
B THREADS subcommand introduced.

B UNICODE subcommand introduced.

Release 16.0.1

B BOTHLARGE keyword introduced for the TFIT subcommand.

Release 17.0
B FUZZBITS subcommand introduced.

E MIOUTPUT subcommand introduced.

Release 18.0
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B ROWSBREAK, CELLSBREAK, and TOLERANCE subcommands introduced for controlling display
of large pivot tables.

B ZCOMPRESSION subcommand introduced.
B COMPRESSION subcommand is obsolete and ignored.

B REPDEFER subcommand introduced.

Release 19.0

B XVERSION subcommand introduced.
OATTRS subcommand introduced.
DIGITGROUPING subcommand introduced.

TABLERENDER subcommand introduced.

CMPTRANS subcommand introduced.

Release 20.0

m  rAST keyword introduced for the TABLERENDER subcommand, replacing the LIGHT keyword,
which is deprecated.

B Value BPortugu (Brazilian Portuguese) added to list for OLANG subcommand.

Release 21.0

B ODISPLAY subcommand introduced.

SHIFT VALUES

Release 17.0

®m  Command introduced.

SHOW

Release 13.0
B BLKSIZE and BUFNO subcommands are obsolete and no longer supported.
B HANDLES subcommand introduced.

B SORT subcommand introduced.

Release 15.0
B TMSRECORDING subcommand introduced.

Release 16.0
B UNICODE subcommand introduced.
H MCACHE subcommand introduced.

B THREADS subcommand introduced.

Release 17.0

B FUZZBITS subcommand introduced.
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Release 18.0

EXTPATHS subcommand introduced.
ZCOMPRESSION subcommand introduced.
COMPRESSION subcommand removed because it is obsolete.

REPDEFER subcommand introduced.

Release 19.0

TABLERENDER subcommand introduced.
XVERSION subcommand introduced.
OATTRS subcommand introduced.
DIGITGROUPING subcommand introduced.

CMPTRANS subcommand introduced.

Release 21.0

ODISPLAY subcommand introduced.

SIMPLAN

Release 21.0

Command introduced.

SIMPREP BEGIN-SIMPREP END

Release 21.0

Command introduced.

SIMRUN

Release 21.0

Command introduced.

SORT VARIABLES

Release 16.0.

Command introduced.

Release 18.0.

ROLE keyword introduced.

SPCHART

Release 15.0

(XBARONLY) keyword introduced on XRr and XS subcommands.
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B RULES subcommand introduced.

B ID subcommand introduced.

Release 19.0

B CPCHART subcommand introduced.

B NORMAL subcommand introduced.

B REFERENCE subcommand introduced.
[ |

Following keywords introduced on STATISTICS subcommand: N, MEAN, STDDEV,
CAPSIGMA, LSL, USL, TARGET, AZLOUT, AZUOUT, CZLOUT, CZUOUT, PZLOUT, PZUOUT.

STAR JOIN

Release 21.0

®m  Command introduced.

TMS BEGIN

Release 15.0

®  Command introduced.

Release 16.0

®  Added support for new string functions CHAR . CONCAT, CHAR . LENGTH, and CHAR . SUBSTR
within TMS blocks.

Release 21.0

m  Added support for comparison operators and logical operators.

TMS END

Release 15.0

®m  Command introduced.

TMS IMPORT

Release 18

®  Command introduced.

TMS MERGE

Release 15.0

® Command introduced.
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TREE

Release 13.0

® Command introduced.

Release 18.0

B TARGETRESPONSE subcommand introduced.

TSAPPLY

Release 14.0

® Command introduced.

TSMODEL

Release 14.0

® Command introduced.

TSPLOT

Release 14.0

m  For plots with one variable, REFERENCE keyword modified to allow specification of a value.

UNIANOVA

Release 17.0

B POSTHOC subcommand: T2, T3, GH, and C keywords are not valid when multiple factors in
the model.

VALIDATEDATA

Release 14.0

® Command introduced.

VALUE LABELS

Release 14.0

B The maximum length of a value label is extended to 120 bytes (previous limit was 60 bytes).

Release 16.0

B Limitation preventing assignment of missing values to strings with a defined width greater
than eight bytes removed.
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Release 14.0

®m  Command introduced.

VARIABLE ROLE

Release 18.0

® Command introduced.

WRITE

Release 16.0

B ENCODING subcommand added for Unicode support.

XGRAPH

Release 13.0

®m  Command introduced.

Functions

Release 13.0

Introduction: A Guide to Command Syntax

E APPLYMODEL and STRAPPLYMODEL functions introduced.

B DATEDIFF and DATESUM functions introduced.

Release 14.0
B REPLACE function introduced.

B VALUELABEL function introduced.

Release 16.0

CHAR. INDEX function introduced.
CHAR.LENGTH function introduced.
CHAR . LPAD function introduced.
CHAR.MBLEN function introduced.
CHAR.RINDEX function introduced.
CHAR.RPAD function introduced.
CHAR. SUBSTR function introduced.
NORMALIZE function introduced.

NTRIM function introduced.

STRUNC function introduced.

Release 17.0
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B MEDIAN function introduced.
B mult and fuzzbits arguments introduced for the RND and TRUNC functions.

B NEIGHBOR and DISTANCE functions added to APPLYMODEL and STRAPPLYMODEL.

Extension Commands

In addition to the commands available in the Core system and add-on modules,

there are numerous extension commands available from the SPSS community at
http://www.ibm.com/developerworks/spssdevcentral. Extension commands are IBM® SPSS®
Statistics commands that are implemented in the Python ®, R or Java programming language,
and allow users who are proficient in Python, R or Java to share external functions with users of
standard SPSS Statistics command syntax. Once an extension command is installed, you run the
command in the same manner as any built-in command such as DESCRIPTIVES.

Extension commands require the SPSS Statistics Integration Plug-in(s) for the language(s)

in which the command is implemented—Python, R or Java. For information, see How to Get
Integration Plug-ins, available from Core System>Frequently Asked Questions in the Help
system.Note: The IBM® SPSS® Statistics - Integration Plug-in for Java is installed as part of
SPSS Statistics and does not require separate installation.
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This part of the Command Syntax Reference discusses general topics pertinent to using command
syntax. The topics are divided into five sections:

m  Commands explains command syntax, including command specification, command order,
and running commands in different modes. In this section, you will learn how to read syntax
charts, which summarize command syntax in diagrams and provide an easy reference.
Discussions of individual commands are found in an alphabetical reference in the next part
of this manual.

m Files discusses different types of files used by the program. Terms frequently mentioned in
this manual are defined. This section provides an overview of how files are handled.

B Variables and Variable Types and Formats contain important information about general rules
and conventions regarding variables and variable definition.

m  Transformations describes expressions that can be used in data transformation. Functions
and operators are defined and illustrated. In this section, you will find a complete list of
available functions and how to use them.

Commands

Commands are the instructions that you give the program to initiate an action. For the program to
interpret your commands correctly, you must follow certain rules.

Syntax Diagrams

Each command described in this manual includes a syntax diagram that shows all of the
subcommands, keywords, and specifications allowed for that command. By recognizing symbols
and different type fonts, you can use the syntax diagram as a quick reference for any command.

® Lines of text in italics indicate limitation or operation mode of the command.
m  Elements shown in upper case are keywords to identify commands, subcommands, functions,

operators, and other specifications. In the sample syntax diagram below, T-TEST is the
command and GROUPS is a subcommand.

m  Elements in lower case describe specifications that you supply. For example, varlist
indicates that you need to supply a list of variables.

®  Elements in bold are defaults. There are two types of defaults. When the default is followed
by **, as ANALYSIS** is in the sample syntax diagram below, the default (ANALYSIS) is in
effect if the subcommand (MISSING) is not specified. If a default is not followed by **, it is
in effect when the subcommand (or keyword) is specified by itself.

© Copyright IBM Corporation 1989, 2012. 39
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Figure 2-1
Syntax diagram
T P-cubgrouping (in italics)
Independent samples:
| . P Keywords (in all upper case)
T-TEST GROUPS=varname ({1,3*% Ty SVARIABIES=vwarlist
g:ﬁ;value% User specification (in lower case)
r -Dofault (in bold)
[ /HISSING={AMALYSIS**} [INCLUDE]]
{LISTVISE }
: P Alternatives (in aligned { 1
[~FORMAT={LABELS®* } ]
| {NOLABELS}

. BCptional specification (in
Paired sawmples. P P (n [ 1)
T-TEST PAIRS=varlist [WITH varlist [(PAIRED)]] [/warlist ...]

L pHepeatable elements (with ..
[~MISSING={AMALYSIS**} [INCLUDE]] P ( )
{LISTVISE }
Farentheses (cannot be omitted)
[ FORMAT={LABELS**} ]
{NOLAEELS}
**Default if the subcommand iz omitted . ——— WM ote

m Parentheses, apostrophes, and quotation marks are required where indicated.

m  Unless otherwise noted, elements enclosed in square brackets ([ 1) are optional. For some
commands, square brackets are part of the required syntax. The command description
explains which specifications are required and which are optional.

m  Braces ({ }) indicate a choice between elements. You can specify any one of the elements
enclosed within the aligned braces.

m  Ellipses indicate that you can repeat an element in the specification. The specification
T-TEST PAIRS=varlist [WITH varlist [(PAIRED)]] [/varlist ...]
means that you can specify multiple variable lists with optional WITH variables and the
keyword PATRED in parentheses.

m  Most abbreviations are obvious; for example, varname stands for variable name and
varlist stands for a variable list.

B The command terminator is not shown in the syntax diagram.

Command Specification

The following rules apply to all commands:

Commands begin with a keyword that is the name of the command and often have additional
specifications, such as subcommands and user specifications. Refer to the discussion of each
command to see which subcommands and additional specifications are required.

Commands and any command specifications can be entered in upper and lower case.
Commands, subcommands, keywords, and variable names are translated to upper case
before processing. All user specifications, including variable names, labels, and data values,
preserve upper and lower case.

Spaces can be added between specifications at any point where a single blank is allowed. In
addition, lines can be broken at any point where a single blank is allowed. There are two
exceptions: the END DATA command can have only one space between words, and string
specifications on commands such as TITLE, SUBTITLE, VARIABLE LABELS, and VALUE
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LABELS can be broken across two lines only by specifying a plus sign (+) between string
segments. For more information, see the topic String Values in Command Specifications
on p. 43.

B  Many command names and keywords can be abbreviated to the first three or more characters
that can be resolved without ambiguity. For example, COMPUTE can be abbreviated to COMP
but not CoM because the latter does not adequately distinguish it from COMMENT. Some
commands, however, require that all specifications be spelled out completely. This restriction
is noted in the syntax chart for those commands.

Running Commands

You can run commands in either batch (production) or interactive mode. In batch mode,
commands are read and acted upon as a batch, so the system knows that a command is complete
when it encounters a new command. In interactive mode, commands are processed immediately,
and you must use a command terminator to indicate when a command is complete.

Interactive Mode

The following rules apply to command specifications in interactive mode:

B Each command must start on a new line. Commands can begin in any column of a command
line and continue for as many lines as needed. The exception is the END DATA command,
which must begin in the first column of the first line after the end of data.

m  Each command should end with a period as a command terminator. It is best to omit the
terminator on BEGIN DATA, however, so that inline data are treated as one continuous
specification.

The command terminator must be the last nonblank character in a command.

In the absence of a period as the command terminator, a blank line is interpreted as a
command terminator.

Note: For compatibility with other modes of command execution (including command files run
with INSERT or INCLUDE commands in an interactive session), each line of command syntax
should not exceed 256 characters.

Batch (Production) Mode

The following rules apply to command specifications in batch mode:

B All commands in the command file must begin in column 1. You can use plus (+) or minus
(-) signs in the first column if you want to indent the command specification to make the
command file more readable.

If multiple lines are used for a command, column 1 of each continuation line must be blank.
Command terminators are optional.

B A line cannot exceed 256 characters; any additional characters are truncated.

The following is a sample command file that will run in either interactive or batch mode:

GET FILE=/MYFILES/BANK.SAV'
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/KEEP ID TIME SEX JOBCAT SALBEG SALNOW
/RENAME SALNOW = SAL90.

DO IF TIME LT 82.

+

COMPUTE RATE=0.05.

ELSE.

+

COMPUTE RATE=0.04.

END IF.

COMPUTE SALNOW= (1+RATE) *SAL90.

EXAMINE VARIABLES=SALNOW BY SEX.

Subcommands

Many commands include additional specifications called subcommands.

Keywords

Subcommands begin with a keyword that is the name of the subcommand. Most subcommands
include additional specifications.

Some subcommands are followed by an equals sign before additional specifications. The
equals sign is usually optional but is required where ambiguity is possible in the specification.

To avoid ambiguity, it is best to use the equals signs as shown in the syntax diagrams in
this manual.

Most subcommands can be named in any order. However, some commands require a specific
subcommand order. The description of each command includes a section on subcommand
order.

Subcommands are separated from each other by a slash. To avoid ambiguity, it is best to use
the slashes as shown in the syntax diagrams in this manual.

Keywords identify commands, subcommands, functions, operators, and other specifications.

Keywords identifying logical operators (AND, OR, and NOT); relational operators (EQ, GE,
GT, LE, LT, and NE); and ALL, BY, TO, and WITH are reserved words and cannot be used
as variable names.

Values in Command Specifications

The following rules apply to values specified in commands:

A single lowercase character in the syntax diagram, such as n, w, or d, indicates a
user-specified value.

The value can be an integer or a real number within a restricted range, as required by the
specific command or subcommand. For exact restrictions, read the individual command
description.

A number specified as an argument to a subcommand can be entered with or without leading
ZEeros.
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String Values in Command Specifications

Each string specified in a command should be enclosed in single or double quotes.

To specify a single quote or apostrophe within a quoted string, either enclose the entire string
in double quotes or double the single quote/apostrophe. Both of the following specifications
are valid:

'Client''s Satisfaction'

"Client's Satisfaction"

To specify double quotes within a string, use single quotes to enclose the string:

'Categories Labeled "UNSTANDARD" in the Report'

m  String specifications can be broken across command lines by specifying each string segment
within quotes and using a plus (+) sign to join segments. For example,

'One, Two'
can be specified as

'One, '

+ ' Two'
The plus sign can be specified on either the first or the second line of the broken string. Any
blanks separating the two segments must be enclosed within one or the other string segment.

®  Multiple blank spaces within quoted strings are preserved and can be significant. For example,
“This string” and “This  string” are treated as different values.

Delimiters

Delimiters are used to separate data values, keywords, arguments, and specifications.

A blank is usually used to separate one specification from another, except when another
delimiter serves the same purpose or when a comma is required.

Commas are required to separate arguments to functions. Otherwise, blanks are generally
valid substitutes for commas.

Arithmetic operators (+, —, *, and /) serve as delimiters in expressions.

Blanks can be used before and after operators or equals signs to improve readability, but
commas cannot.

Special delimiters include parentheses, apostrophes, quotation marks, the slash, and the equals
sign. Blanks before and after special delimiters are optional.

The slash is used primarily to separate subcommands and lists of variables. Although slashes
are sometimes optional, it is best to enter them as shown in the syntax diagrams.

The equals sign is used between a keyword and its specifications, as in STATISTICS=MEAN,
and to show equivalence, as in COMPUTE target variable=expression. Equals signs
following keywords are frequently optional but are sometimes required. In general, you
should follow the format of the syntax charts and examples and always include equals signs
wherever they are shown.



44

Universals

Command Order

Command order is more often than not a matter of common sense and follows this logical
sequence: variable definition, data transformation, and statistical analysis. For example, you
cannot label, transform, analyze, or use a variable in any way before it exists. The following
general rules apply:

Commands that define variables for a session (DATA LIST, GET, GET DATA, MATRIX DATA,
etc.) must precede commands that assign labels or missing values to those variables; they
must also precede transformation and procedure commands that use those variables.

Transformation commands (IF, COUNT, COMPUTE, etc.) that are used to create and modify
variables must precede commands that assign labels or missing values to those variables, and
they must also precede the procedures that use those variables.

Generally, the logical outcome of command processing determines command order. For
example, a procedure that creates new variables in the active dataset must precede a procedure
that uses those new variables.

In addition to observing the rules above, it is often important to distinguish between commands
that cause the data to be read and those that do not, and between those that are stored pending
execution with the next command that reads the data and those that take effect immediately
without requiring that the data be read.

Commands that cause the data to be read, as well as execute pending transformations, include
all statistical procedures (e.g., CROSSTABS, FREQUENCIES, REGRESSION); some commands
that save/write the contents of the active dataset (e.g., DATASET COPY, SAVE TRANSLATE,
SAVE); AGGREGATE; AUTORECODE; EXECUTE; RANK; and SORT CASES.

Commands that are stored, pending execution with the next command that reads the data,
include transformation commands that modify or create new data values (e.g., COMPUTE,
RECODE), commands that define conditional actions (e.g., DO IF, IF, SELECT IF), PRINT,
WRITE, and XSAVE. For a comprehensive list of these commands, see Commands That Are
Stored, Pending Execution on p. 47.

Commands that take effect immediately without reading the data or executing pending
commands include transformations that alter dictionary information without affecting the data
values (e.g., MISSING VALUES, VALUE LABELS) and commands that don’t require an active
dataset (e.g., DISPLAY, HOST, INSERT, OMS, SET). In addition to taking effect immediately,
these commands are also processed unconditionally. For example, when included within a
DO IF structure, these commands run regardless of whether or not the condition is ever met.
For a comprehensive list of these commands, see Commands That Take Effect Immediately
on p. 45.

Example

DO IF expense = 0.

- COMPUTE profit=-99.

- MISSING VALUES expense (0).
ELSE.

- COMPUTE profit=income-expense.
END TIF.

LIST VARIABLES=expense profit.
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B COMPUTE precedes MISSING VALUES and is processed first; however, execution is delayed
until the data are read.

B MISSING VALUES takes effect as soon as it is encountered, even if the condition is never met
(i.e., even if there are no cases where expense=0).

B LIST causes the data to be read; thus, both COMPUTE and LIST are executed during the
same data pass.

B Because MISSING VALUES is already in effect by this time, the first condition in the DO IF
structure will never be met, because an expense value of 0 is considered missing and so the
condition evaluates to missing when expense is 0.

Commands That Take Effect Inmediately

These commands take effect immediately. They do not read the active dataset and do not execute
pending transformations.

Commands That Modify the Dictionary
ADD DOCUMENT
ADD VALUE LABELS
APPLY DICTIONARY
DATAFILE ATTRIBUTE
DELETE VARIABLES
DOCUMENT

DROP DOCUMENTS
EXTENSION

FILE LABEL
FORMATS

MISSING VALUES
MRSETS

NUMERIC

OUTPUT EXPORT
PRINT FORMATS
RENAME VARIABLES
STRING

TMS IMPORT

TMS MERGE

VALUE LABELS
VARIABLE ALIGNMENT
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VARIABLE ATTRIBUTE
VARIABLE LABELS
VARIABLE LEVEL
VARIABLE ROLE
VARIABLE WIDTH
WEIGHT

WRITE FORMATS

Other Commands That Take Effect Inmediately
CD

CLEAR TIME PROGRAM
CLEAR TRANSFORMATIONS
CSPLAN

DATASET CLOSE
DATASET DECLARE
DATASET DISPLAY
DATASET NAME
DISPLAY

ECHO

ERASE

FILE HANDLE

FILTER

HOST

INCLUDE

INSERT

MODEL CLOSE

MODEL HANDLE
MODEL LIST

N OF CASES

NEW FILE

OMS

OMSEND

OMSINFO

OMSLOG
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OUTPUT ACTIVATE
OUTPUT CLOSE
OUTPUT DISPLAY
OUTPUT NAME
OUTPUT NEW
OUTPUT OPEN
OUTPUT SAVE
PERMISSIONS
PRESERVE
READ MODEL
RESTORE

SAVE MODEL
SCRIPT

SET

SHOW

SPLIT FILE
SUBTITLE
SYSFILE INFO
TDISPLAY
TITLE

TSET

TSHOW

USE

Commands That Are Stored, Pending Execution

These commands are stored, pending execution with the next command that reads the data.
BOOTSTRAP

BREAK

CACHE

COMPUTE

COUNT

DO IF

DO REPEAT-END REPEAT

IF
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LEAVE
LOOP-END LOOP
PRINT

PRINT EJECT
PRINT SPACE
RECODE
SAMPLE
SELECT IF
TEMPORARY
TIME PROGRAM

WRITE
XSAVE
Files
IBM® SPSS® Statistics reads, creates, and writes different types of files. This section provides an
overview of these types and discusses concepts and rules that apply to all files.
Command File

A command file is a text file that contains syntax commands. You can type commands in a
syntax window in an interactive session, use the Paste button in dialog boxes to paste generated
commands into a syntax window, and/or use any text editor to create a command file. You can
also edit a journal file to produce a command file. For more information, see the topic Journal File
on p. 49. The following is an example of a simple command file that contains both commands
and inline data:

DATA LIST /ID 1-3 Gender 4 (A) Age 5-6 Opinionl TO Opinion5 7-11.
BEGIN DATA

001F2621221

002M5611122

003F3422212

329M2121212

END DATA.

LIST.

B Case does not matter for commands but is significant for inline data. If you specified f for
female and m for male in column 4 of the data line, the value of Gender would be f or
m instead of F or M as it is now.

m  Commands can be in upper or lower case. Uppercase characters are used for all commands
throughout this manual only to distinguish them from other text.
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Journal File

IBM® SPSS® Statistics keeps a journal file to record all commands either run from a syntax
window or generated from a dialog box during a session. You can retrieve this file with any text
editor and review it to learn how the session went. You can also edit the file to build a new
command file and use it in another run. An edited and tested journal file can be saved and used
later for repeated tasks. The journal file also records any error or warning messages generated by
commands. You can rerun these commands after making corrections and removing the messages.

The journal file is controlled by the File Locations tab of the Options dialog box, available
from the Edit menu. You can turn journaling off and on, append or overwrite the journal file,
and select the journal filename and location. By default, commands from subsequent sessions
are appended to the journal.

The following example is a journal file for a short session with a warning message.
Figure 2-2
Records from a journal file
DATA LIST /ID 1-3 Gender 4 (A) Age 5-6 Opinionl TO Opinion5 7-11.
BEGIN DATA
001F2621221
002M5611122
003F3422212
004F45112L2
>Warning # 1102
>An invalid numeric field has been found. The result has been set to the
>system-missing value.

END DATA.
LIST.

®  The warning message, marked by the > symbol, tells you that an invalid numeric field has
been found. Checking the last data line, you will notice that column 10 is L, which is probably
a typographic error. You can correct the typo (for example, by changing the L to 1), delete the
warning message, and submit the file again.

Data Files

A wide variety of data file formats can be read and written, including raw data files created by a
data entry device or a text editor, formatted data files produced by a data management program,
data files generated by other software packages, and IBM® SPSS® Statistics data files.

Raw Data Files

Raw data files contain only data, either generated by a programming language or entered
with a data entry device or a text editor. Raw data arranged in almost any format can be read,
including raw matrix materials and nonprintable codes. User-entered data can be embedded
within a command file as inline data (BEGIN DATA-END DATA) or saved as an external file.
Nonprintable machine codes are usually stored in an external file.

Commands that read raw data files include:
m GET DATA

m DATA LIST

m MATRIX DATA
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Complex and hierarchical raw data files can be read using commands such as:

INPUT PROGRAM
FILE TYPE
REREAD
REPEATING DATA

Data Files Created by Other Applications

You can read files from a variety of other software applications, including:

Excel spreadsheets (GET DATA command).
Database tables (GET DATA command).
IBM® SPSS® Data Collection data sources (GET DATA command).

Delimited (including tab-delimited and CSV) and fixed-format text data files (DATA LIST,
GET DATA).

dBase and Lotus files (GET TRANSLATE command).
SAS datasets (GET SAS command).
Stata data files (GET STATA command).

IBM SPSS Statistics Data Files

IBM® SPSS® Statistics data files are files specifically formatted for use by SPSS Statistics,
containing both data and the metadata (dictionary) that define the data.

To save the active dataset in SPSS Statistics format, use SAVE or XSAVE. On most operating
systems, the default extension of a saved SPSS Statistics data file is .sav. SPSS Statistics data
files can also be matrix files created with the MATRTIX=0UT subcommand on procedures

that write matrices.

To open SPSS Statistics data files, use GET.

IBM SPSS Statistics Data File Structure

The basic structure of SPSS Statistics data files is similar to a database table:

Rows (records) are cases. Each row represents a case or an observation. For example, each
individual respondent to a questionnaire is a case.

Columns (fields) are variables. Each column represents a variable or characteristic that is
being measured. For example, each item on a questionnaire is a variable.

SPSS Statistics data files also contain metadata that describes and defines the data contained in

the file. This descriptive information is called the dictionary. The information contained in the
dictionary includes:

B Variable names and descriptive variable labels (VARIABLE LABELS command).
B Descriptive values labels (VALUE LABELS command).
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B Missing values definitions (MISSING VALUES command).
®  Print and write formats (FORMATS command).

Use DISPLAY DICTIONARY to display the dictionary for the active dataset. For more
information, see the topic DISPLAY on p. 665.You can also use SYSFILE INFO to display
dictionary information for any SPSS Statistics data file.

Long Variable Names

In some instances, data files with variable names longer than eight bytes require special
consideration:

Variables

If you save a data file in portable format (see EXPORT on p. 712), variable names that exceed
eight bytes are converted to unique eight-character names. For example, mylongrootnamel,
mylongrootname?2, and mylongrootname3 would be converted to mylongro, mylong 2, and
mylong 3, respectively.

When using data files with variable names longer than eight bytes in version 10.x or 11.x,
unique, eight-byte versions of variable names are used; however, the original variable names
are preserved for use in release 12.0 or later. In releases prior to 10.0, the original long
variable names are lost if you save the data file.

Matrix data files (commonly created with the MATRIX OUT subcommand, available in some
procedures) in which the VARNAME variable is longer than an eight-byte string cannot
be read by releases prior to 12.0.

The columns in IBM® SPSS® Statistics data files are variables. Variables are similar to fields
in a database table.

Variable names can be defined with numerous commands, including DATA LIST, GET
DATA, NUMERIC, STRING, VECTOR, COMPUTE, and RECODE. They can be changed
with the RENAME VARIABLES command.

Optional variable attributes can include descriptive variable labels (VARIABLE LABELS
command), value labels (VALUE LABELS command), and missing value definitions
(MISSING VALUES command).

The following sections provide information on variable naming rules, syntax for referring to
inclusive lists of variables (keywords ALL and TO), scratch (temporary) variables, and system
variables.
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Variable Names

Variable names are stored in the dictionary of the data file. Observe the following rules when
establishing variable names or referring to variables by their names on commands:

m  Each variable name must be unique; duplication is not allowed.

B Variable names can be up to 64 bytes long, and the first character must be a letter or one of
the characters @, #, or $. Subsequent characters can be any combination of letters, numbers,
nonpunctuation characters, and a period (.). In code page mode, sixty-four bytes typically
means 64 characters in single-byte languages (for example, English, French, German,
Spanish, Italian, Hebrew, Russian, Greek, Arabic, and Thai) and 32 characters in double-byte
languages (for example, Japanese, Chinese, and Korean). Many string characters that only
take one byte in code page mode take two or more bytes in Unicode mode. For example, ¢ is
one byte in code page format but is two bytes in Unicode format; so résumé is six bytes in
a code page file and eight bytes in Unicode mode. For information on Unicode mode, see
SET command, UNICODE subcommand.

Note: Letters include any nonpunctuation characters used in writing ordinary words in the
languages supported in the platform’s character set.

B Variable names cannot contain spaces.

B A # character in the first position of a variable name defines a scratch variable. You can only
create scratch variables with command syntax. You cannot specify a # as the first character
of a variable in dialog boxes that create new variables. For more information, see the topic
Scratch Variables on p. 54.

B A §$ sign in the first position indicates that the variable is a system variable. For more
information, see the topic System Variables on p. 56. The $ sign is not allowed as the initial
character of a user-defined variable.

®  The period, the underscore, and the characters $, #, and @ can be used within variable names.
For example, 4. $@#! is a valid variable name.

®  Variable names ending with a period should be avoided, since the period may be interpreted
as a command terminator. You can only create variables that end with a period in command
syntax. You cannot create variables that end with a period in dialog boxes that create new
variables.

B Variable names ending in underscores should be avoided, since such names may conflict with
names of variables automatically created by commands and procedures.

m  Reserved keywords cannot be used as variable names. Reserved keywords are ALL, AND,
BY, EQ, GE, GT, LE, LT, NE, NOT, OR, TO, and WITH.

B Variable names can be defined with any mixture of uppercase and lowercase characters,
and case is preserved for display purposes.

®  When long variable names need to wrap onto multiple lines in output, lines are broken at
underscores, periods, and points where content changes from lower case to upper case.

Mixed Case Variable Names

Variable names can be defined with any mixture of upper- and lowercase characters, and case
is preserved for display purposes.
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B Variable names are stored and displayed exactly as specified on commands that read data or
create new variables. For example, compute NewVar = 1 creates a new variable that will
be displayed as NewVar in the Data Editor and in output from any procedures that display
variable names.

m  Commands that refer to existing variable names are not case sensitive. For example,
FREQUENCIES VARIABLES = newvar, FREQUENCIES VARIABLES = NEWVAR, and
FREQUENCIES VARIABLES = NewVar are all functionally equivalent.

® In languages such as Japanese, where some characters exist in both narrow and wide forms,
these characters are considered different and are displayed using the form in which they
were entered.

B When long variable names need to wrap onto multiple lines in output, attempts are made to
break lines at underscores, periods, and changes from lower to upper case.

You can use the RENAME VARIABLES command to change the case of any characters in a
variable name.

Example

RENAME VARIABLES (newvariable = NewVariable) .

m  For the existing variable name specification, case is ignored. Any combination of upper
and lower case will work.

m  For the new variable name, case will be preserved as entered for display purposes.

For more information, see the RENAME VARIABLES command.

Long Variable Names

In some instances, data files with variable names longer than eight bytes require special
consideration:

m [fyou save a data file in portable format (see EXPORT on p. 712), variable names that exceed
eight bytes are converted to unique eight-character names. For example, mylongrootnamel,
mylongrootnameZ2, and mylongrootname3 would be converted to mylongro, mylong 2, and
mylong 3, respectively.

B When using data files with variable names longer than eight bytes in version 10.x or 11.x,
unique, eight-byte versions of variable names are used; however, the original variable names

are preserved for use in release 12.0 or later. In releases prior to 10.0, the original long
variable names are lost if you save the data file.

B Matrix data files (commonly created with the MATRIX OUT subcommand, available in some
procedures) in which the VARNAME variable is longer than an eight-byte string cannot
be read by releases prior to 12.0.

Keyword TO

You can establish names for a set of variables or refer to any number of consecutive variables by
specifying the beginning and the ending variables joined by the keyword TO.
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To establish names for a set of variables with the keyword TO, use a character prefix with a
numeric suffix.

®  The prefix can be any valid name. Both the beginning and ending variables must use the
same prefix.

B The numeric suffix can be any integer, but the first number must be smaller than the second.

For example, ITEM1 TO ITEMS establishes five variables named ITEM1, ITEM?2, ITEM3,
ITEMA4, and ITEMS.

B [ cading zeros used in numeric suffixes are included in the variable name. For example, v001
TO V100 establishes 100 variables—V001, V002, V003, ..., V100. v1 TO v100 establishes
100 variables—V1, V2, V3, ..., V100.

The keyword TO can also be used on procedures and other commands to refer to consecutive
variables on the active dataset. For example, AVAR TO VARB refers to the variables AVAR and all
subsequent variables up to and including VARB.

® In most cases, the TO specification uses the variable order on the active dataset. Use the
DISPLAY command to see the order of variables on the active dataset.

B On some subcommands, the order in which variables are named on a previous subcommand,
usually the VARIABLES subcommand, is used to determine which variables are consecutive

and therefore are implied by the TO specification. This is noted in the description of individual
commands.

Keyword ALL

The keyword ALL can be used in many commands to specify all of the variables in the active
dataset. For example,

FREQUENCIES /VARIABLES = ALL.

or

OLAP CUBES income by ALL.

In the second example, a separate table will be created for every variable in the data file, including
a table of income by income.

Scratch Variables

You can use scratch variablesto facilitate operations in transformation blocks and input programs.

m  To create a scratch variable, specify a variable name that begins with the # character—for
example, #ID. Scratch variables can be either numeric or string.

Scratch variables are initialized to O for numeric variables or blank for string variables.

Scratch variables cannot be used in procedures and cannot be saved in a data file (but they
can be written to an external text file with PRINT or WRITE).

m  Scratch variables cannot be assigned missing values, variable labels, or value labels.
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m  Scratch variables can be created between procedures but are always discarded as the next
procedure begins.

Scratch variables are discarded once a TEMPORARY command is specified.
The keyword TO cannot refer to scratch variables and permanent variables at the same time.
Scratch variables cannot be specified on a WEIGHT command.

Scratch variable cannot be specified on the LEAVE command.

Scratch variables are not reinitialized when a new case is read. Their values are always
carried across cases. (So using a scratch variable can be essentially equivalent to using the
LEAVE command.)

Because scratch variables are discarded, they are often useful as loop index variables and as
other variables that do not need to be retained at the end of a transformation block. For more
information, see the topic Indexing Clause on p. 1113. Because scratch variables are not
reinitialized for each case, they are also useful in loops that span cases in an input program. For
more information, see the topic Creating Data on p. 1119.

Example

DATA LIST LIST (",") /Name (Al5).

BEGIN DATA

Nick Lowe

Dave Edmunds

END DATA.

STRING LastName (Al5).

COMPUTE #index=INDEX (Name, " ").

COMPUTE LastName=SUBSTR (Name, #index+1).
LIST.

Figure 2-3
Listing of case values

Name LastName
Nick Lowe Lowe
Dave Edmunds Edmunds

B #index is a scratch variable that is set to the numeric position of the first occurrence of a
blank space in Name.

m  The scratch variable is then used in the second COMPUTE command to determine the starting
position of LastName within Name.

®  The default LTST command will list the values of all variables for all cases. It does not
include #index because LIST is a procedure that reads the data, and all scratch variables
are discarded at that point.

In this example, you could have obtained the same end result without the scratch variable, using:

COMPUTE LastName=SUBSTR (Name, INDEX (Name, " ")+1).

The use of a scratch variable here simply makes the code easier to read.
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Example: Scratch variable initialization

DATA LIST FREE /Varl.
BEGIN DATA

2 2 2

END DATA.

COMPUTE
COMPUTE
COMPUTE
COMPUTE
COMPUTE
LIST.

Figure 2-4

Var2=Varl+Var2.

Var3=0.

Var3=Varl+Var3.
#ScratchvVar=Varl+#Scratchvar.
Var4=#Scratchvar.

Listing of case values

Varl

2.00
2.00
2.00

®  The new variable Var?2 is reinitialized to system-missing for each case, therefore var1+var2

Var?2 Var3 Var4d
2.00 2.00
2.00 4.00
2.00 6.00

always results in system-missing.

®  The new variable Var3 is reset to 0 for each case (COMPUTE Var3=0), therefore varl+var3

is always equivalent to Var1+0.

B #ScratchVar is initialized to 0 for the first case and is not reinitialized for subsequent cases;
s0 Varl+#Scratchvar is equivalent to var1+0 for the first case, var1+2 for the second

case, and var1+4 for the third case.

B Jard is set to the value of #ScratchVar in this example so that the value can be displayed in

the case listing.

In this example, the commands:

COMPUTE

#Scratchvar=Varl+#Scratchvar.

COMPUTE Vard=#Scratchvar.

are equivalent to:

COMPUTE Var4d=Varl+Vard.
LEAVE Vard.

System Variables

System variables are special variables created during a working session to keep system-required
information, such as the number of cases read by the system, the system-missing value, and the
current date. System variables can be used in data transformations.

B  The names of system variables begin with a dollar sign ($).
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B You cannot modify a system variable or alter its print or write format. Except for these
restrictions, you can use system variables anywhere that a normal variable is used in the
transformation language.

m System variables are not available for procedures.

$CASENUM

$SYSMIS

$IDATE

$DATE

$DATE11

$TIME

$LENGTH
$WIDTH

Current case sequence number. For each case, §CASENUM is the number of cases
read up to and including that case. The format is #8. 0. The value of $CASENUM is
not necessarily the row number in a Data Editor window (available in windowed

environments), and the value changes if the file is sorted or new cases are inserted
before the end of the file.

System-missing value. The system-missing value displays as a period (.) or
whatever is used as the decimal point.

Current date in number of days from October 14, 1582 (day 1 of the Gregorian
calendar). The format is F6. 0.

Current date in international date format with two-digit year. The format is A9 in
the form dd-mmm-yy.

Current date in international date format with four-digit year. The format is 211 in
the form dd-mmm-yyyy.

Current date and time. $TIME represents the number of seconds from midnight,
October 14, 1582, to the date and time when the transformation command is
executed. The format is F20. You can display this as a date in a number of different
date formats. You can also use it in date and time functions.

The current page length. The format is F11. 0. For more information, see SET.
The current page width. The format is F3 . 0. For more information, see SET.

Variable Types and Formats

There are two basic variable types:

m  String. Also referred to alphanumeric. String values can contain any combination of letters,
numbers, and other characters.

B Numeric. Numeric values are stored internally as double-precision floating-point numbers.

Variable formats determine how raw data is read into storage and how values are displayed and
written. For example, all dates and times are stored internally as numeric values, but you can use
date and time format specifications to both read and display date and time values in standard date
and time formats. The following sections provide details on how formats are specified and how
those formats affect how data are read, displayed, and written.

Input and Output Formats

Values are read according to their input format and displayed according to their output format.
The input and output formats differ in several ways.

m  The input format is either specified or implied on the DATA LIST, GET DATA, or other data
definition commands. It is in effect only when cases are built in an active dataset.

®  Output formats are automatically generated from input formats, with output formats expanded
to include punctuation characters, such as decimal indicators, grouping symbols, and dollar
signs. For example, an input format of DOLLAR7 . 2 will generate an output format of
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DOLLAR10.2 to accommodate the dollar sign, grouping symbol (comma), and decimal
indicator (period).

The formats (specified or default) on NUMERIC, STRING, COMPUTE, or other commands that
create new variables are output formats. You must specify adequate widths to accommodate
all punctuation characters.

The output format is in effect during the entire working session (unless explicitly changed)
and is saved in the dictionary of IBM® SPSS® Statistics data files.

Output formats for numeric variables can be changed with FORMATS, PRINT FORMATS,
and WRITE FORMATS.

String Variable Formats

The values of string variables can contain numbers, letters, and special characters and can be
up to 32,767 bytes.

System-missing values cannot be generated for string variables, since any character is a
legal string value.

When a transformation command that creates or modifies a string variable yields a missing
or undefined result, a null string is assigned. The variable displays as blanks and is not
treated as missing.

String formats are used to read and write string variables. The input values can be
alphanumeric characters (a format) or the hexadecimal representation of alphanumeric
characters (AHEX format).

For fixed-format raw data, the width can be explicitly specified on commands such as DATA
LIST and GET DATA or implied if column-style specifications are used. For freefield data,

the default width is 1; if the input string may be longer, w must be explicitly specified. Input
strings shorter than the specified width are right-padded with blanks.

The output format for a string variable is always A. The width is determined by the input
format or the format assigned on the STRING command.Once defined, the width of a string
variable can only be changed with the ALTER TYPE command.

A Format (Standard Characters)

The A format is used to read standard characters. Characters can include letters, numbers,
punctuation marks, blanks, and most other characters on your keyboard. Numbers entered as
values for string variables cannot be used in calculations unless you convert them to numeric
format with the NUMBER function. For more information, see the topic String/numeric conversion
functions on p. 114.

Fixed data:

With fixed-format input data, any punctuation—including leading, trailing, and embedded
blanks—within the column specifications is included in the string value. For example, a string
value of

Mr.

Ed
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(with one embedded blank) is distinguished from a value of

Mr. Ed

(with two embedded blanks). It is also distinguished from a string value of

MR. ED

(all upper case), and all three are treated as separate values. These can be important considerations
for any procedures, transformations, or data selection commands involving string variables.
Consider the following example:

DATA LIST FIXED /ALPHAVAR 1-10 (A).
BEGIN DATA

Mr. Ed

Mr. Ed

MR. ED

Mr. Ed

Mr. Ed

END DATA.

AUTORECODE ALPHAVAR /INTO NUMVAR.
LIST.

AUTORECODE recodes the values into consecutive integers. The following figure shows the
recoded values.

Figure 2-5
Different string values illustrated

ALPHAVAR NUMVAR

Mr. Ed 4
Mr. Ed 4
MR. ED 2
Mr. Ed 3
Mr. Ed 1

AHEX Format (Hexadecimal Characters)

The AHEX format is used to read the hexadecimal representation of standard characters. Each set
of two hexadecimal characters represents one standard character.

m  The w specification refers to columns of the hexadecimal representation and must be an even
number. Leading, trailing, and embedded blanks are not allowed, and only valid hexadecimal
characters can be used in input values.

®  For some operating systems (e.g., IBM CMS), letters in hexadecimal values must be upper
case.

B The default output format for variables read with the AHEX input format is the A format. The
default width is half the specified input width. For example, an input format of AHEX14
generates an output format of A7.

m  Used as an output format, the AHEX format displays the printable characters in the hexadecimal
characters specific to your system. The following commands run on a UNIX system—where
A=41 (decimal 65), a=61 (decimal 97), and so on—produce the output shown below:

DATA LIST FIXED

/A,B,C,D,E,F,G,H,I,J,KLMN,O,P,Q,R,S,T,U,V,W,X,Y,Z 1-26 (A).
FORMATS ALL (AHEX2)
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BEGIN DATA
ABCDEFGHIJKLMNOPQRSTUVWXYZ
abcdefghijklmnopgrstuvwxyz
END DATA.

LIST.

Figure 2-6
Display of hexadecimal representation of the character set with AHEX format

A B C D EVF GH I J KL MNO P QR S T UV W X Y 2

41 42 43 44 45 46 47 48 49 4A 4B 4C 4D 4E 4F 50 51 52 53 54 55 56 57 58 59 5A
61 62 63 64 65 66 67 68 69 6A 6B 6C 6D 6E 6F 70 71 72 73 74 75 76 77 78 79 TA

Numeric Variable Formats

m By default, if no format is explicitly specified, commands that read raw data—such as DATA
LIsT and GET DATA—assume that variables are numeric with an F format type. The default
width depends on whether the data are in fixed or freefield format. For a discussion of fixed
data and freefield data, see DATA LIST on p. 568.

B Numeric variables created by COMPUTE, COUNT, or other commands that create numeric
variables are assigned a format type of F8 . 2(or the default numeric format defined on SET
FORMAT).

m [f a data value exceeds its width specification, an attempt is made to display some value
nevertheless. First, the decimals are rounded, then punctuation characters are taken out, then
scientific notation is tried, and if there is still not enough space, an ellipsis (...) is displayed,
indicating that a value is present but cannot be displayed in the assigned width.

®  The output format does not affect the value stored in the file. A numeric value is always
stored in double precision.
For all numeric formats, the maximum width is 40.
For numeric formats where decimals are allowed, the maximum number of decimals is 16.

For default numeric (F) format and scientific notation (E) format, the decimal indicator of the
input data from text data sources (read by commands such as DATA LIST and GET DATA)
must match the IBM® SPSS® Statistics locale decimal indicator (period or comma). Use
SET DECIMAL to set the decimal indicator. Use SHOW DECIMAL to display the current
decimal indicator.

E N, and E Formats

The following table lists the formats most commonly used to read in and write out numeric data.
Format names are followed by total width (w) and an optional number of decimal positions (d).
For example, a format of F5.2 represents a numeric value with a total width of 5, including

two decimal positions and a decimal indicator.

Table 2-1

Common numeric formats

Format Sample Sample Fixed Fixed output | Freefield Freefield
type format input output value ouput output value

format format

Fw F5 1234 F5.0 1234 F5.0 1234
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Format Sample Sample Fixed Fixed output | Freefield Freefield
type format input output value ouput output value
format format
Fw F5 1.234 F5.0 1* F5.0 1*
Fw.d F5.2 1234 F6.2 1234.0 F6.2 1234.0
Fw.d F5.2 1.234 F6.2 1.23* F6.2 1.23*
Nw N5 00123 F5.0 123 F5.0 123
Nw N5 123 F5.0 T F5.0 123
Nw.d N5.2 12345 F6.2 12345 F6.2 12345
Nw.d N5.2 12.34 F6.2 i F6.2 T
Ew.d E8.0 1234E3 E10.3 1234E+06 E10.3 1234E+061
Ew.d E8.0 1234 E10.3 1234E+03 E10.3 1234E+03

* Only the display is truncated. The value is stored in full precision.

T System-missing value.

f Scientific notation is accepted in input data with F, COMMA, DOLLAR, DOT, and PCT formats. The
same rules apply as specified below.

For fixed data:
m  With the N format, only unsigned integers are allowed as input values. Values not padded

with leading zeros to the specified width or those containing decimal points are assigned
the system-missing value. This input format is useful for reading and checking values that
should be integers containing leading zeros.

The E format reads all forms of scientific notation. If the sign is omitted, + is assumed. If
the sign (+ or —) is specified before the exponent, the E or D can be omitted. A single space
is permitted after the £ or D and/or after the sign. If both the sign and the letter £ or D are
omitted, implied decimal places are assumed. For example, 1.234E3, 1.234+3, 1.234E+3,
1.234D3, 1.234D+3, 1.234E 3, and 1234 are all legitimate values. Only the last value can
imply decimal places.

E format input values can be up to 40 characters wide and include up to 15 decimal positions.

The default output width (w) for the £ format is either the specified input width or the number
of specified decimal positions plus 7 (d+7), whichever is greater. The minimum width is
10 and the minimum decimal places are 3.

The DATA LIST command can read fixed-format numeric data with implied decimal
positions. For more information, see the topic Implied Decimal Positions on p. 583.

For freefield data:

F format w and d specifications do not affect how data are read. They only determine the
output formats (expanded, if necessary). 1234 is always read as 1234 in freefield data, but a
specified F5 . 2 format will be expanded to F6. 2 and the value will be displayed as 1234.0
(the last decimal place is rounded because of lack of space).

When the N format is used for freefield data, input values with embedded decimal indicators
are assigned the system-missing value, but integer input values without leading zeroes are
treated as valid. For example, with an input format of N5.0, a value of 123 is treated the same
as a value of 00123, but a value of 12.34 is assigned the system-missing value.
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m  The E format for freefield data follows the same rules as for fixed data except that no blank
space is permitted in the value. Thus, 1.234E3 and 1.234+3 are allowed, but the value 1.234 3
will cause mistakes when the data are read.

®  The default output E format and the width and decimal place limitations are the same as
with fixed data.

N (Restricted Numeric) Output Format

N format input values are assigned an F output format. To display, print, and write N format
values with leading zeroes, use the FORMATS command to specify N as the output format. For
more information, see the topic FORMATS on p. 775.

COMMA, DOT, DOLLAR, and PCT Formats

The numeric formats listed below read and write data with embedded punctuation characters and
symbols, such as commas, dots, and dollar and percent signs. The input data may or may not
contain such characters. The data values read in are stored as numbers but displayed using the
appropriate formats.

m  DOLLAR. Numeric values with a leading dollar sign, a comma used as the grouping separator,
and a period used as the decimal indicator. For example, $1,234.56.

®  COMMA. Numeric values with a comma used as the grouping separator and a period used as
decimal indicator. For example, 1,234.56.

®  DOT. Numeric values with a period used as the grouping separator and a comma used as the
decimal indicator. For example, 1.234,56.

®  PCT. Numeric values with a trailing percent sign. For example, 123.45%.

The input data values may or may not contain the punctuation characters allowed by the specified
format, but the data values may not contain characters not allowed by the format. For example,
with a DOLLAR input format, input values of 1234.56, 1,234.56, and $1,234.56 are all valid and
stored internally as the same value—but with a COMMA input format, the input value with a leading
dollar sign would be assigned the system-missing value.

DATA LIST LIST (" ") /dollarVar (DOLLAR9.2) commaVar (COMMAY.2)
dotVar (DOT9.2) pctVar (PCT9.2).

BEGIN DATA

1234 1234 1234 1234

$1,234.00 1,234.00 1.234,00 1234.00%

END DATA.

LIST.

Figure 2-7

Output illustrating DOLLAR, COMMA, DOT, and PCT formats
dollarVar commavVar dotVar pctvVar
$1,234.00 1,234.00 1.234,00 1234.00%

$1,234.00 1,234.00 1.234,00 1234.00%
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Other formats that use punctuation characters and symbols are date and time formats and custom
currency formats. For more information on date and time formats, see Date and Time Formats on
p. 66. Custom currency formats are output formats only, and are defined with the SET command.

Binary and Hexadecimal Formats

Data can be read and written in formats used by a number of programming languages such as PL/I,
COBOL, FORTRAN, and Assembler. The data can be binary, hexadecimal, or zoned decimal.
Formats described in this section can be used both as input formats and output formats, but
with fixed data only.

The default output format for all formats described in this section is an equivalent F format,
allowing the maximum number of columns for values with symbols and punctuation. To change
the default, use FORMATS or WRITE FORMATS.

IBw.d (integer binary):

The 1B format reads fields that contain fixed-point binary (integer) data. The data might be
generated by COBOL using COMPUTATIONAL data items, by FORTRAN using INTEGER*2
or INTEGER*4, or by Assembler using fullword and halfword items. The general format is a
signed binary number that is 16 or 32 bits in length.

The general syntax for the IB format is IBw. d, where w is the field width in bytes (omitted for
column-style specifications) and d is the number of digits to the right of the decimal point. Since
the width is expressed in bytes and the number of decimal positions is expressed in digits, d can be
greater than w. For example, both of the following commands are valid:

DATA LIST FIXED /VAR1 (IB4.8).
DATA LIST FIXED /VAR1 1-4 (IB,8).

Widths of 2 and 4 represent standard 16-bit and 32-bit integers, respectively. Fields read with
the 1B format are treated as signed. For example, the one-byte binary value 11111111 would be
read as —1.

PIBw.d (positive integer binary):

The pIB format is essentially the same as IB except that negative numbers are not allowed. This
restriction allows one additional bit of magnitude. The same one-byte value 11111111 would
be read as 255.

PIBHEXw (hexadecimal of PIB):

The PIBHEX format reads hexadecimal numbers as unsigned integers and writes positive integers
as hexadecimal numbers. The general syntax for the PIBHEX format is PIBHEXw, where w
indicates the total number of hexadecimal characters. The w specification must be an even number
with a maximum of 16.
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For input data, each hexadecimal number must consist of the exact number of characters. No
signs, decimal points, or leading and trailing blanks are allowed. For some operating systems
(such as IBM CMS), hexadecimal characters must be upper case. The following example
illustrates the kind of data that the PTBHEX format can read:

DATA LIST FIXED
/VAR1 1-4 (PIBHEX) VAR2 6-9 (PIBHEX) VAR3 11-14 (PIBHEX).
BEGIN DATA
0001 0002 0003
0004 0005 0006
0007 0008 0009
000A 000B 0O0O0OC
000D OOOE OO0OF
00F0 0B2C FFFF
END DATA.
LIST.

The values for VARI, VAR2, and VAR3 are listed in the figure below. The PTBHEX format can also
be used to write decimal values as hexadecimal numbers, which may be useful for programmers.

Figure 2-8
Output displaying values read in PIBHEX format

VAR1 VAR2 VAR3

1 2 3
4 5 6
7 8 9
10 11 12
13 14 15

240 2860 65535
Zw.d (zoned decimal):

The z format reads data values that contain zoned decimal data. Such numbers may be generated
by COBOL systems using DISPLAY data items, by PL/I systems using PICTURE data items, or
by Assembler using zoned decimal data items.

In zoned decimal format, one digit is represented by one byte, generally hexadecimal F1
representing 1, F2 representing 2, and so on. The last byte, however, combines the sign for
the number with the last digit. In the last byte, hexadecimal A, F, or C assigns +, and B, D, or
E assigns —. For example, hexadecimal D1 represents 1 for the last digit and assigns the minus
sign (—) to the number.

The general syntax of the z format is zZw. d, where w is the total number of bytes (which is the
same as columns) and d is the number of decimals. For input data, values can appear anywhere
within the column specifications. Both leading and trailing blanks are allowed. Decimals can
be implied by the input format specification or explicitly coded in the data. Explicitly coded
decimals override the input format specifications.

The following example illustrates how the 7 format reads zoned decimals in their printed forms
on IBM mainframe and PC systems. The printed form for the sign zone (A to I for +1 to +9,
and so on) may vary from system to system.

DATA LIST FIXED /VAR1l 1-5 (Z) VAR2 7-11 (Z,2) VAR3 13-17 (Z)
VAR4 19-23 (Z,2) VAR5 25-29 (Z) VAR6 31-35 (Z,2).

BEGIN DATA

1234A 1234A 1234B 1234B 1234C 1234C

1234D 1234D 1234E 1234E 1234F 1234F

1234G 1234G 1234H 1234H 12341 1234T
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12347 12343 1234K 1234K 1234L 1234L
1234M 1234M 1234N 1234N 12340 12340
1234p 1234P 1234Q 1234Q 1234R 1234R
1234{ 1234{ 1234} 1234} 1.23M 1.23M
END DATA.

LIST.

The values for VARI to VARG are listed in the following figure.

Figure 2-9
Output displaying values read in Z format

VAR1 VAR2 VAR3 VAR4 VAR5 VARG

12341 123.41 12342 123.42 12343 123.43
12344 123.44 12345 123.45 12346 123.46
12347 123.47 12348 123.48 12349 123.49
-12341 -123.41 -12342 -123.42 -12343 -123.43
-12344 -123.44 -12345 -123.45 -12346 -123.46
-12347 -123.47 -12348 -123.48 -12349 -123.49
12340 123.40 -12340 -123.40 -1 -1.23

The default output format for the z format is the equivalent F format, as shown in the figure. The
default output width is based on the input width specification plus one column for the sign and
one column for the implied decimal point (if specified). For example, an input format of z4.0
generates an output format of F5. 0, and an input format of z4 .2 generates an output format

of rF6.2.

Pw.d (packed decimal):

The p format is used to read fields with packed decimal numbers. Such numbers are generated
by COBOL using COMPUTATIONAL-3 data items and by Assembler using packed decimal
data items. The general format of a packed decimal field is two four-bit digits in each byte of the
field except the last. The last byte contains a single digit in its four leftmost bits and a four-bit
sign in its rightmost bits. If the last four bits are 1111 (hexadecimal F), the value is positive; if
they are 1101 (hexadecimal D), the value is negative. One byte under the P format can represent
numbers from -9 to 9.

The general syntax of the p format is Pw. d, where w is the number of bytes (not digits) and
d is the number of digits to the right of the implied decimal point. The number of digits in a
field is (2*w-1).

PKw.d (unsigned packed decimal):

The PK format is essentially the same as P except that there is no sign. That is, even the rightmost
byte contains two digits, and negative data cannot be represented. One byte under the PK format
can represent numbers from 0 to 99. The number of digits in a field is 2*w.

RBw (real binary):

The RB format is used to read data values that contain internal format floating-point numbers.
Such numbers are generated by COBOL using COMPUTATIONAL-1 or COMPUTATIONAL-2
data items, by PL/I using FLOATING DECIMAL data items, by FORTRAN using REAL or
REAL*8 data items, or by Assembler using floating-point data items.
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The general syntax of the RB format is RBw, where w is the total number of bytes. The width
specification must be an even number between 2 and 8. Normally, a width specification of 8 is
used to read double-precision values, and a width of 4 is used to read single-precision values.

RBHEXw (hexadecimal of RB):

The RBHEX format interprets a series of hexadecimal characters as a number that represents a
floating-point number. This representation is system-specific. If the field width is less than twice
the width of a floating-point number, the value is right-padded with binary zeros. For some
operating systems (for example, IBM CMS), letters in hexadecimal values must be upper case.

The general syntax of the RBHEX format is RBHEXw, where w indicates the total number of
columns. The width must be an even number. The values are real (floating-point) numbers.
Leading and trailing blanks are not allowed. Any data values shorter than the specified input width
must be padded with leading zeros.

Date and Time Formats

Date and time formats are both input and output formats. Like numeric formats, each input format
generates a default output format, automatically expanded (if necessary) to accommodate display
width. Internally, all date and time format values are stored as a number of seconds: date formats
(e.g., DATE, ADATE, SDATE, DATETIME) are stored as the number of seconds since October 14,
1582; time formats (TIME, DTIME) are stored as a number of seconds that represents a time
interval (e.g., 10:00:00 is stored internally as 36000, which is 60 seconds x 60 minutes x 10 hours).

m  All date and time formats have a minimum input width, and some have a different minimum
output. Wherever the input minimum width is less than the output minimum, the width is
expanded automatically when displaying or printing values. However, when you specify
output formats, you must allow enough space for displaying the date and time in the format
you choose.

m Input data shorter than the specified width are correctly evaluated as long as all the necessary
elements are present. For example, with the TIME format, 1:2, 01 2, and 01:02 are all
correctly evaluated even though the minimum width is 5. However, if only one element
(hours or minutes) is present, you must use a time function to aggregate or convert the data.
For more information, see the topic Date and time functions on p. 101.

m [f a date or time value cannot be completely displayed in the specified width, values are
truncated in the output. For example, an input time value of 1:20:59 (1 hour, 20 minutes, 59
seconds) displayed with a width of 5 will generate an output value of 01:20, not 01:21. The
truncation of output does not affect the numeric value stored in the working file.

The following table shows all available date and time formats, where w indicates the total number
of columns and d (if present) indicates the number of decimal places for fractional seconds. The
example shows the output format with the minimum width and default decimal positions (if
applicable). The format allowed in the input data is much less restrictive. For more information,
see the topic Input Data Specification on p. 67.



67

Universals

Table 2-2

Date and time formats

General form Format type Minw [Minw |Maxw |Maxd |Example

In Out

dd-mmm-yy DATEw 9 9 40 28-0OCT-90
dd-mmm-yyyy DATEw 10 11 28-OCT-1990
mm/dd/yy ADATEw 8 8 40 10/28/90
mm/dd/yyyy ADATEw 10 10 10/28/1990
dd.mm.yy EDATEw 8 8 40 28.10.90
dd.mm.yyyy EDATEw 10 10 28.10.1990
yyddd JDATEwW 5 5 40 90301
yyyyddd JDATEwW 7 7 1990301
yy/mm/dd SDATEw 8 8 40 90/10/28
yyyy/mm/dd SDATEw 10 10 1990/10/28
qQyy QYRw 4 6 40 4Q90

q Q yyyy QYRw 6 8 4 Q 1990
mmm yy MOYRw 6 6 40 OCT 90
mmm yyyy MOYRw 8 8 OCT 1990
ww WK yy WKYRw 6 8 40 43 WK 90
ww WK yyyy WKYRw 8 10 43 WK 1990
(name of the day) WKDAYw 2 2 40 SU

(name of the month) MONTHw 3 3 40 JAN

hh:mm TIMEw 5 40 01:02
hh:mm:ss.s TIMEw.d 10 10 40 16 01:02:34.75
dd hh:mm DTIMEw 1 1 40 20 08:03

dd hh:mm:ss.s DTIMEw.d 13 13 40 16 20 08:03:00
dd-mmm-yyyy hh:mm DATETIMEw 17 17 40 20-JUN-1990

08:03

dd-mmm-yyyy DATETIMEw.d 22 22 40 16 20-JUN-1990
hh:mm:ss.s 08:03:00

* All date and time formats produce sortable data. SDATE, a date format used in a number of
Asian countries, can be sorted in its character form and is used as a sortable format by many

programmers.

Input Data Specification

The following general rules apply to date and time input formats:

m  The century value for two-digit years is defined by the SET EPOCH value. By default, the
century range begins 69 years prior to the current year and ends 30 years after the current
year. Whether all four digits or only two digits are displayed in output depends on the width
specification on the format.

m  Dashes, periods, commas, slashes, or blanks can be used as delimiters in the input values. For
example, with the DATE format, the following input forms are all acceptable:

28-0CT-90 28/10/1990 28.0CT.90 28 October,

1990
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The displayed values, however, will be the same: 28-OCT-90 or 28-OCT-1990, depending on
whether the specified width allows 11 characters in output.

®  The JDATE format does not allow internal delimiters and requires leading zeros for day values
of less than 100 and two-digit-year values of less than 10. For example, for January 1, 1990,
the following two specifications are acceptable:

90001 1990001
However, neither of the following is acceptable:
90 1 90/1

®  Months can be represented in digits, Roman numerals, or three-character abbreviations, and
they can be fully spelled out. For example, all of the following specifications are acceptable
for October:

10 X OCT October

®  The quarter in QYR format is expressed as 1, 2, 3, or 4. It must be separated from the year by
the letter Q. Blanks can be used as additional delimiters. For example, for the fourth quarter
of 1990, all of the following specifications are acceptable:

4090 401990 4 © 90 4 Q 1990

On some operating systems, such as IBM CMS, O must be upper case. The displayed output is
4 0 90 or 4 Q 1990, depending on whether the width specified allows all four digits of the year.

B The week in the WKYR format is expressed as a number from 1 to 53. Week 1 begins on
January 1, week 2 on January 8, and so on. The value may be different from the number of
the calendar week. The week and year must be separated by the string wk. Blanks can be
used as additional delimiters. For example, for the 43rd week of 1990, all of the following
specifications are acceptable:

43WKO0 43WK1990 43 WK 90 43 WK 1990

On some operating systems, such as IBM CMS, Wk must be upper case. The displayed output
is 43 WK 90 or 43 WK 1990, depending on whether the specified width allows enough space
for all four digits of the year.

®m In time specifications, colons can be used as delimiters between hours, minutes, and seconds.
Hours and minutes are required, but seconds are optional. A period is required to separate
seconds from fractional seconds. Hours can be of unlimited magnitude, but the maximum
value for minutes is 59 and for seconds 59.999. . . .

m Data values can contain a sign (+ or —) in TIME and DTIME formats to represent time intervals
before or after a point in time.

Example: DATE, ADATE, and JDATE

DATA LIST FIXED
/VAR1 1-17 (DATE) VAR2 21-37 (ADATE) VAR3 41-47 (JDATE).
BEGIN DATA

28-10-90 10/28/90 90301
28.0CT.1990 X 28 1990 1990301
28 October, 2001 Oct. 28, 2001 2001301

END DATA.
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LIST.

m Internally, all date format variables are stored as the number of seconds from 0 hours, 0
minutes, and 0 seconds of Oct. 14, 1582.

The LIST output from these commands is shown in the following figure.

Figure 2-10

Output illustrating DATE, ADATE, and JDATE formats
VAR1 VAR2 VAR3

28-0CT-1990 10/28/1990 1990301

28-0CT-1990 10/28/1990 1990301

28-0CT-2001 10/28/2001 2001301

Example: QYR, MOYR, and WKYR

DATA LIST FIXED /VAR1 1-10 (QYR) VAR2 12-25 (MOYR) VAR3 28-37 (WKYR).
BEGIN DATA

4090 10/90 43WK90

4 Q 90 0ct-1990 43 WK 1990
4 Q0 2001 October, 2001 43 WK 2001
END DATA.

LIST.

m Internally, the value of a QYR variable is stored as midnight of the first day of the first month
of the specified quarter, the value of a MOYR variable is stored as midnight of the first day of
the specified month, and the value of a WKYR format variable is stored as midnight of the first
day of the specified week. Thus, 4090 and 10/90 are both equivalent to October 1, 1990, and
43WK90 is equivalent to October 22, 1990.

The LIST output from these commands is shown in the following figure.

Figure 2-11

Output illustrating QYR, MOYR, and WKYR formats
VAR1 VAR2 VAR3

4 Q 1990 OCT 1990 43 WK 1990

4 Q 1990 OCT 1990 43 WK 1990

4 Q 2001  OCT 2001 43 WK 2001

Example: TIME

DATA LIST FIXED
/VAR1 1-11 (TIME,2) VAR2 13-21 (TIME) VAR3 23-28 (TIME).
BEGIN DATA
1:2:34.75 1:2:34.75 1:2:34
END DATA.
LIST.

B TIME reads and writes time of the day or a time interval.

m Internally, the TIME values are stored as the number of seconds from midnight of the day or
of the time interval.

The LIST output from these commands is shown in the following figure.
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Figure 2-12
Output illustrating TIME format

VAR1 VAR2 VAR3

1:02:34.75 1:02:34 1:02

Example: WKDAY and MONTH

DATA LIST FIXED

/VAR1 1-9 (WKDAY) VAR2 10-18 (WKDAY)

VAR3 20-29 (MONTH) VAR4 30-32 (MONTH) VAR5 35-37 (MONTH) .
BEGIN DATA

Sunday Sunday January 1 Jan
Monday Monday February 2 Feb
Tues Tues March 3 Mar
Wed Wed April 4 Apr
Th Th Oct 10 Oct
Fr Fr Nov 11 Nov
Sa Sa Dec 12 Dec
END DATA.

FORMATS VAR2 VAR5 (F2).

LIST.

WKDAY reads and writes the day of the week; MONTH reads and writes the month of the year.

Values for WKDAY are entered as strings but stored as numbers. They can be used in arithmetic
operations but not in string functions.

®  Values for MONTH can be entered either as strings or as numbers but are stored as numbers.
They can be used in arithmetic operations but not in string functions.

m  To display the values as numbers, assign an F format to the variable, as was done for VAR2
and VAR5 in the above example.

The LIST output from these commands is shown in the following figure.

Figure 2-13
Output illustrating WKDAY and MONTH formats

VARl VAR2 VAR3 VAR4 VAR5
SUNDAY 1 JANUARY JAN 1
MONDAY 2 FEBRUARY FEB 2
TUESDAY 3 MARCH MAR 3
WEDNESDAY 4 APRIL APR 4
THURSDAY 5 OCTOBER ocT 10
FRIDAY 6 NOVEMBER NOV 11
SATURDAY 7 DECEMBER DEC 12

Example: DTIME and DATETIME

DATA LIST FIXED /VAR1l 1-14 (DTIME) VAR2 18-42 (DATETIME) .
BEGIN DATA

20 8:3 20-6-90 8:3

20:8:03:46 20/JUN/1990 8:03:46

20 08 03 46.75 20 June, 2001 08 03 46.75
END DATA.

LIST.

B DTIME and DATETIME read and write time intervals.

B The decimal point explicitly coded in the input data for fractional seconds.
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The DTIME format allows a — or + sign in the data value to indicate a time interval before or
after a point in time.

Internally, values for a DTIME variable are stored as the number of seconds of the time
interval, while those for a DATETIME variable are stored as the number of seconds from 0
hours, 0 minutes, and 0 seconds of Oct. 14, 1582.

The LIST output from these commands is shown in the following figure.

Figure 2-14
Output illustrating DTIME and DATETIME formats

VAR1 VAR2
20 08:03:00 20-JUN-1990 08:03:00
20 08:03:46 20-JUN-1990 08:03:46
20 08:03:46 20-JUN-2001 08:03:46

FORTRAN-like Input Format Specifications

You can use FORTRAN-like input format specifications to define formats for a set of variables, as
in the following example:

DATA LIST FILE=HUBDATA RECORDS=3

/MOHIRED, YRHIRED, DEPT1 TO DEPT4 (T12, 2F2.0, 4(1X,F1.0)).

The specification T12 in parentheses tabs to the 12th column. The first variable (MOHIRED)
will be read beginning from column 12.

The specification 2F2 . 0 assigns the format 2. 0 to two adjacent variables (MOHIRED
and YRHIRED).

The next four variables (DEPTI to DEPT4) are each assigned the format ¥1.0. The 4 in

4 (1x,F1.0) distributes the same format to four consecutive variables. 1xX skips one column
before each variable. (The column-skipping specification placed within the parentheses is
distributed to each variable.)

Transformation Expressions

Transformation expressions are used in commands such as COMPUTE, IF, DO IF, LOOP IF,
and SELECT TIF.

Release history

Release 13.0

E APPLYMODEL and STRAPPLYMODEL functions introduced.

DATEDIFF and DATESUM functions introduced.

Release 14.0

B REPLACE function introduced.

B VALUELABEL function introduced.
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Release 16.0

CHAR . INDEX function introduced.
CHAR.LENGTH function introduced.
CHAR . LPAD function introduced.
CHAR.MBLEN function introduced.
CHAR .RINDEX function introduced.
CHAR.RPAD function introduced.
CHAR. SUBSTR function introduced.
NORMALIZE function introduced.
NTRIM function introduced.

STRUNC function introduced.

Release 17.0

MEDIAN function introduced.

mult and fuzzbits arguments introduced for the RND and TRUNC functions.

NEIGHBOR and DISTANCE functions added to APPLYMODEL and STRAPPLYMODEL.

Numeric expressions

Numeric expressions can be used with the COMPUTE and IF commands and as part of a logical
expression for commands such as IF, DO IF, LOOP IF, and SELECT IF. Arithmetic expressions
can also appear in the index portion of a LOOP command, on the REPEATING DATA command,

and on the PRINT SPACES command.

New numeric variables created with transformation expressions have an unknown measurement
level until after the next command that reads the data (such as a statistical or charting procedure
or the EXECUTE command). For information on default measurement level assignment, see

SET SCALEMIN.

Arithmetic operations

The following arithmetic operators are available:

+

Addition
Subtraction
Multiplication
Division

Exponentiation

No two operators can appear consecutively.

Arithmetic operators cannot be implied. For example, (VAR1) (VAR2) is not a legal
specification; you must specify VAR1*VAR2.
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Arithmetic operators and parentheses serve as delimiters. To improve readability, blanks (not
commas) can be inserted before and after an operator.

To form complex expressions, you can use variables, constants, and functions with arithmetic
operators.

The order of execution is as follows: functions; exponentiation; multiplication, division,
and unary —; and addition and subtraction.

Operators at the same level are executed from left to right.

To override the order of operation, use parentheses. Execution begins with the innermost set
of parentheses and progresses out.

Numeric constants

m  Constants used in numeric expressions or as arguments to functions can be integer or

noninteger, depending on the application or function.

You can specify as many digits in a constant as needed as long as you understand the precision
restrictions of your computer.

Numeric constants can be signed (+ or —) but cannot contain any other special characters,
such as the comma or dollar sign.

Numeric constants can be expressed with scientific notation. Thus, the exponent for a constant

in scientific notation is limited to two digits. The range of values allowed for exponents in
scientific notation is from —99 to +99.

Complex numeric arguments

Except where explicitly restricted, complex expressions can be formed by nesting functions
and arithmetic operators as arguments to functions.

The order of execution for complex numeric arguments is as follows: functions;
exponentiation; multiplication, division, and unary —; and addition and subtraction.

To control the order of execution in complex numeric arguments, use parentheses.

Arithmetic operations with date and time variables

Most date and time variables are stored internally as the number of seconds from a particular date
or as a time interval and therefore can be used in arithmetic operations. Many operations involving
dates and time can be accomplished with the extensive collection of date and time functions.

A date is a floating-point number representing the number of seconds from midnight, October
14, 1582. Dates, which represent a particular point in time, are stored as the number of
seconds to that date. For example, October 28, 2007, is stored as 13,412,908,800.

A date includes the time of day, which is the time interval past midnight. When time of day

is not given, it is taken as 00:00 and the date is an even multiple of 86,400 (the number
of seconds in a day).

A time interval is a floating-point number representing the number of seconds in a time period,
for example, an hour, minute, or day. For example, the value representing 5.5 days is 475,200;
the value representing the time interval 14:08:17 is 50,897.
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B QVYR, MOYR, and WKYR variables are stored as midnight of the first day of the respective quarter,
month, and week of the year. Therefore, 7 O 90, 1/90, and I WK 90 are all equivalents of
January 1, 1990, 0:0:00.

B  WKDAY variables are stored as 1 to 7 and MONTH variables as 1 to 12.

You can perform virtually any arithmetic operation with both date format and time format
variables. Of course, not all of these operations are particularly useful. You can calculate the
number of days between two dates by subtracting one date from the other—but adding two dates
does not produce a very meaningful result.

By default, any new numeric variables that you compute are displayed in F format. In the case
of calculations involving time and date variables, this means that the default output is expressed as
a number of seconds. Use the FORMATS (or PRINT FORMATS) command to specify an appropriate
format for the computed variable.

Example

DATA LIST FREE /Datel Date2 (2ADATE10).

BEGIN DATA

6/20/2006 10/28/2006

END DATA.

COMPUTE DateDiffl=(Date2-Datel)/60/60/24.
COMPUTE DateDiff2=DATEDIFF (Date2,Datel, "days").
COMPUTE FutureDatel=Date2+ (10*60*60*24) .

COMPUTE FutureDate2=DATESUM (Date2, 10, "days").
FORMATS FutureDatel FutureDate2 (ADATE1O0).

®  The first two COMPUTE commands both calculate the number of days between two dates. In
the first one, Date2-Datel yields the number of seconds between the two dates, which is
then converted to the number of days by dividing by number of seconds in a minute, number
of minutes in an hour, and number of hours in a day. In the second one, the DATEDIFF
function is used to obtain the equivalent result, but instead of an arithmetic formula to produce
a result expressed in days, it simply includes the argument "days".

B The second pair of COMPUTE commands both calculate a date 10 days from Date2. In the
first one, 10 days needs to be converted to the number of seconds in ten days before it can
be added to Date2. In the second one, the "days" argument in the DATESUM function
handles that conversion.

B The FORMATS command is used to display the results of the second two COMPUTE commands
as dates, since the default format is F, which would display the results as the number of
seconds since October 14, 1582.

For more information on date and time functions, see Date and time functions on p. 101.

Conditional statements and case selection based on dates

To specify a date as a value in a conditional statement, use one of the data aggregation functions to
express the date value. For example,

***this workg***

SELECT IF datevar >= date.mdy(3,1,2006).

***the following do not work***,

SELECT IF datevar >= 3/1/2006. /*this will select dates >= 0.0015.
SELECT IF datevar >= "3/1/2006" /*this will generate an error.
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For more information, see the topic Aggregation functions on p. 101.

Domain errors

Domain errors occur when numeric expressions are mathematically undefined or cannot be
represented numerically on the computer for reasons other than missing data. Two common
examples are division by 0 and the square root of a negative number. When there is a domain error,
a warning is issued, and the system-missing value is assigned to the expression. For example,
the command COMPUTE TESTVAR = TRUNC (SQRT (X/Y) * .5) returns system-missing if
X/Y is negative or if Y is 0.

The following are domain errors in numeric expressions:

** A negative number to a noninteger power.

/ A divisor of 0.

MOD A divisor of 0.

SOQRT A negative argument.

EXP An argument that produces a result too large to be represented on the computer.
LG10 A negative or 0 argument.

LN A negative or 0 argument.

ARSIN An argument whose absolute value exceeds 1.

NORMAL A negative or 0 argument.

PROBIT A negative or 0 argument, or an argument 1 or greater.

Numeric functions

Numeric functions can be used in any numeric expression on IF, SELECT IF,DO IF, ELSE
IF, LOOP IF, END LOOP IF, and COMPUTE commands. Numeric functions always return
numbers (or the system-missing value whenever the result is indeterminate). The expression to
be transformed by a function is called the argument. Most functions have a variable or a list
of variables as arguments.

B In numeric functions with two or more arguments, each argument must be separated by a
comma. Blanks alone cannot be used to separate variable names, expressions, or constants in
transformation expressions.

B Arguments should be enclosed in parentheses, as in TRUNC ( INCOME) , where the TRUNC
function returns the integer portion of the variable INCOME.

B Multiple arguments should be separated by commas, as in MEAN (Q1, 02, Q3), where the
MEAN function returns the mean of variables Q1, 02, and Q3.

Example

COMPUTE Square_Root = SQRT(vard).

COMPUTE Remainder = MOD(var4d, 3).

COMPUTE Average = MEAN.3 (varl, var2, var3, vard).
COMPUTE Trunc_Mean = TRUNC (MEAN (varl TO vard)).
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B  SQRT (var4) returns the square root of the value of var4 for each case.
B MOD(var4, 3) returns the remainder (modulus) from dividing the value of var4 by 3.

B MEAN.3 (varl, var2, var3, var4) returns the mean of the four specified variables,
provided that at least three of them have nonmissing values. The divisor for the calculation of
the mean is the number of nonmissing values.

B TRUNC (MEAN (varl TO var4)) computes the mean of the values for the inclusive range of
variables and then truncates the result. Since no minimum number of nonmissing values is
specified for the function, a mean will be calculated (and truncated) as long as at least one of
the variables has a nonmissing value for that case.

Arithmetic functions

m  All arithmetic functions except MOD, RND and TRUNC have single arguments; MOD has two
while RND and TRUNC have from one to three. Multiple arguments must be separated by
a comma.

B Arguments can be numeric expressions, as in RND (A**2/B).
ABS. ABS(numexpr). Numeric. Returns the absolute value of numexpr, which must be numeric.

RND. RND(numexpr[,mult,fuzzbits]). Numeric. With a single argument, returns the integer
nearest to that argument. Numbers ending in .5 exactly are rounded away from 0. For example,
RND(-4.5) rounds to -5. The optional second argument, mult, specifies that the result is an
integer multiple of this value—for example, RND(-4.57,0.1) = -4.6. The value must be numeric
but cannot be 0. The default is 1.

The optional third argument, fuzzbits, is the number of least-significant bits by which the internal
representation of numexpr (expressed as a 64-bit floating point binary) may fall short of the
threshold for rounding up (e.g., 0.5 when rounding to an integer) but still be rounded up. For
example, the sum 9.62 - 5.82 - 9.21 + 6.91 has an internal representation of 1.499999999999998
(on an Intel processor). With fuzzbits set to 0 and mult set to 1, this expression will round to 1.0,
although the exact sum is 1.50 which would round to 2.0. Allowing the rounding threshold to
have a small fuzziness compensates for the minute differences between calculations with floating
point numbers and exact results. In this case, adding a fuzziness of 4 bits is sufficient to produce
the expected result of 2.0.

If the argument fuzzbits is omitted, the value specified by SET FUZZBITS is used. The installed
setting of FUZZBITS is 6, which should be sufficient for most applications. Setting fuzzbits to 0
produces the same results as in release 10. Setting fuzzbits to 10 produces the same results as

in releases 11 and 12.

To produce the same results as in release 13, use the following expression in place of the RND
function:

TRUNC (numexpr,1,0) + ((.5+TRUNC (numexpr,1l,0)-numexpr)<max(le-13,min(.5,numexpr*le-13)))
To produce the same results as in releases 14, 15, and 16 use:

RND (numexpr,1,12.5-1n(max (1le-50, abs (numexpr)))/1In(2))
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TRUNC. TRUNC(numexpr[,mult,fuzzbits]). Numeric. Returns the value of numexpr truncated
toward 0. The optional second argument, mult, specifies that the result is an integer multiple of
this value—for example, TRUNC(4.579,0.1) = 4.5. The value must be numeric but cannot be
0. The default is 1.

The optional third argument, fuzzbits, is the number of least-significant bits by which the internal
representation of numexpr (expressed as a 64-bit floating point binary) may fall short of the
nearest rounding boundary and be rounded up before truncating. For example, the sum 9.62 -
5.82-9.21 + 6.91 has an internal representation of 1.499999999999998 (on an Intel processor).
With fuzzbits set to 0 and mult set to 0.1, this expression will truncate to 1.4, although the exact
sum is 1.50 which would truncate to 1.5. Adding a small fuzziness to the nearest rounding
boundary (in this case, 1.5) compensates for the minute differences between calculations with
floating point numbers and exact results. In this case, adding a fuzziness of 5 bits is sufficient to
produce the expected result of 1.5.

If the argument fuzzbits is omitted, the value specified by SET FUZZzBITS is used. The installed
setting of FUZZBITS is 6, which should be sufficient for most applications. Setting fuzzbits to 0
produces the same results as in release 10. Setting fuzzbits to 10 produces the same results as

in releases 11 and 12.

To produce the same results as in release 13 use:

TRUNC (numexpr, 1, 0) + (TRUNC (numexpr, 1, 0) +1l-numexpr <= le-13)

To produce the same results as in releases 14, 15, and 16 use:

TRUNC (numexpr,1,12.5-1n(max(1e-50, abs (numexpr)))/1n(2))

MOD. MOD(numexpr,modulus). Numeric. Returns the remainder when numexpr is divided by
modulus. Both arguments must be numeric, and modulus must not be 0.

SQRT. SQRT(numexpr). Numeric. Returns the positive square root of numexpr, which must be
numeric and not negative.

EXP. EXP(numexpr). Numeric. Returns e raised to the power numexpr, where e is the base of the
natural logarithms and numexpr is numeric. Large values of numexpr may produce results that
exceed the capacity of the machine.

LG10. LG10(numexpr). Numeric. Returns the base-10 logarithm of numexpr, which must be
numeric and greater than 0.

LN. LN(numexpr). Numeric. Returns the base-e logarithm of numexpr, which must be numeric
and greater than 0.

LNGAMMA. LNGAMMA (numexpr). Numeric. Returns the logarithm of the complete Gamma
function of numexpr, which must be numeric and greater than 0.

ARSIN. ARSIN(numexpr). Numeric. Returns the inverse sine (arcsine), in radians, of numexpr,
which must evaluate to a numeric value between -1 and +1.

ARTAN. ARTAN(numexpr). Numeric. Returns the inverse tangent (arctangent), in radians, of
numexpr, which must be numeric.

SIN. SIN(radians). Numeric. Returns the sine of radians, which must be a numeric value,
measured in radians.
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C0S. COS(radians). Numeric. Returns the cosine of radians, which must be a numeric value,
measured in radians.

Statistical functions

m  Each argument to a statistical function (expression, variable name, or constant) must be
separated by a comma.

®  The.n suffix can be used with all statistical functions to specify the number of valid arguments.
For example, MEAN. 2 (A, B, C, D) returns the mean of the valid values for variables 4, B, C,
and D only if at least two of the variables have valid values. The default for 7 is 2 for sD,
VARIANCE, and CFVAR and 1 for other statistical functions. If the number specified exceeds
the number of arguments in the function, the result is system-missing.

m  The keyword TO can be used to refer to a set of variables in the argument list.

SUM. SUM(numexpr,numexpr],..]). Numeric. Returns the sum of its arguments that have valid,
nonmissing values. This function requires two or more arguments, which must be numeric. You
can specify a minimum number of valid arguments for this function to be evaluated.

MEAN. MEAN(numexpr,numexpr[,..]). Numeric. Returns the arithmetic mean of its arguments
that have valid, nonmissing values. This function requires two or more arguments, which must be
numeric. You can specify a minimum number of valid arguments for this function to be evaluated.

MEDIAN. MEDIAN(numexpr,numexpr|,..]). Numeric. Returns the median (50th percentile) of its
arguments that have valid, nonmissing values. This function requires two or more arguments,
which must be numeric. You can specify a minimum number of valid arguments for this function
to be evaluated.

SD. SD(numexpr,numexpr[,..]). Numeric. Returns the standard deviation of its arguments that
have valid, nonmissing values. This function requires two or more arguments, which must be
numeric. You can specify a minimum number of valid arguments for this function to be evaluated.

VARIANCE. VARIANCE(numexpr,numexpt[,..]). Numeric. Returns the variance of its arguments
that have valid values. This function requires two or more arguments, which must be numeric.
You can specify a minimum number of valid arguments for this function to be evaluated.

CFVAR. CFVAR (numexpr,numexpr[,...]). Numeric. Returns the coefficient of variation (the
standard deviation divided by the mean) of its arguments that have valid values. This function
requires two or more arguments, which must be numeric. You can specify a minimum number of
valid arguments for this function to be evaluated.

MIN. MIN(value,valuel[,..]). Numeric or string. Returns the minimum value of its arguments that
have valid, nonmissing values. This function requires two or more arguments. For numeric
values, you can specify a minimum number of valid arguments for this function to be evaluated.

MAX. MAX(value,value[,..]). Numeric or string. Returns the maximum value of its arguments that
have valid values. This function requires two or more arguments. For numeric values, you can
specify a minimum number of valid arguments for this function to be evaluated.

Example

COMPUTE maxsum=MAX.2 (SUM(varl TO var3), SUM(var4d TO wvar6)).
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MAX . 2 will return the maximum of the two sums provided that both sums are nonmissing.

The . 2 refers to the number of nonmissing arguments for the MAX function, which has only
two arguments because each SUM function is considered a single argument.

The new variable maxsum will be nonmissing if at least one variable specified for each sum
function is nonmissing.

Random variable and distribution functions

Random variable and distribution function keywords are all of the form prefix.suffix,
where the prefix specifies the function to be applied to the distribution and the suffix specifies
the distribution.

Random variable and distribution functions take both constants and variables for arguments.

A function argument, if required, must come first and is denoted by x (quantile, which must
fall in the range of values for the distribution) for cumulative distribution and probability
density functions and p (probability) for inverse distribution functions.

All random variable and distribution functions must specify distribution parameters as noted
in their definitions.

All arguments are real numbers.

Restrictions to distribution parameters apply to all functions for that distribution. Restrictions
for the function parameter x apply to that particular distribution function. The program issues a
warning and returns system-missing when it encounters an out-of-range value for an argument.

The following are possible prefixes:

CDF Cumulative distribution function. A cumulative distribution function

CDF.d_spec(x,a, ...) returns a probability p that a variate with the specified
distribution (d_spec) falls below x for continuous functions and at or below x
for discrete functions.

IDF Inverse distribution function. Inverse distribution functions are not available for

discrete distributions. An inverse distribution function IDF.d_spec(p,a, ...)
returns a value x such that CDF.d_spec (%, a, . . .)=p with the specified
distribution (d_spec).

PDF Probability density function. A probability density function

PDF.d_spec(x,a, ...) returns the density of the specified distribution (d_spec)
at x for continuous functions and the probability that a random variable with the
specified distribution equals x for discrete functions.

RV Random number generation function. A random number generation function
RV.d_spec(a, ...) generates an independent observation with the specified
distribution (d_spec).

NCDF Noncentral cumulative distribution function. A noncentral distribution function

NCDF.d_spec (x,a,b, ...) returns a probability p that a variate with the
specified noncentral distribution falls below x. It is available only for beta,
chi-square, F, and Student’s .
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NPDF

SIG

Noncentral probability density function. A noncentral probability density function
NCDF.d_spec (x,a, ...) returns the density of the specified distribution
(d_spec) at x. It is available only for beta, chi-square, F, and Student’s .

Tail probability function. A tail probability function SIG.d_spec(x,a, ...)
returns a probability p that a variate with the specified distribution (d_spec) is
larger than x. The tail probability function is equal to 1 minus the cumulative
distribution function.

The following are suffixes for continuous distributions:

BETA

Beta distribution. The beta distribution takes values in the range 0<x<1 and has
two shape parameters, a and . Both a and B must be positive, and they have the
property that the mean of the distribution is o/(o+f).

Common uses. The beta distribution is used in Bayesian analyses as a conjugate to
the binomial distribution.

Functions. The CDF, IDF, PDF, NCDF, NPDF, and RV functions are available.

The beta distribution has PDF, CDF, and IDF

a—l(l —r

flasa, 3) = ﬁf )t

F(z; o, ) = 1B(x: a0, B)

FYp;a, 8) = 1B (p:a, B)

1
where B (a,b) = / 2*7 11— 2z)"'dz s the beta function and
0

R | . . .
IB (z;a,b) = / B(aD) 71 (1 — ¢)""'dt is the incomplete beta function.
Jo B

Relationship to other distributions.

B When a=f=1, the beta(a,f) distribution is equivalent to the uniform(0,1)
distribution.

B The beta(a,pf) distribution is the distribution of X/(X+Y) where X and Y are
variables that have chi-square distributions with degrees of freedom parameters
20 and 2, respectively.

Noncentral beta distribution. The noncentral beta distribution is a generalization
of the beta distribution that takes values in the range 0<x<I and has an extra
noncentrality parameter, A, which must be greater than or equal to 0.
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Functions.

The noncentral beta distribution has PDF, CDF, and IDF

a+j—1('1 _ .’]3)571
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1
where B (a,b) = / x* (1 —2)* 'do is the beta function and
270
IB(z;a,b) = / ;tc“l(l — 1) 'dt is the incomplete beta function.
o Bf(a.b)
Relationship to other distributions.
B When 4 equals 0, this distribution reduces to the beta distribution.

B The noncentral beta(a.,f,4) distribution is the distribution of X/(X+Y) where X
is a variable that has a noncentral chi-square(2a,1) distribution, and Y'is a
variable that has a central chi-square(2f) distribution.

Bivariate normal distribution. The bivariate normal distribution takes real values
and has one correlation parameter, p, which must be between —1 and 1, inclusive.

Functions. The CDF and PDF functions are available and require two quantiles,
x1 and x2.

The bivariate normal distribution has PDF

flzy, z25p) = 2”(1_12)1/2 exp <2(111p2) (I% — 2pz1me + 17%))

The CDF does not have a closed form and is computed by approximation.

Relationship to other distributions.

B Two variables with a bivariate normal(p) distribution with correlation p have
marginal normal distributions with a mean of 0 and a standard deviation of 1.

Cauchy distribution. The Cauchy distribution takes real values and has a location
parameter, 0, and a scale parameter, ¢; ¢ must be positive. The Cauchy distribution
is symmetric about the location parameter, but has such slowly decaying tails that
the distribution does not have a computable mean.
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Functions. The CDF, IDF, PDF, and RV functions are available.

The Cauchy distribution has PDF, CDF, and IDF

-1

F(2:0,6) = %(H (3;6)2)
F(;60,6) = § + Ltan™ (252)
F~Y(p;0,5) =0+ ctan (x(p — 1/2))

Relationship to other distributions.

B A “standardized” Cauchy variate, (x—6)/c, has a ¢ distribution with 1 degree
of freedom.

Chi-square distribution. The chi-square(v) distribution takes values in the range
x>=0 and has one degrees of freedom parameter, v; it must be positive and has the
property that the mean of the distribution is v.

Functions. The CDF, IDF, PDF, RV, NCDF, NPDF, and SIG functions are available.

The chi-square distribution has PDF, CDF, and IDF
Fiv) = gy e P e
F(z;v) =1G(%: %)

F i (p;v) =2IG (p; %)
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where I'(a) = / x* 'e "dx is the gamma function and
0

1 . . .

IG(z;a) = / t*~'e*dt is the incomplete gamma function.
o I'(a)

Relationship to other distributions.

B The chi-square(v) distribution is the distribution of the sum of squares of v
independent normal(0,1) random variates.

B The chi-square(v) distribution is equivalent to the gamma(v/2, 1/2) distribution.

Noncentral chi-square distribution. The noncentral chi-square distribution is a
generalization of the chi-square distribution that takes values in the range x>=0 and
has an extra noncentrality parameter, A, which must be greater than or equal to 0.
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Functions.

The noncentral chi-square distribution has PDF and CDF
o) 1 J /2 1:1//2+j—16—z/2
flasv A) Z](‘) 2T (0]2 + )
_ > 1 A I —A/2 xr Vv .
F(x,v,A)—Zf!<§) e IG(§,§+])
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where I'(a) = / x* ‘e "dx is the gamma function and
. 0

IG(x;a) = /0 T za) t* ‘e "dt is the incomplete gamma function.

Relationship to other distributions.
B When A equals 0, this distribution reduces to the chi-square distribution.

B The noncentral chi-square(v,4) distribution is the distribution of the sum of
squares of v independent normal(y;,1) random variates. Then A = Zp?.

Exponential distribution. The exponential distribution takes values in the range
x>=(0 and has one scale parameter, B, which must be greater than 0 and has the
property that the mean of the distribution is 1/.

Common uses. In life testing, the scale parameter a represents the rate of decay.
Functions. The CDF, IDF, PDF, and RV functions are available.

The exponential distribution has PDF, CDF, and IDF

f(x;B8) = Be™P*
Flz;8)=1—¢ 7"
Fl(pp)=—-5In(1-p)

Relationship to other distributions.
B The exponential(f) distribution is equivalent to the gamma(1,5) distribution.

F distribution. The F distribution takes values in the range x>=0 and has two
degrees of freedom parameters, vl and v2, which are the “numerator” and
“denominator” degrees of freedom, respectively. Both vl and v2 must be positive.
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Common uses. The F distribution is commonly used to test hypotheses under the
Gaussian assumption.

Functions. The CDF, IDF, IDF, RV, NCDF, NPDF, and SIG functions are available.

The F distribution has PDF, CDF, and IDF

S \VL/2Z oy . —(v1tv2)/2
ACE B(V1/2 v2/2) ( 1) a2 (1 + im)
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1
where B (a,b) = / 2 11 —2)" 'dzr is the beta function and
0

IB(z;a,b) = / ﬁt“*l(l — £)*"*dt is the incomplete beta function.
Jo s

Relationship to other distributions.

B The F(v1,v2) distribution is the distribution of (X/v1)/(Y/v2), where X and Y are
independent chi-square random variates with v/ and v2 degrees of freedom,
respectively.

Noncentral F distribution. The noncentral F distribution is a generalization of the
F distribution that takes values in the range x>=0 and has an extra noncentrality
parameter, A, which must be greater than or equal to 0.

Functions.

The noncentral F distribution has PDF and CDF

oo 1 . a2 (Vl/b)l/1/2+j v /2451 V1 —((v1+b)/245)
b,\) (2 /O] (M
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1
where B (a,b) = / 2 '(1—z)" 'ds is the beta function and
0

IB(z;a,b) = / lﬁtbl(l — 1)1 dt is the incomplete beta function.
0 .

Relationship to other distributions.
B When A equals 0, this distribution reduces to the F distribution.
B The noncentral F distribution is the distribution of (X/v1)/(Y/v2), where X

and Y are independent variates with noncentral chi-square(v/, 1) and central
chi-square(v2) distributions, respectively.

Gamma distribution. The gamma distribution takes values in the range x>=0 and
has one shape parameter, a, and one scale parameter, 3. Both parameters must be
positive and have the property that the mean of the distribution is a/p.
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Common uses. The gamma distribution is commonly used in queuing theory,
inventory control, and precipitation processes.

Functions. The CDF, IDF, PDF, and RV functions are available.

The gamma distribution has PDF, CDF, and IDF

=%

flaien8) = £z te
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where I'(a) = / 2% ‘e "dzx is the gamma function and

o}

71 ta71
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IG(z;a) = e~ "dt is the incomplete gamma function.
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Relationship to other distributions.

B When a=1, the gamma(a,f) distribution reduces to the exponential(5)
distribution.

B When f=1/2, the gamma(a,p) distribution reduces to the chi-square(2a)
distribution.

B When « is an integer, the gamma distribution is also known as the Erlang
distribution.

Half-normal distribution. The half-normal distribution takes values in the range
x>=p and has one location parameter, p, and one scale parameter, 6. Parameter ¢
must be positive.

Functions. The CDF, IDF, PDF, and RV functions are available.

The half-normal distribution has PDF, CDF, and IDF
flaip o) =o(%52) /0

Fz;p0) = 2@(%) -1

F (pypo) = ptod ' (HP)

Relationship to other distributions.

B If X has a normal(u,0) distribution, then |[X—x| has a half-normal(u,o)
distribution.

Inverse Gaussian distribution. The inverse Gaussian, or Wald, distribution takes
values in the range x>0 and has two parameters, pu and A, both of which must be
positive. The distribution has mean p.
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Common uses. The inverse Gaussian distribution is commonly used to test
hypotheses for model parameter estimates.

Functions. The CDF, IDF, PDF, and RV functions are available.

The inverse Gaussian distribution has PDF and CDF

J @) = (25) Pexp (2627

F(x;u,A) = <I><\/§(71 T %)) +6(2>\/'u)¢,(7\/§<1+ %)>

The IDF is computed by approximation.

LAPLACE Laplace or double exponential distribution. The Laplace distribution takes real
values and has one location parameter, |1, and one scale parameter, 3. Parameter
B must be positive. The distribution is symmetric about p and has exponentially
decaying tails.
Functions. The CDF, IDF, PDF, and RV functions are available.

The Laplace distribution has PDF, CDF, and IDF
flaip, B) = gpe 1= 7HIF

1 e—n)/8 2<p
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p— B (2(1—p))

LOGISTIC Logistic distribution. The logistic distribution takes real values and has one location
parameter, u, and one scale parameter, . Parameter ¢ must be positive. The
distribution is symmetric about p and has longer tails than the normal distribution.

Common uses. The logistic distribution is used to model growth curves.

Functions. The CDF, IDF, PDF, and RV functions are available.
The logistic distribution has PDF, CDF, and IDF

/ / -2
flaip,c) = tem (/s (1 + e‘(”‘“)")
Flzp,6) = m

F - (pip6) = p+stn (1)

LNORMAL Lognormal distribution. The lognormal distribution takes values in the range x>=0
and has two parameters, 1 and o, both of which must be positive.
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Common uses. Lognormal is used in the distribution of particle sizes in aggregates,
flood flows, concentrations of air contaminants, and failure time.

Functions. The CDF, IDF, PDF, and RV functions are available.
The lognormal distribution has PDF, CDF, and IDF

Faim o) = —2_e~ne/m?/(2r?)

zoV 2w

F(zyn, o) = @(% In (%))

F~ (pin, o) = ne”® ')

Relationship to other distributions.

B If X has a lognormal(7,0) distribution, then In(X) has a normal(In(#),0)
distribution.

Normal distribution. The normal, or Gaussian, distribution takes real values and
has one location parameter, {1, and one scale parameter, 6. Parameter ¢ must be
positive. The distribution has mean p and standard deviation .

Functions. The CDF, IDF, PDF, and RV functions are available.
The normal distribution has PDF, CDF, and IDF

L~ (a—p)?/(207
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F~pip,0) = p+ a2 ' (p)

Relationship to other distributions.

W If X has a normal(u,0) distribution, then exp(X) has a normal(exp(u),0)
distribution.

Three functions in releases earlier than 6.0 are special cases of the normal
distribution functions: CDFNORM (arg)=CDF .NORMAL (x, 0, 1), where
arg is x; PROBIT (arg) =IDF.NORMAL (p, 0, 1), where arg is p; and
NORMAL (arg) =RV.NORMAL (0, o), where arg is o.

Pareto distribution. The Pareto distribution takes values in the range xmin<x
and has a threshold parameter, xmin, and a shape parameter, a.. Both parameters
must be positive.
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Common uses. Pareto is commonly used in economics as a model for a density
function with a slowly decaying tail.

Functions. The CDF, IDF, PDF, and RV functions are available.

The Pareto distribution has PDF, CDF, and IDF
T a+1
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Studentized maximum modulus distribution. The Studentized maximum modulus
distribution takes values in the range x>0 and has a number of comparisons
parameter, k*, and degrees of freedom parameter, v, both of which must be greater
than or equal to 1.

Common uses. The Studentized maximum modulus is commonly used in post hoc
multiple comparisons for GLM and ANOVA.

Functions. The CDF and IDF functions are available, and are computed by
approximation.

Studentized range distribution. The Studentized range distribution takes values in
the range x>0 and has a number of samples parameter, k, and degrees of freedom
parameter, v, both of which must be greater than or equal to 1.

Common uses. The Studentized range is commonly used in post hoc multiple
comparisons for GLM and ANOVA.

Functions. The CDF and IDF functions are available, and are computed by
approximation.

Student t distribution. The Student t distribution takes real values and has one
degrees of freedom parameter, v, which must be positive. The Student t distribution
is symmetric about 0.

Common uses. The major uses of the Student ¢ distribution are to test hypotheses
and construct confidence intervals for means of data.

Functions. The CDF, IDF, PDF, RV, NCDF, and NPDF functions are available.

The ¢ distribution has PDF, CDF, and IDF

o o\~ 0HD/2
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1
where B (a.b) = / 2* (1 —2)* 'dx is the beta function and
0
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IB(z;a,b) = / B(ab) 71 (1 — ¢)°"'dt is the incomplete beta function.
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Relationship to other distributions.

B The #(v) distribution is the distribution of X/Y, where X is a normal(0,1) variate
and Y is a chi-square(v) variate divided by v.

B The square of a #(v) variate has an F(1,v) distribution.

B The #(v) distribution approaches the normal(0,1) distribution as v approaches
infinity.

Noncentral t distribution. The noncentral t distribution is a generalization of the t
distribution that takes real values and has an extra noncentrality parameter, A, which
must be greater than or equal to 0. When A equals 0, this distribution reduces to
the t distribution.

Functions.

The noncentral t distribution has PDF and CDF

_ 1 i e paT((v+ji+1)/2) 2 L2\ /2
Jiw) *Zﬁ(hﬁ) < T(v/2)0(1/2) »G+D/2 (H 7)

=0

%i,l'(—)\\/ﬁ)je—)?/zr((j+1)/2)IB( v v j+1> 2 <0
=07’

'(1/2) v+ax2'2 2
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1
where B (a,b) = / 2* 7 (1 —2)* 'de s the beta function and
270
IB(z;a,b) = / ;tc“l(l — #)°~*dt is the incomplete beta function.
o B(a,b)
Relationship to other distributions.

B The noncentral #(v,4) distribution is the distribution of X/Y, where X is a
normal(,1) variate and Y is a central chi-square(v) variate divided by v.

UNIFORM Uniform distribution. The uniform distribution takes values in the range a<x<b and
has a minimum value parameter, a, and a maximum value parameter, b.

Functions. The CDF, IDF, PDF, and RV functions are available.

The uniform distribution has PDF, CDF, and IDF

flasab) = 325

F(z;a,b) = &2

F'(p;a,b)=a+ (b—a)p
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The uniform random number function in releases earlier than 6.0 is a special case:
UNIFORM (arg)=RV.UNIFORM(0,b), where arg is parameter b. Among other
uses, the uniform distribution commonly models the round-off error.

WEIBULL Weibull distribution. The Weibull distribution takes values in the range x>=0 and
has one scale parameter, B, and one shape parameter, a, both of which must be
positive.

Common uses. The Weibull distribution is commonly used in survival analysis.
Functions. The CDF, IDF, PDF, and RV functions are available.

The Weibull distribution has PDF, CDF, and IDF
a2\t w9
f@iga)=5(2)" e

F(z;B,0) =1~ e """
F ' (pifa) = B In (1 )/

Relationship to other distributions.
B A Weibull(B,1) distribution is equivalent to an exponential(f3) distribution.

The following are suffixes for discrete distributions:

BERNOULLI Bernoulli distribution. The Bernoulli distribution takes values 0 or 1
and has one success probability parameter, 6, which must be between
0 and 1, inclusive.

Functions. The CDF, PDF, and RV functions are available.
The Bernoulli distribution has PDF and CDF
f@i0) =6 (1-0)"*

1-8 =0

P ={!

r=1

Relationship to other distributions.

B The Bernoulli distribution is a special case of the binomial
distribution and is used in simple success-failure experiments.

BINOM Binomial distribution. The binomial distribution takes integer values
0<=x<=n, representing the number of successes in n trials, and has one
number of trials parameter, n, and one success probability parameter,
6. Parameter n must be a positive integer and parameter 0 must be
between 0 and 1, inclusive.
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Common uses. The binomial distribution is used in independently
replicated success-failure experiments.

Functions. The CDF, PDF, and RV functions are available.

The binomial distribution has PDF and CDF

F(zin,0) = (Z)awugfm”-ﬂ

zw@mw:{l—mwM+Ln—@ 2=0,1,.,n—1
1 r=n
x 1 B B . .
where IB (z;a,b) = /O mt“ - t)b 'dt is the incomplete

beta function.

Geometric distribution. The geometric distribution takes integer values
x>=1, representing the number of trials needed (including the last
trial) before a success is observed, and has one success probability
parameter, 0, which must be between 0 and 1, inclusive.

Functions. The CDF, PDF, and RV functions are available.
The geometric distribution has PDF and CDF

Fle0)=0(1-0)"""
F(r;6)=1—(1—8)"

Relationship to other distributions.

B The geometric(d) distribution is equivalent to the negative
binomial (1,0) distribution.

Hypergeometric distribution. The hypergeometric distribution takes
integer values in the range max(0, Np+n—N)<=x<=min(Np,n), and
has three parameters, N, n, and Np, where N is the total number of
objects in an urn model, n is the number of objects randomly drawn
without replacement from the urn, Np is the number of objects with
a given characteristic, and x is the number of objects with the given
characteristic observed out of the withdrawn objects. All three
parameters are positive integers, and both n and Np must be less than
or equal to N.
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NEGBIN

POISSON

Functions. The CDF, PDF, and RV functions are available.

The hypergeometric distribution has PDF and CDF

Np\ /N -Np
f(z;N,n, Np) = ( z )((27393 )

F(z;N,n,Np) = Z Prob{X=k)

k=max(0,n+Np—N)

Negative binomial distribution. The negative binomial distribution
takes integer values in the range x>=r, where x is the number of trials
needed (including the last trial) before r successes are observed, and
has one threshold parameter, r, and one success probability parameter,
0. Parameter r must be a positive integer and parameter 6 must be
greater than 0 and less than or equal to 1.

Functions. The CDF, PDF, and RV functions are available.
The negative binomial distribution has PDF and CDF

r—1

fne = (7]

)97‘(1 _ 9)1:77’

F(z;r,0) =1B(0;r,z —r+1)

1
B (a,b)

where IB (2; a,b) = /
Jo

beta function.

"1 (1 — t)°"'dt is the incomplete

Relationship to other distributions.

B The negative binomial(1,0) distribution is equivalent to the
geometric(0) distribution.

Poisson distribution. The Poisson distribution takes integer values
in the range x>=0 and has one rate or mean parameter, A. Parameter
A must be positive.

Common uses. The Poisson distribution is used in modeling the
distribution of counts, such as traffic counts and insect counts.
Functions. The CDF, PDF, and RV functions are available.

The Poisson distribution has PDF and CDF

flm) = 27e?

F (z;)) =1 - IG(A;z+1)
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where 1G (z;a) = / L et s the incomplete gamma
o I'(a)

function.

Probability Density Functions

The following functions give the value of the density function with the specified distribution at the
value quant, the first argument. Subsequent arguments are the parameters of the distribution. Note
the period in each function name.

PDE.BERNOULLI. PDF.BERNOULLI(quant, prob). Numeric. Returns the probability that a value
from the Bernoulli distribution, with the given probability parameter, will be equal to quant.

PDE.BETA. PDF.BETA(quant, shapel, shape2). Numeric. Returns the probability density of the
beta distribution, with the given shape parameters, at quant.

PDEBINOM. PDF.BINOM(quant, n, prob). Numeric. Returns the probability that the number of
successes in n trials, with probability prob of success in each, will be equal to quant. When n
is 1, this is the same as PDFE.BERNOULLI.

PDE.BVNOR. PDF.BVNOR(quantl, quant2, corr). Numeric. Returns the probability density of the
standard bivariate normal distribution, with the given correlation parameter, at quantl, quant2.

PDFE.CAUCHY. PDF.CAUCHY (quant, loc, scale). Numeric. Returns the probability density of the
Cauchy distribution, with the given location and scale parameters, at quant.

PDE.CHISQ. PDF.CHISQ(quant, df). Numeric. Returns the probability density of the chi-square
distribution, with df degrees of freedom, at quant.

PDE.EXP. PDF.EXP(quant, shape). Numeric. Returns the probability density of the exponential
distribution, with the given shape parameter, at quant.

PDEF. PDF.F(quant, df1, df2). Numeric. Returns the probability density of the F distribution,
with degrees of freedom dfl and df2, at quant.

PDE.GAMMA. PDF.GAMMA ((quant, shape, scale). Numeric. Returns the probability density of the
gamma distribution, with the given shape and scale parameters, at quant.

PDE.GEOM. PDF.GEOM(quant, prob). Numeric. Returns the probability that the number of trials to
obtain a success, when the probability of success is given by prob, will be equal to quant.

PDEHALFNRM. PDF.HALFNRM(quant, mean, stddev). Numeric. Returns the probability density
of the half normal distribution, with specified mean and standard deviation, at quant.

PDEHYPER. PDF.HYPER(quant, total, sample, hits). Numeric. Returns the probability that the
number of objects with a specified characteristic, when sample objects are randomly selected from
a universe of size total in which hits have the specified characteristic, will be equal to quant.
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PDEIGAUSS. PDF.IGAUSS(quant, loc, scale). Numeric. Returns the probability density of the
inverse Gaussian distribution, with the given location and scale parameters, at quant.

PDELAPLACE. PDF.LAPLACE(quant, mean, scale). Numeric. Returns the probability density of
the Laplace distribution, with the specified mean and scale parameters, at quant.

PDELOGISTIC. PDFE.LOGISTIC(quant, mean, scale). Numeric. Returns the probability density of
the logistic distribution, with the specified mean and scale parameters, at quant.

PDELNORMAL. PDF.LNORMAL(quant, a, b). Numeric. Returns the probability density of the
log-normal distribution, with the specified parameters, at quant.

PDENEGBIN. PDF.NEGBIN(quant, thresh, prob). Numeric. Returns the probability that the
number of trials to obtain a success, when the threshold parameter is thresh and the probability of
success is given by prob, will be equal to quant.

PDENORMAL. PDF.NORMAL(quant, mean, stddev). Numeric. Returns the probability density of
the normal distribution, with specified mean and standard deviation, at quant.

PDFE.PARETO. PDF.PARETO(quant, threshold, shape). Numeric. Returns the probability density of
the Pareto distribution, with the specified threshold and shape parameters, at quant.

PDFE.POISSON. PDF.POISSON(quant, mean). Numeric. Returns the probability that a value from
the Poisson distribution, with the specified mean or rate parameter, will be equal to quant.

PDET. PDF.T(quant, df). Numeric. Returns the probability density of Student’s t distribution, with
the specified degrees of freedom df, at quant.

PDE.UNIFORM. PDF.UNIFORM(quant, min, max). Numeric. Returns the probability density of the
uniform distribution, with the specified minimum and maximum, at quant.

PDEWEIBULL. PDF.WEIBULL(quant, a, b). Numeric. Returns the probability density of the
Weibull distribution, with the specified parameters, at quant.

NPDF.BETA. NPDF.BETA(quant, shapel, shape2, nc). Numeric. Returns the probability density of
the noncentral beta distribution, with the given shape and noncentrality parameters, at quant.

NPDF.CHISQ. NPDF.CHISQ(quant, df, nc). Numeric. Returns the probability density of the
noncentral chi-square distribution, with df degrees of freedom and the specified noncentrality
parameter, at quant.

NPDFF. NPDF.F(quant, df1, df2, nc). Numeric. Returns the probability density of the noncentral F
distribution, with degrees of freedom df1 and df2 and noncentrality nc, at quant.

NPDFE.T. NPDF.T(quant, df, nc). Numeric. Returns the probability density of the noncentral
Student’s t distribution, with the specified degrees of freedom df and noncentrality nc, at quant.
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Tail probability functions

The following functions give the probability that a random variable with the specified distribution
will be greater than guant, the first argument. Subsequent arguments are the parameters of the
distribution. Note the period in each function name.

SIG.CHISQ. SIG.CHISQ(quant, df). Numeric. Returns the cumulative probability that a value from
the chi-square distribution, with df degrees of freedom, will be greater than quant

SIG.F. These significance values should not be used to test hypotheses about the F values in
this table. Cluster analysis specifically attempts to maximize between-group variance, and the
significance values reported here do not reflect this.

Cumulative distribution functions

The following functions give the probability that a random variable with the specified distribution
will be less than quant, the first argument. Subsequent arguments are the parameters of the
distribution. Note the period in each function name.

CDE.BERNOULLI. CDF.BERNOULLI(quant, prob). Numeric. Returns the cumulative probability
that a value from the Bernoulli distribution, with the given probability parameter, will be less
than or equal to quant.

CDE.BETA. CDF.BETA(quant, shapel, shape2). Numeric. Returns the cumulative probability that a
value from the Beta distribution, with the given shape parameters, will be less than quant.

CDE.BINOM. CDF.BINOM(quant, n, prob). Numeric. Returns the cumulative probability that the
number of successes in n trials, with probability prob of success in each, will be less than or equal
to quant. When n is 1, this is the same as CDF.BERNOULLI.

CDE.BVNOR. CDF.BVNOR(quantl, quant2, corr). Numeric. Returns the cumulative probability
that a value from the standard bivariate normal distribution, with the given correlation parameter,
will be less than quantl and quant2.

CDFE.CAUCHY. CDF.CAUCHY(quant, loc, scale). Numeric. Returns the cumulative probability
that a value from the Cauchy distribution, with the given location and scale parameters, will be
less than quant.

CDE.CHISQ. CDF.CHISQ(quant, df). Numeric. Returns the cumulative probability that a value
from the chi-square distribution, with df degrees of freedom, will be less than quant.

CDE.EXP. CDF.EXP(quant, scale). Numeric. Returns the cumulative probability that a value from
the exponential distribution, with the given scale parameter, will be less than quant.

CDFF. CDF.F(quant, df1, df2). Numeric. Returns the cumulative probability that a value from the
F distribution, with degrees of freedom df1 and df2, will be less than quant.
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CDE.GAMMA. CDF.GAMMA (quant, shape, scale). Numeric. Returns the cumulative probability
that a value from the Gamma distribution, with the given shape and scale parameters, will be
less than quant.

CDE.GEOM. CDF.GEOM(quant, prob). Numeric. Returns the cumulative probability that the
number of trials to obtain a success, when the probability of success is given by prob, will be
less than or equal to quant.

CDEHALFNRM. CDF.HALFNRM(quant, mean, stddev). Numeric. Returns the cumulative
probability that a value from the half normal distribution, with specified mean and standard
deviation, will be less than quant.

CDEHYPER. CDF.HYPER(quant, total, sample, hits). Numeric. Returns the cumulative probability
that the number of objects with a specified characteristic, when sample objects are randomly
selected from a universe of size total in which hits have the specified characteristic, will be less
than or equal to quant.

CDFIGAUSS. CDF.IGAUSS(quant, loc, scale). Numeric. Returns the cumulative probability that
a value from the inverse Gaussian distribution, with the given location and scale parameters,
will be less than quant.

CDELAPLACE. CDF.LAPLACE(quant, mean, scale). Numeric. Returns the cumulative probability
that a value from the Laplace distribution, with the specified mean and scale parameters, will be
less than quant.

CDELOGISTIC. CDF.LOGISTIC(quant, mean, scale). Numeric. Returns the cumulative probability
that a value from the logistic distribution, with the specified mean and scale parameters, will be
less than quant.

CDFLNORMAL. CDF.LNORMAL(quant, a, b). Numeric. Returns the cumulative probability that a
value from the log-normal distribution, with the specified parameters, will be less than quant.

CDENEGBIN. CDF.NEGBIN(quant, thresh, prob). Numeric. Returns the cumulative probability
that the number of trials to obtain a success, when the threshold parameter is thresh and the
probability of success is given by prob, will be less than or equal to quant.

CDFNORM. CDFNORM(zvalue). Numeric. Returns the probability that a random variable with
mean 0 and standard deviation 1 would be less than zvalue, which must be numeric.

CDENORMAL. CDF.NORMAL(quant, mean, stddev). Numeric. Returns the cumulative probability
that a value from the normal distribution, with specified mean and standard deviation, will be
less than quant.

CDFE.PARET0. CDF.PARETO(quant, threshold, shape). Numeric. Returns the cumulative
probability that a value from the Pareto distribution, with the specified threshold and shape
parameters, will be less than quant.
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CDFE.POISSON. CDF.POISSON(quant, mean). Numeric. Returns the cumulative probability that
a value from the Poisson distribution, with the specified mean or rate parameter, will be less
than or equal to quant.

CDFESMOD. CDF.SMOD(quant, a, b). Numeric. Returns the cumulative probability that a value
from the Studentized maximum modulus, with the specified parameters, will be less than quant.

CDE.SRANGE. CDF.SRANGE(quant, a, b). Numeric. Returns the cumulative probability that a
value from the Studentized range statistic, with the specified parameters, will be less than quant.

CDET. CDF.T(quant, df). Numeric. Returns the cumulative probability that a value from Student’s
t distribution, with the specified degrees of freedom df, will be less than quant.

CDEUNIFORM. CDF.UNIFORM(quant, min, max). Numeric. Returns the cumulative probability
that a value from the uniform distribution, with the specified minimum and maximum, will be
less than quant.

CDEWEIBULL. CDF.WEIBULL(quant, a, b). Numeric. Returns the cumulative probability that a
value from the Weibull distribution, with the specified parameters, will be less than quant.

NCDF.BETA. NCDF.BETA(quant, shapel, shape2, nc). Numeric. Returns the cumulative
probability that a value from the noncentral Beta distribution, with the given shape and
noncentrality parameters, will be less than quant.

NCDF.CHISQ. NCDF.CHISQ(quant, df, nc). Numeric. Returns the cumulative probability that a
value from the noncentral chi-square distribution, with df degrees of freedom and the specified
noncentrality parameter, will be less than quant.

NCDFF. NCDF.F(quant, dfl, df2, nc). Numeric. Returns the cumulative probability that a value
from the noncentral F distribution, with degrees of freedom dfl and df2, and noncentrality nc,
will be less than quant.

NCDFET. NCDF.T(quant, df, nc). Numeric. Returns the cumulative probability that a value from the
noncentral Student’s t distribution, with the specified degrees of freedom df and noncentrality
nc, will be less than quant.

Inverse distribution functions

The following functions give the value in a specified distribution having a cumulative probability
equal to prob, the first argument. Subsequent arguments are the parameters of the distribution.
Note the period in each function name.

IDEBETA. IDF.BETA(prob, shapel, shape2). Numeric. Returns the value from the Beta
distribution, with the given shape parameters, for which the cumulative probability is prob.

IDFE.CAUCHY. IDF.CAUCHY (prob, loc, scale). Numeric. Returns the value from the Cauchy
distribution, with the given location and scale parameters, for which the cumulative probability is
prob.
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IDE.CHISQ. IDF.CHISQ(prob, df). Numeric. Returns the value from the chi-square distribution,
with the specified degrees of freedom df, for which the cumulative probability is prob. For
example, the chi-square value that is significant at the 0.05 level with 3 degrees of freedom is
IDF.CHISQ(0.95,3).

IDEEXP. IDF.EXP(p, scale). Numeric. Returns the value of an exponentially decaying variable,
with rate of decay scale, for which the cumulative probability is p.

IDEF. IDF.F(prob, dfl, df2). Numeric. Returns the value from the F distribution, with the specified
degrees of freedom, for which the cumulative probability is prob. For example, the F value that is
significant at the 0.05 level with 3 and 100 degrees of freedom is IDF.F(0.95,3,100).

IDEGAMMA. IDF.GAMMA ((prob, shape, scale). Numeric. Returns the value from the Gamma
distribution, with the specified shape and scale parameters, for which the cumulative probability is
prob.

IDEHALFNRM. IDF.HALFNRM(prob, mean, stddev). Numeric. Returns the value from the half
normal distribution, with the specified mean and standard deviation, for which the cumulative
probability is prob.

IDEIGAUSS. IDF.IGAUSS(prob, loc, scale). Numeric. Returns the value from the inverse Gaussian
distribution, with the given location and scale parameters, for which the cumulative probability is
prob.

IDELAPLACE. IDF.LAPLACE(prob, mean, scale). Numeric. Returns the value from the Laplace
distribution, with the specified mean and scale parameters, for which the cumulative probability is
prob.

IDELOGISTIC. IDF.LOGISTIC(prob, mean, scale). Numeric. Returns the value from the logistic
distribution, with specified mean and scale parameters, for which the cumulative probability is
prob.

IDELNORMAL. IDF.LNORMAL(prob, a, b). Numeric. Returns the value from the log-normal
distribution, with specified parameters, for which the cumulative probability is prob.

IDENORMAL. IDF.NORMAL(prob, mean, stddev). Numeric. Returns the value from the normal
distribution, with specified mean and standard deviation, for which the cumulative probability is
prob.

IDEPARETO. IDF.PARETO(prob, threshold, shape). Numeric. Returns the value from the Pareto
distribution, with specified threshold and scale parameters, for which the cumulative probability is
prob.

IDESMOD. IDF.SMOD(prob, a, b). Numeric. Returns the value from the Studentized maximum
modulus, with the specified parameters, for which the cumulative probability is prob.

IDE.SRANGE. IDF.SRANGE(prob, a, b). Numeric. Returns the value from the Studentized range
statistic, with the specified parameters, for which the cumulative probability is prob.
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IDET. IDF.T(prob, df). Numeric. Returns the value from Student’s t distribution, with specified
degrees of freedom df, for which the cumulative probability is prob.

IDEUNIFORM. IDF.UNIFORM(prob, min, max). Numeric. Returns the value from the uniform
distribution between min and max for which the cumulative probability is prob.

IDEWEIBULL. IDF.WEIBULL(prob, a, b). Numeric. Returns the value from the Weibull
distribution, with specified parameters, for which the cumulative probability is prob.

PROBIT. PROBIT(prob). Numeric. Returns the value in a standard normal distribution having a
cumulative probability equal to prob. The argument prob is a probability greater than 0 and
less than 1.

Random variable functions

The following functions give a random variate from a specified distribution. The arguments are the
parameters of the distribution. You can repeat the sequence of pseudorandom numbers by setting
a seed in the Preferences dialog box before each sequence. Note the period in each function name.

NORMAL. NORMAL(stddev). Numeric. Returns a normally distributed pseudorandom number
from a distribution with mean 0 and standard deviation stddev, which must be a positive number.
You can repeat the sequence of pseudorandom numbers by setting a seed in the Random Number
Seed dialog box before each sequence.

RV.BERNOULLI. RV.BERNOULLI(prob). Numeric. Returns a random value from a Bernoulli
distribution with the specified probability parameter prob.

RV.BETA. RV.BETA(shapel, shape2). Numeric. Returns a random value from a Beta distribution
with specified shape parameters.

RV.BINOM. RV.BINOM(n, prob). Numeric. Returns a random value from a binomial distribution
with specified number of trials and probability parameter.

RV.CAUCHY. RV.CAUCHY (loc, scale). Numeric. Returns a random value from a Cauchy
distribution with specified location and scale parameters.

RV.CHISQ. RV.CHISQ(df). Numeric. Returns a random value from a chi-square distribution with
specified degrees of freedom df.

RV.EXP. RV.EXP(scale). Numeric. Returns a random value from an exponential distribution with
specified scale parameter.

RV.F. RV.F(df1, df2). Numeric. Returns a random value from an F distribution with specified
degrees of freedom, df1 and df2.

RV.GAMMA. RV.GAMMA (shape, scale). Numeric. Returns a random value from a Gamma
distribution with specified shape and scale parameters.
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RV.GEOM. RV.GEOM(prob). Numeric. Returns a random value from a geometric distribution
with specified probability parameter.

RV.HALFNRM. RV.HALFNRM(mean, stddev). Numeric. Returns a random value from a half
normal distribution with the specified mean and standard deviation.

RV.HYPER. RV.HYPER(total, sample, hits). Numeric. Returns a random value from a
hypergeometric distribution with specified parameters.

RV.IGAUSS. RV.IGAUSS(loc, scale). Numeric. Returns a random value from an inverse Gaussian
distribution with the specified location and scale parameters.

RV.LAPLACE. RV.LAPLACE(mean, scale). Numeric. Returns a random value from a Laplace
distribution with specified mean and scale parameters.

RV.LOGISTIC. RV.LOGISTIC(mean, scale). Numeric. Returns a random value from a logistic
distribution with specified mean and scale parameters.

RV.LNORMAL. RV.LNORMAL(a, b). Numeric. Returns a random value from a log-normal
distribution with specified parameters.

RV.NEGBIN. RV.NEGBIN(threshold, prob). Numeric. Returns a random value from a negative
binomial distribution with specified threshold and probability parameters.

RV.NORMAL. RV.NORMAL(mean, stddev). Numeric. Returns a random value from a normal
distribution with specified mean and standard deviation.

RV.PARETO0. RV.PARETO(threshold, shape). Numeric. Returns a random value from a Pareto
distribution with specified threshold and shape parameters.

RV.POISSON. RV.POISSON(mean). Numeric. Returns a random value from a Poisson distribution
with specified mean/rate parameter.

RV.T. RV.T(df). Numeric. Returns a random value from a Student’s t distribution with specified
degrees of freedom df.

RV.UNIFORM. RV.UNIFORM(min, max). Numeric. Returns a random value from a uniform
distribution with specified minimum and maximum. See also the UNIFORM function.

WEIBULL. RV.WEIBULL(a, b). Numeric. Returns a random value from a Weibull distribution
with specified parameters.

UNIFORM. UNIFORM(max). Numeric. Returns a uniformly distributed pseudorandom number
between 0 and the argument max, which must be numeric (but can be negative). You can repeat
the sequence of pseudorandom numbers by setting the same Random Number Seed (available in
the Transform menu) before each sequence.
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Date and time functions

Date and time functions provide aggregation, conversion, and extraction routines for dates and
time intervals. Each function transforms an expression consisting of one or more arguments.
Arguments can be complex expressions, variable names, or constants. Date and time expressions
and variables are legitimate arguments.

Aggregation functions

Aggregation functions generate date and time intervals from values that were not read by date
and time input formats.

m  All aggregation functions begin with DATE or TIME, depending on whether a date or a time
interval is requested. This is followed by a subfunction that corresponds to the type of
values found in the data.

®  The subfunctions are separated from the function by a period (.) and are followed by an
argument list specified in parentheses.

®  The arguments to the DATE and TIME functions must be separated by commas and must
resolve to integer values.

m  Functions that contain a day argument—for example, DATE.DMY (d, m, y) —check the
validity of the argument. The value for day must be an integer between 1 and 31. If an
invalid value is encountered, a warning is displayed and the value is set to system-missing.
However, if the day value is invalid for a particular month—for example, 31 in September,
April, June, and November or 29 through 31 for February in nonleap years—the resulting
date is placed in the next month. For example DATE.DMY (31, 9, 2006) returns the date
value for October 1, 2006.

DATE.DMY. DATE.DMY (day,month,year). Numeric. Returns a date value corresponding to the
indicated day, month, and year. The arguments must resolve to integers, with day between 1 and
31, month between 1 and 13, and year a four-digit integer greater than 1582. To display the result
as a date, assign a date format to the result variable.

DATE.MDY. DATE.MDY (month,day,year). Numeric. Returns a date value corresponding to the
indicated month, day, and year. The arguments must resolve to integers, with day between 1 and
31, month between 1 and 13, and year a four-digit integer greater than 1582. To display the result
as a date, assign a date format to the result variable.

DATE.MOYR. DATE.MOYR(month,year). Numeric. Returns a date value corresponding to the
indicated month and year. The arguments must resolve to integers, with month between 1 and
13, and year a four-digit integer greater than 1582. To display the result as a date, assign a date
format to the result variable.

DATE.QYR. DATE.QYR(quarter,year). Numeric. Returns a date value corresponding to the
indicated quarter and year. The arguments must resolve to integers, with quarter between 1 and
4, and year a four-digit integer greater than 1582. To display the result as a date, assign a date
format to the result variable.
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DATE.WKYR. DATE.WKYR(weeknum,year). Numeric. Returns a date value corresponding to the
indicated weeknum and year. The arguments must resolve to integers, with weeknum between 1
and 53, and year a four-digit integer greater than 1582. The date value returned represents the
first day of the specified week for that year. The first week starts on January 1 of each year; so
the date returned for any given week value will differ between years. To display the result as a
date, assign a date format to the result variable.

DATE.YRDAY. DATE.YRDAY (year,daynum). Numeric. Returns a date value corresponding to the
indicated year and daynum. The arguments must resolve to integers, with daynum between

1 and 366 and with year being a four-digit integer greater than 1582. To display the result as a
date, assign a date format to the result variable.

TIME.DAYS. TIME.DAY S(days). Numeric. Returns a time interval corresponding to the indicated
number of days. The argument must be numeric. To display the result as a time, assign a time
format to the result variable.

TIME.HMS. TIME.HMS(hours[,minutes,seconds]). Numeric. Returns a time interval corresponding
to the indicated number of hours, minutes, and seconds. The minutes and seconds arguments are
optional. Minutes and seconds must resolve to numbers less than 60 if any higher-order argument
is non-zero. All arguments except the last non-zero argument must resolve to integers. For
example TIME.HMS(25.5) and TIME.HMS(0,90,25.5) are valid, while TIME.HMS(25.5,30) and
TIME.HMS(25,90) are invalid. All arguments must resolve to either all positive or all negative
values. To display the result as a time, assign a time format to the result variable.

Example

DATA LIST FREE
/Year Month Day Hour Minute Second Days.
BEGIN DATA
2006 10 28 23 54 30 1.5
END DATA.
COMPUTE Datel=DATE.DMY (Day, Month, Year).
COMPUTE Date2=DATE.MDY (Month, Day, Year).
COMPUTE MonthYear=DATE.MOYR (Month, Year).
COMPUTE Time=TIME.HMS (Hour, Minute, Second).
COMPUTE Duration=TIME.DAYS (Days) .
LIST VARIABLES=Datel to Duration.
FORMATS
Datel (DATEll) Date2 (ADATE10) MonthYear (MOYRS8)
Time (TIME8) Duration (TimeS8).
LIST VARIABLES=Datel to Duration.

***,IST Results Before Applying Formats***
Datel Date2 MonthYear Time Duration
13381372800 13381372800 13379040000 86070 129600

***,IST Results After Applying Formats***
Datel Date2 MonthYear Time Duration
28-0CT-2006 10/28/2006 OCT 2006 23:54:30 36:00:00

®m  Since dates and times are stored internally as a number of seconds, prior to applying the
appropriate date or time formats, all the computed values are displayed as numbers that
indicate the respective number of seconds.

®  The internal values for Datel and Date2 are exactly the same. The only difference between
DATE.DMY and DATE . MDY is the order of the arguments.
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Date and time conversion functions

The conversion functions convert time intervals from one unit of time to another. Time intervals
are stored as the number of seconds in the interval; the conversion functions provide a means for
calculating more appropriate units, for example, converting seconds to days.

Each conversion function consists of the CTIME function followed by a period (.), the target
time unit, and an argument. The argument can consist of expressions, variable names, or constants.
The argument must already be a time interval. For more information, see the topic Aggregation
functions on p. 101. Time conversions produce noninteger results with a default format of F8. 2.

Since time and dates are stored internally as seconds, a function that converts to seconds
is not necessary.

CTIME.DAYS. CTIME.DAY S(timevalue). Numeric. Returns the number of days, including
fractional days, in timevalue, which is a number of seconds, a time expression, or a time format
variable.

CTIME.HOURS. CTIME.HOURS(timevalue). Numeric. Returns the number of hours, including
fractional hours, in timevalue, which is a number of seconds, a time expression, or a time format
variable.

CTIME.MINUTES. CTIME.MINUTES(timevalue). Numeric. Returns the number of minutes,
including fractional minutes, in timevalue, which is a number of seconds, a time expression,
or a time format variable.

CTIME.SECONDS. CTIME.SECONDS(timevalue). Numeric. Returns the number of seconds,
including fractional seconds, in timevalue, which is a number, a time expression, or a time
format variable.

Example

DATA LIST FREE (", ")
/StartDate (ADATE12) EndDate (ADATE12)
StartDateTime (DATETIME20) EndDateTime (DATETIME20)
StartTime (TIME10) EndTime (TIME1O0).

BEGIN DATA

3/01/2003, 4/10/2003

01-MAR-2003 12:00, 02-MAR-2003 12:00

09:30, 10:15

END DATA.

COMPUTE days = CTIME.DAYS (EndDate-StartDate) .

COMPUTE hours = CTIME.HOURS (EndDateTime-StartDateTime) .

COMPUTE minutes = CTIME.MINUTES (EndTime-StartTime) .

B CTIME.DAYS calculates the difference between EndDate and StartDate in days—in this
example, 40 days.

B CTIME.HOURS calculates the difference between EndDateTime and StartDateTime in
hours—in this example, 24 hours.

B CTIME.MINUTES calculates the difference between EndTime and StartTime in minutes—in
this example, 45 minutes.
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YRMODA function
YRMODA(arg list) Convert year, month, and day to a day number. The number returned
is the number of days since October 14, 1582 (day 0 of the Gregorian
calendar).

B Arguments for YRMODA can be variables, constants, or any other type of numeric expression
but must yield integers.

Year, month, and day must be specified in that order.
The first argument can be any year between 0 and 99, or between 1582 to 47516.
If the first argument yields a number between 00 and 99, 1900 through 1999 is assumed.

The month can range from 1 through 13. Month 13 with day 0 yields the last day of the year.
For example, YRMODA (1990, 13, 0) produces the day number for December 31, 1990.
Month 13 with any other day yields the day of the first month of the coming year—for
example, YRMODA (1990, 13, 1) produces the day number for January 1, 1991.

m  The day can range from 0 through 31. Day 0 is the last day of the previous month regardless
of whether it is 28, 29, 30, or 31. For example, YRMODA (1990, 3, 0) yields 148791.00, the
day number for February 28, 1990.

®  The function returns the system-missing value if any of the three arguments is missing or if
the arguments do not form a valid date after October 14, 1582.

m  Since YRMODA yields the number of days instead of seconds, you can not display it in date
format unless you convert it to the number of seconds.

Extraction functions

The extraction functions extract subfields from dates or time intervals, targeting the day or a time
from a date value. This permits you to classify events by day of the week, season, shift, and so
forth.

Each extraction function begins with XDATE, followed by a period, the subfunction name
(what you want to extract), and an argument.

XDATE.DATE. XDATE.DATE(datevalue). Numeric. Returns the date portion from a numeric value
that represents a date. The argument can be a number, a date format variable, or an expression that
resolves to a date. To display the result as a date, apply a date format to the variable.

XDATE.HOUR. XDATE.HOUR(datetime). Numeric. Returns the hour (an integer between 0 and
23) from a value that represents a time or a datetime. The argument can be a number, a time or
datetime variable or an expression that resolves to a time or datetime value.

XDATE.JDAY. XDATE.JDAY (datevalue). Numeric. Returns the day of the year (an integer between
1 and 366) from a numeric value that represents a date. The argument can be a number, a date
format variable, or an expression that resolves to a date.

XDATE.MDAY. XDATE.MDAY (datevalue). Numeric. Returns the day of the month (an integer
between 1 and 31) from a numeric value that represents a date. The argument can be a number, a
date format variable, or an expression that resolves to a date.
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XDATE.MINUTE. XDATE.MINUTE(datetime). Numeric. Returns the minute (an integer between 0
and 59) from a value that represents a time or a datetime. The argument can be a number, a time or
datetime variable, or an expression that resolves to a time or datetime value.

XDATE.MONTH. XDATE.MONTH(datevalue). Numeric. Returns the month (an integer between 1
and 12) from a numeric value that represents a date. The argument can be a number, a date format
variable, or an expression that resolves to a date.

XDATE.QUARTER. XDATE.QUARTER (datevalue). Numeric. Returns the quarter of the year (an
integer between 1 and 4) from a numeric value that represents a date. The argument can be a
number, a date format variable, or an expression that resolves to a date.

XDATE.SECOND. XDATE.SECOND(datetime). Numeric. Returns the second (a number between 0
and 60) from a value that represents a time or a datetime. The argument can be a number, a time or
datetime variable or an expression that resolves to a time or datetime value.

XDATE.TDAY. XDATE.TDAY (timevalue). Numeric. Returns the number of whole days (as an
integer) from a numeric value that represents a time interval. The argument can be a number, a
time format variable, or an expression that resolves to a time interval.

XDATE.TIME. XDATE.TIME(datetime). Numeric. Returns the time portion from a value that
represents a time or a datetime. The argument can be a number, a time or datetime variable or
an expression that resolves to a time or datetime value. To display the result as a time, apply a
time format to the variable.

XDATE.WEEK. XDATE.WEEK(datevalue). Numeric. Returns the week number (an integer
between 1 and 53) from a numeric value that represents a date. The argument can be a number, a
date format variable, or an expression that resolves to a date.

XDATE.WKDAY. XDATE.WKDAY (datevalue). Numeric. Returns the day-of-week number (an
integer between 1, Sunday, and 7, Saturday) from a numeric value that represents a date. The
argument can be a number, a date format variable, or an expression that resolves to a date.

XDATE.YEAR. XDATE.YEAR(datevalue). Numeric. Returns the year (as a four-digit integer) from
a numeric value that represents a date. The argument can be a number, a date format variable, or
an expression that resolves to a date.

Example

DATA LIST FREE (", ")

/StartDateTime (datetime25).
BEGIN DATA
29-0CT-2003 11:23:02
1 January 1998 1:45:01
21/6/2000 2:55:13
END DATA.
COMPUTE dateonly=XDATE.DATE (StartDateTime) .
FORMATS dateonly (ADATE10) .
COMPUTE hour=XDATE.HOUR (StartDateTime) .
COMPUTE DayofWeek=XDATE.WKDAY (StartDateTime) .
COMPUTE WeekofYear=XDATE.WEEK (StartDateTime) .
COMPUTE quarter=XDATE.QUARTER (StartDateTime) .

m  The date portion extracted with XDATE . DATE returns a date expressed in seconds; so,
FORMATS is used to display the date in a readable date format.
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®  Day of the week is an integer between 1 (Sunday) and 7 (Saturday).
m  Week of the year is an integer between 1 and 53 (January 1-7 = 1).

Date differences

The DATEDIFF function calculates the difference between two date values and returns an integer
(with any fraction component truncated) in the specified date/time units. The general form of
the expression is

DATEDIFF (datetime2, datetimel, “unit”).

where datetime?2 and datetimel are both date or time format variables (or numeric values that
represent valid date/time values), and “unit” is one of the following string literal values, enclosed
in quotes:

B Years
Quarters
Months
Weeks
Days
Hours

Minutes

Seconds

Example

DATA LIST FREE /datel date2 (2ADATE1O0).

BEGIN DATA

1/1/2004 2/1/2005

1/1/2004 2/15/2005

1/30/2004 1/29/2005

END DATA.

COMPUTE years=DATEDIFF (date2, datel, "years").

®  The result will be the integer portion of the number of years between the two dates, with any
fractional component truncated.

B One “year” is defined as the same month and day, one year before or after the second date
argument.

m  For the first two cases, the result is 1, since in both cases the number of years is greater
than or equal to 1 and less than 2.

®  For the third case, the result is 0, since the difference is one day short of a year based on
the definition of year.

Example

DATA LIST FREE /datel date2 (2ADATELO).
BEGIN DATA

1/1/2004 2/1/2004

1/1/2004 2/15/2004
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1/30/2004 2/1/2004
END DATA.
COMPUTE months=DATEDIFF (date2, datel, "months").

®  The result will be the integer portion of the number of months between the two dates, with any
fractional component truncated.

B One “month” is defined as the same day of the month, one calendar month before or after
the second date argument.

m  For the first two cases, the result will be 1, since both February 1 and February 15, 2004, are
greater than or equal to one month and less than two months after January 1, 2004.

m  For the third case, the result will be 0. By definition, any date in February 2004 will be less
than one month after January 30, 2004, resulting in a value of 0.

Date increments

The DATESUM function calculates a date or time value a specified number of units from a given
date or time value. The general form of the function is:

DATESUM (datevar, value, "unit", "method").

B datevar is a date/time format variable (or a numeric value that represents a valid date/time
value).

B value is a positive or negative number. For variable-length units (years, quarters, months),
fractional values are truncated to integers.

B "unit" is one of the following string literal values enclosed in quotes: years, quarters,
months, weeks, days, hours, minutes, seconds.

B 'method" is an optional specification for variable-length units (years, quarters, months)
enclosed in quotes. The method can be "rollover" or "closest". The rollover method
advances excess days into the next month. The closest method uses the closest legitimate
date within the month. This is the default.

Example

DATA LIST FREE /datevarl (ADATELO).
BEGIN DATA

2/28/2004

2/29/2004

END DATA.

COMPUTE rollover_year=DATESUM (datevarl, 1, "years", "rollover").
COMPUTE closest_year=DATESUM (datevarl, 1, "years", "closest").

COMPUTE fraction_year=DATESUM (datevarl, 1.5, "years").
FORMATS rollover_year closest_year fraction_year (ADATE1O0).
SUMMARIZE

/TABLES=datevarl rollover_year closest_year fraction_year

/FORMAT=VALIDLIST NOCASENUM

/CELLS=NONE .
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Figure 2-15
Results of rollover and closest year calculations
datevar] rollover_year | clozest year | fraction_vear
1 02i28/2004 02i28/2005 02i28/2003 05282005
2 0272972004 0340172005 02025/2005 05r28/2005

®  The rollover and closest methods yield the same result when incrementing February 28, 2004,
by one year: February 28, 2005.

m  Using the rollover method, incrementing February 29, 2004, by one year returns a value of
March 1, 2005. Since there is no February 29, 2005, the excess day is rolled over to the
next month.

m  Using the closest method, incrementing February 29, 2004, by one year returns a value of
February 28, 2005, which is the closest day in the same month of the following year.

m  The results for fraction year are exactly the same as for closest_year because the closest
method is used by default, and the value parameter of 1.5 is truncated to 1 for variable-length
units.

m  All three COMPUTE commands create new variables that display values in the default F format,
which for a date value is a large integer. The FORMATS command specifies the ADATE format
for the new variables.

Example

DATA LIST FREE /datevarl (ADATELO).
BEGIN DATA

01/31/2003
01/31/2004
03/31/2004
05/31/2004
END DATA.
COMPUTE rollover_month=DATESUM (datevarl, 1, "months", "rollover").
COMPUTE closest_month=DATESUM (datevarl, 1, "months", "closest").
COMPUTE previous_month_rollover =
DATESUM (datevarl, -1, "months", "rollover").
COMPUTE previous_month_closest =
DATESUM (datevarl, -1, "months", "closest").

FORMATS rollover_month closest_month
previous_month_rollover previous_month_closest (ADATELO).
SUMMARIZE
/TABLES=datevarl rollover_month closest_month
previous_month_rollover previous_month_closest
/FORMAT=VALIDLIST NOCASENUM
/CELLS=NONE.

Figure 2-16
Results of month calculations
Previous_ PreYious_
dhatervar] rollover_month | closest_month month_ralloyer moanth_closest

1 01/3142003 0303/2003 02/28/2003 124312002 12#31/2002
2 0173152004 030272004 0272952004 2031 12003 12731 72003
3 03312004 05401 /2004 04/30/2004 0302/2004 02/29/2004
4 0573152004 0701 r2004 063052004 0501 f2004 0473072004
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Using the rollover method, incrementing by one month from January 31 yields a date in March,
since February has a maximum of 29 days; and incrementing one month from March 31 and
May 31 yields May 1 and July 1, respectively, since April and June each have only 30 days.

Using the closest method, incrementing by one month from the last day of any month will
always yield the closest valid date within the next month. For example, in a nonleap year, one
month after January 31 is February 28, and one month after February 28 is March 28.

Using the rollover method, decrementing by one month (by specifying a negative value
parameter) from the last day of a month may sometimes yield unexpected results, since the
excess days are rolled back to the original month. For example, one month prior to March 31
yields March 3 for nonleap years and March 2 for leap years.

Using the closest method, decrementing by one month from the last day of the month will
always yield the closest valid date within the previous month. For example, one month prior
to April 30, is March 30 (not March 31), and one month prior to March 31 is February 28 in
nonleap years and February 29 in leap years.

String expressions

Expressions involving string variables can be used on COMPUTE and IF commands and in logical
expressions on commands such as IF, DO IF, LOOP IF, and SELECT IF.

B A string expression can be a constant enclosed in quotes (for example, *IL '), a string
function, or a string variable. For more information, see the topic String functions on p. 109.

B An expression must return a string if the target variable is a string.

m  The string returned by a string expression does not have to be the same length as the target
variable; no warning messages are issued if the lengths are not the same. If the target variable
produced by a COMPUTE command is shorter, the result is right-trimmed. If the target variable
is longer, the result is right-padded.

String functions

m  The target variable for each string function must be a string and must have already been
declared (see STRING).

®  Multiple arguments in a list must be separated by commas.

®  When two strings are compared, the case in which they are entered is significant. The LOWER
and UPCASE functions are useful for making comparisons of strings regardless of case.

m  String functions that include a byte position or count argument or return a byte position or
count may return different results in Unicode mode than in code page mode. For example, ¢ is
one byte in code page mode but is two bytes in Unicode mode; so résumé is six bytes in code
page mode and eight bytes in Unicode mode.

B In Unicode mode, trailing blanks are always removed from the values of string variables in
string functions unless explicitly preserved with the NTRIM function.

|

In code page mode, trailing blanks are always preserved in the values of string variables unless
explicitly removed with the RTRIM function.

For more information on Unicode mode, see UNICODE Subcommand.
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CHAR.INDEX. CHAR.INDEX(haystack, needle[, divisor]). Numeric. Returns a number indicating
the character position of the first occurrence of needle in haystack. The optional third argument,
divisor, is a number of characters used to divide needle into separate strings. Each substring is
used for searching and the function returns the first occurrence of any of the substrings. For
example, CHAR.INDEX(var1, ’abcd’) will return the value of the starting position of the complete
string "abcd" in the string variable varl; CHAR.INDEX(varl, *abcd’, 1) will return the value of
the position of the first occurrence of any of the values in the string; and CHAR.INDEX(varl,
’abed’, 2) will return the value of the first occurrence of either "ab" or "cd". Divisor must be a
positive integer and must divide evenly into the length of needle. Returns 0 if needle does not
occur within haystack.

CHAR.LENGTH. CHAR.LENGTH(strexpr). Numeric. Returns the length of strexpr in characters,
with any trailing blanks removed.

CHAR.LPAD. CHAR.LPAD(strexprl,length[,strexpr2]). String. Left-pads strexprl to make its
length the value specified by length using as many complete copies as will fit of strexpr2 as the
padding string. The value of length represents the number of characters and must be a positive
integer. If the optional argument strexpr2 is omitted, the value is padded with blank spaces.

CHAR.MBLEN. CHAR.MBLEN(strexpr,pos). Numeric. Returns the number of bytes in the
character at character position pos of strexpr.

CHAR.RINDEX. CHAR.RINDEX (haystack,needle[,divisor]). Numeric. Returns an integer that
indicates the starting character position of the last occurrence of the string needle in the string
haystack. The optional third argument, divisor, is the number of characters used to divide needle
into separate strings. For example, CHAR.RINDEX(varl, *abcd”) will return the starting position
of the last occurrence of the entire string "abcd" in the variable varl; CHAR.RINDEX(varl,
’abed’, 1) will return the value of the position of the last occurrence of any of the values in the
string; and CHAR.RINDEX(varl, ’abcd’, 2) will return the value of the starting position of the
last occurrence of either "ab" or "cd". Divisor must be a positive integer and must divide evenly
into the length of needle. If needle is not found, the value 0 is returned.

CHAR.RPAD. CHAR.RPAD(strexprl,length[,strexpr2]). String. Right-pads strexprl with strexpr2
to extend it to the length given by length using as many complete copies as will fit of strexpr2 as
the padding string. The value of length represents the number of characters and must be a positive
integer. The optional third argument strexpr2 is a quoted string or an expression that resolves to a
string. If strepxr2 is omitted, the value is padded with blanks.

CHAR.SUBSTR. CHAR.SUBSTR(strexpr,pos[,length]). String. Returns the substring beginning
at character position pos of strexpr. The optional third argument represents the number of
characters in the substring. If the optional argument length is omitted, returns the substring
beginning at character position pos of strexpr and running to the end of strexpr. For example
CHAR.SUBSTR(’abed’, 2) returns *bcd” and CHAR.SUBSTR(’abed’, 2, 2) returns "be’. (Note:
Use the SUBSTR function instead of CHAR . SUBSTR if you want to use the function on the left
side of an equals sign to replace a substring.)

CONCAT. CONCAT (strexpr,strexpr[,..]). String. Returns a string that is the concatenation

of all its arguments, which must evaluate to strings. This function requires two or more
arguments. In code page mode, if strexpr is a string variable, use RTRIM if you only want
the actual string value without the right-padding to the defined variable width. For example,
CONCAT(RTRIM(stringvarl), RTRIM(stringvar2)).
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LENGTH. LENGTH(strexpr). Numeric. Returns the length of strexpr in bytes, which must be a
string expression. For string variables, in Unicode mode this is the number of bytes in each value,
excluding trailing blanks, but in code page mode this is the defined variable length, including
trailing blanks. To get the length (in bytes) without trailing blanks in code page mode, use
LENGTH(RTRIM(strexpr)).

LOWER. LOWER(strexpr). String. Returns strexpr with uppercase letters changed to lowercase
and other characters unchanged. The argument can be a string variable or a value. For example,
LOWER(namel) returns charles if the value of namel is Charles.

LTRIM. LTRIM(strexpr[,char]). String. Returns strexpr with any leading instances of char removed.
If char is not specified, leading blanks are removed. Char must resolve to a single character.

MAX. MAX(value,value[,..]). Numeric or string. Returns the maximum value of its arguments that
have valid values. This function requires two or more arguments. For numeric values, you can
specify a minimum number of valid arguments for this function to be evaluated.

MIN. MIN(value,valuel[,..]). Numeric or string. Returns the minimum value of its arguments that
have valid, nonmissing values. This function requires two or more arguments. For numeric
values, you can specify a minimum number of valid arguments for this function to be evaluated.

MBLEN.BYTE. MBLEN.BYTE(strexpr,pos). Numeric. Returns the number of bytes in the character
at byte position pos of strexpr.

NORMALIZE. NORMALIZE(strexp). String. Returns the normalized version of strexp. In Unicode
mode, it returns Unicode NFC. In code page mode, it has no effect and returns strexp unmodified.
The length of the result may be different from the length of the input.

NTRIM. NTRIM(varname). Returns the value of varname, without removing trailing blanks. The
value of varname must be a variable name; it cannot be an expression.

REPLACE. REPLACE(al, a2, a3[, a4]). String. In al, instances of a2 are replaced with a3.

The optional argument a4 specifies the number of occurrences to replace; if a4 is omitted,

all occurrences are replaced. Arguments al, a2, and a3 must resolve to string values (literal
strings enclosed in quotes or string variables), and the optional argument a4 must resolve to a
non-negative integer. For example, REPLACE("abcabc", "a", "x") returns a value of "xbcxbc" and
REPLACE("abcabc", "a", "x", 1) returns a value of "xbcabc".

RTRIM. RTRIM(strexpr[,char]). String. Trims trailing instances of char within strexpr. The
optional second argument char is a single quoted character or an expression that yields a single
character. If char is omitted, trailing blanks are trimmed.

STRUNC. STRUNC (strexp, length). String. Returns strexp truncated to length (in bytes) and then
trimmed of any trailing blanks. Truncation removes any fragment of a character that would be
truncated.

UPCASE. UPCASE(strexpr). String. Returns strexpr with lowercase letters changed to uppercase
and other characters unchanged.
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Deprecated string functions

The following functions provide functionality similar to the newer CHAR functions, but they
operate at the byte level rather than the character level. For example, the INDEX function returns
the byte position of needle within haystack, whereas CHAR . INDEX returns the character position.
These functions are supported primarily for compatibility with previous releases.

INDEX. INDEX(haystack,needle[,divisor]). Numeric. Returns a number that indicates the byte
position of the first occurrence of needle in haystack. The optional third argument, divisor, is a
number of bytes used to divide needle into separate strings. Each substring is used for searching
and the function returns the first occurrence of any of the substrings. Divisor must be a positive
integer and must divide evenly into the length of needle. Returns 0 if needle does not occur
within haystack.

LPAD. LPAD(strexprl,length[,strexpr2]). String. Left-pads strexprl to make its length the value
specified by length using as many complete copies as will fit of strexpr2 as the padding string.
The value of length represents the number of bytes and must be a positive integer. If the optional
argument strexpr2 is omitted, the value is padded with blank spaces.

RINDEX. RINDEX (haystack,needle[,divisor]). Numeric. Returns an integer that indicates the
starting byte position of the last occurrence of the string needle in the string haystack. The
optional third argument, divisor, is the number of bytes used to divide needle into separate strings.
Divisor must be a positive integer and must divide evenly into the length of needle. If needle is
not found, the value 0 is returned.

RPAD. RPAD(strexprl,length[,strexpr2]). String. Right-pads strexprl with strexpr2 to extend it to
the length given by length using as many complete copies as will fit of strexpr2 as the padding
string. The value of length represents the number of bytes and must be a positive integer. The
optional third argument strexpr2 is a quoted string or an expression that resolves to a string. If
strepxr2 is omitted, the value is padded with blanks.

SUBSTR. SUBSTR(strexpr,pos[,length]). String. Returns the substring beginning at byte position
pos of strexpr. The optional third argument represents the number of bytes in the substring. If the
optional argument length is omitted, returns the substring beginning at byte position pos of strexpr
and running to the end of strexpr. When used on the left side of an equals sign, the substring is
replaced by the string specified on the right side of the equals sign. The rest of the original string
remains intact. For example, SUBSTR (ALPHA6,3,1)="*" changes the third character of all
values for ALPHAG to *. If the replacement string is longer or shorter than the substring, the
replacement is truncated or padded with blanks on the right to an equal length.

Example

STRING stringVarl stringVar2 stringVar3 (A22).
COMPUTE stringVarl=' Does this'.
COMPUTE stringVar2='ting work?'.
COMPUTE stringVar3=
CONCAT (RTRIM (LTRIM(stringVvVarl)), " ",
REPLACE (stringVar2, "ting", "thing")).

m  The CONCAT function concatenates the values of stringVarl and stringVar2, inserting a space
as a literal string (" ") between them.
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®  The RTRIM function strips off trailing blanks from stringVarl. In code page mode, this is
necessary to eliminate excessive space between the two concatenated string values because
in code page mode all string variable values are automatically right-padded to the defined
width of the string variables. In Unicode mode, this has no effect because trailing blanks are
automatically removed from string variable values in Unicode mode.

®  The LTRIM function removes the leading spaces from the beginning of the value of stringVarl.

B  The REPLACE function replaces the misspelled "ting" with "thing" in stringVar2.

The final result is a string value of “Does this thing work?”

Example

This example extracts the numeric components from a string telephone number into three numeric
variables.

DATA LIST FREE (",") /telephone (Al6).
BEGIN DATA

111-222-3333

222 - 333 - 4444

333-444-5555

444 - 555-6666

555-666-0707

END DATA.

STRING #telstr (Al6).

COMPUTE #telstr = telephone.

VECTOR tel(3,f4).
LOOP #i = 1 to 2.
- COMPUTE #dash =
- COMPUTE tel (#1i)
- COMPUTE #telstr
END LOOP.

COMPUTE tel(3) = NUMBER (#telstr,fl10).
EXECUTE.

FORMATS tell tel2 (N3) tel3 (N4).

CHAR.INDEX (#telstr,"-").
NUMBER (CHAR.SUBSTR (#telstr, 1, #dash-1),£10) .
CHAR.SUBSTR (#telstr, #dash+1) .

B A temporary (scratch) string variable, #telstr, is declared and set to the value of the original
string telephone number.

B The VECTOR command creates three numeric variables—tell, tel2, and tel3—and creates a
vector containing those variables.

B The LOOP structure iterates twice to produce the values for te// and fel2.

B COMPUTE #dash = CHAR.INDEX (#telstr,"-") creates another temporary variable,
#dash, that contains the position of the first dash in the string value.

B  On the first iteration, COMPUTE tel (#i) =
NUMBER (CHAR.SUBSTR (#telstr, 1, #dash-1), £10) extracts everything prior to the first
dash, converts it to a number, and sets fel/ to that value.

B COMPUTE #telstr = CHAR.SUBSTR (#telstr, #dash+1) then sets #telstr to the
remaining portion of the string value after the first dash.

B On the second iteration, COMPUTE #dash. .. sets #dash to the position of the “first” dash
in the modified value of #felstr. Since the area code and the original first dash have been
removed from #telstr, this is the position of the dash between the exchange and the number.



114

Universals

B COMPUTE tel (#) ... sets fel2 to the numeric value of everything up to the “first” dash in
the modified version of #telstr, which is everything after the first dash and before the second
dash in the original string value.

B COMPUTE #telstr... then sets #elstr to the remaining segment of the string
value—everything after the “first” dash in the modified value, which is everything after the
second dash in the original value.

m  After the two loop iterations are complete, COMPUTE tel (3) = NUMBER (#telstr, £10)
sets tel3 to the numeric value of the final segment of the original string value.

String/numeric conversion functions

NUMBER. NUMBER(strexpr,format). Numeric. Returns the value of the string expression strexpr
as a number. The second argument, format, is the numeric format used to read strexpr. For
example, NUMBER(stringDate,DATE11) converts strings containing dates of the general format
dd-mmm-yyyy to a numeric number of seconds that represent that date. (To display the value as a
date, use the FORMATS or PRINT FORMATS command.) If the string cannot be read using the
format, this function returns system-missing.

STRING. STRING(numexpr,format). String. Returns the string that results when numexpr is
converted to a string according to format. STRING(-1.5,F5.2) returns the string value ’-1.50°. The
second argument format must be a format for writing a numeric value.

Example

DATA LIST FREE /tell tel2 tel3.
BEGIN DATA
123 456 0708
END DATA.
STRING telephone (Al2).
COMPUTE telephone=
CONCAT (STRING(tell,N3), "-", STRING(tel2, N3), "-", STRING(tel3, N4)).

A new string variable, telephone, is declared to contain the computed string value.

The three numeric variables are converted to strings and concatenated with dashes between
the values.

B The numeric values are converted using N format to preserve any leading zeros.

LAG function

LAG. LAG(variable[, n]). Numeric or string. The value of variable in the previous case or n cases
before. The optional second argument, n, must be a positive integer; the default is 1. For example,
prevd=LAG(gnp,4) returns the value of gnp for the fourth case before the current one. The first
four cases have system-missing values for prev4.

m  The result is of the same type (numeric or string) as the variable specified as the first argument.
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m  The first n cases for string variables are set to blanks. For example, if PREV2=LAG
(LNAME, 2) is specified, blanks will be assigned to the first two cases for PREV2.

B When LAG is used with commands that select cases (for example, SELECT IF and SAMPLE),
LAG counts cases affer case selection, even if specified before these commands. For more
information, see the topic Command Order on p. 44.

Note: In a series of transformation commands without any intervening EXECUTE commands or
other commands that read the data, lag functions are calculated after all other transformations,
regardless of command order. For example,

COMPUTE lagvar=LAG(varl) .
COMPUTE varl=varl*2.

and

COMPUTE lagvar=LAG(varl) .
EXECUTE.
COMPUTE varl=varl*2.

yield very different results for the value of /agvar, since the former uses the transformed value of
varl while the latter uses the original value.

VALUELABEL function

VALUELABEL. VALUELABEL(varname). String. Returns the value label for the value of variable
or an empty string if there is no label for the value. The value of varname must be a variable
name; it cannot be an expression.

Example

STRING labelvar (A120).

COMPUTE labelvar=VALUELABEL (varl) .

DO REPEAT varlist=var2, var3, varéd
/newvars=labelvar2, labelvar3, labelvar4.

- STRING newvars (A120).

- COMPUTE newvars=VALUELABEL (varlist) .

END REPEAT.

Logical expressions

Logical expressions can appear on the COMPUTE, IF, SELECT IF,DO IF,ELSE IF,LOOP IF,
and END LOOP IF commands. A logical expression is evaluated as true or false, or as missing
if it is indeterminate. A logical expression returns 1 if the expression is true, 0 if it is false, or
system-missing if it is missing. Thus, logical expressions can be any expressions that yield this
three-value logic.

m  The simplest logical expression is a logical variable. A logical variable is any numeric
variable that has the values 1, 0, or system-missing. Logical variables cannot be strings.

m  Logical expressions can be simple logical variables or relations, or they can be complex
logical tests involving variables, constants, functions, relational operators, logical operators,
and parentheses to control the order of evaluation.
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B  On an IF command, a logical expression that is true causes the assignment expression to
be executed. A logical expression that returns missing has the same effect as one that is
false—that is, the assignment expression is not executed and the value of the target variable
is not altered.

B OnaDO IFcommand, alogical expression that is true causes the execution of the commands
immediately following the DO IF, up to the next ELSE IF, ELSE, or END IF. Ifitis false,
the next ELSE IF or ELSE command is evaluated. If the logical expression returns missing
for each of these, the entire structure is skipped.

B Ona SELECT IFcommand, a logical expression that is true causes the case to be selected. A
logical expression that returns missing has the same effect as one that is false—that is, the
case is not selected.

B OnaLooP IF command, a logical expression that is true causes looping to begin (or
continue). A logical expression that returns missing has the same effect as one that is
false—that is, the structure is skipped.

B Onan END LOOP IF command, a logical expression that is false returns control to the LOOP
command for that structure, and looping continues. If it is true, looping stops and the structure
is terminated. A logical expression that returns a missing value has the same effect as one that
is true—that is, the structure is terminated.

Example

DATA LIST FREE (",") /a.

BEGIN DATA

i, , 1, ,

END DATA.

COMPUTE b=a.

* The following does NOT work since the second condition
is never evaluated.

DO IF a=1.

COMPUTE al=1.

ELSE IF MISSING(a) .

COMPUTE al=2.

END TF.

* On the other hand the following works.

DO IF MISSING (b).

COMPUTE bl=2.

ELSE IF b=1.

COMPUTE bl=1.

END TF.

m  The first DO IF will never yield a value of 2 for a/ because if a is missing, then DO IF
a=1 evaluates as missing and control passes immediately to END TF. So al will either be 1
or missing.

® In the second DO IF, however, we take care of the missing condition first; so if the value of b
is missing, DO IF MISSING (b) evaluates as true and b/ is set to 2; otherwise, b/ is set to 1.

String variables in logical expressions

String variables, like numeric variables, can be tested in logical expressions.

m  String variables must be declared before they can be used in a string expression.



17

Universals

m  String variables cannot be compared to numeric variables.

m  [f strings of different lengths are compared, the shorter string is right-padded with blanks to
equal the length of the longer string.

®  The magnitude of strings can be compared using LT, GT, and so on, but the outcome depends
on the sorting sequence of the computer. Use with caution.

m  User-missing string values are treated the same as nonmissing string values when evaluating
string variables in logical expressions. In other words, all string variable values are treated as
valid, nonmissing values in logical expressions.

Relational operators

A relation is a logical expression that compares two values using a relational operator. In the
command

IF

(X EQ 0) Y=1

the variable X and 0 are expressions that yield the values to be compared by the EQ relational
operator. The following are the relational operators:

Symbol Definition

EQor= Equal to

NE or ~= or — = or <> Not equal to

LT or < Less than

LE or <= Less than or equal to

GT or > Greater than

GE or >= Greater than or equal to

m  The expressions in a relation can be variables, constants, or more complicated arithmetic

expressions.

®  Blanks (not commas) must be used to separate the relational operator from the expressions. To
make the command more readable, use extra blanks or parentheses.

m  For string values, “less than” and “greater than” results can vary by locale even for the same
set of characters, since the national collating sequence is used. Language order, not ASCII
order, determines where certain characters fall in the sequence.

NOT logical operator

The NOT logical operator reverses the true/false outcome of the expression that immediately

follows.

B The NOT operator affects only the expression that immediately follows, unless a more complex
logical expression is enclosed in parentheses.

B You can substitute ~ or — for NOT as a logical operator.

|

NOT can be used to check whether a numeric variable has the value 0, 1, or any other value.
For example, all scratch variables are initialized to 0. Therefore, NOT (#ID) returns false or
missing when #/D has been assigned a value other than 0.
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AND and OR logical operators

Two or more relations can be logically joined using the logical operators AND and OR. Logical
operators combine relations according to the following rules:

®  The ampersand (&) symbol is a valid substitute for the logical operator AND. The vertical bar (

| ) is a valid substitute for the logical operator OR.

®  Only one logical operator can be used to combine two relations. However, multiple relations
can be combined into a complex logical expression.

m  Regardless of the number of relations and logical operators used to build a logical expression,

the result is either true, false, or indeterminate because of missing values.

m  Operators or expressions cannot be implied. For example, X EQ 1 OR 2 is illegal; you
must specify X EQ 1 OR X EQ 2.

B  The ANY and RANGE functions can be used to simplify complex expressions.

AND Both relations must be true for the complex expression to be true.
OR If either relation is true, the complex expression is true.

The following table lists the outcomes for AND and OR combinations.

Table 2-3
Logical outcomes

Expression Outcome Expression Outcome
true AND true = true true OR true = true
true AND false = false true OR false = true
false AND false = false false OR false = false
true AND missing = missing true OR missing = true*
missing AND missing = missing missing OR missing = missing
false AND missing = false* false OR missing = missing

* Expressions where the outcome can be evaluated with incomplete information. For more
information, see the topic Missing values in logical expressions on p. 124.

Example

DATA LIST FREE /varl var2 var3.
BEGIN DATA
111

NN N
S w e

1
1
4
END DATA.

SELECT IF varl = 4 OR ((var2 > varl) AND (varl <> wvar3)).

B Any case that meets the first condition—varl = 4—will be selected, which in this example
is only the last case.

B Any case that meets the second condition will also be selected. In this example, only the
third case meets this condition, which contains two criteria: var2 is greater than var/ and
varl is not equal to var3.
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Order of evaluation

®  When arithmetic operators and functions are used in a logical expression, the order of
operations is functions and arithmetic operations first, then relational operators, and then
logical operators.

When more than one logical operator is used, NOT is evaluated first, then AND, and then OR.

To change the order of evaluation, use parentheses.

Logical functions

®  Each argument to a logical function (expression, variable name, or constant) must be separated
by a comma.

m  The target variable for a logical function must be numeric.

m  The functions RANGE and ANY can be useful shortcuts to more complicated specifications on
the IF, DO IF, and other conditional commands. For example, for non-missing values,
the command

SELECT IF ANY (REGION, "NW","NE","SE").
is equivalent to

SELECT IF (REGION EQ "NW" OR REGION EQ "NE" OR REGION EQ "SE").

RANGE. RANGE(test,lo,hi[,lo,hi,..]). Logical. Returns 1 or true if test is within any of the inclusive
range(s) defined by the pairs lo, hi. Arguments must be all numeric or all strings of the same
length, and each of the lo, hi pairs must be ordered with lo <= hi. Note: For string values, results
can vary by locale even for the same set of characters, since the national collating sequence is
used. Language order, not ASCII order, determines where certain characters fall in the sequence.

ANY. ANY (test,value[,value,...]). Logical. Returns 1 or true if the value of test matches any of the
subsequent values; returns 0 or false otherwise. This function requires two or more arguments.
For example, ANY (varl, 1, 3, 5) returns 1 if the value of varl is 1, 3, or 5 and 0 for other values.
ANY can also be used to scan a list of variables or expressions for a value. For example, ANY(1,
varl, var2, var3) returns 1 if any of the three specified variables has a value of 1 and 0 if all three
variables have values other than 1.

See Treatment of missing values in arguments for information on how missing values are handled
by the ANY and RANGE functions.

Scoring expressions

Scoring expressions apply model XML from an external file to the active dataset and generate
predicted values, predicted probabilities, and other values based on that model.

B Scoring expressions must be preceded by a MODEL. HANDLE command that identifies the
external XML model file and optionally does variable mapping.
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B Scoring expressions require two arguments: the first identifies the model, and the second
identifies the scoring function. An optional third argument allows users to obtain the
probability (for each case) associated with a selected category, in the case of a categorical
target variable. It is also used in nearest neighbor models to specify a particular neighbor.

m  Prior to applying scoring functions to a set of data, a data validation analysis is performed.
The analysis includes checking that data are of the correct type as well as checking that the
data values are in the set of allowed values defined in the model. For example, for categorical
variables, a value that is neither a valid category nor defined as user-missing would be treated
as an invalid value. Values that are found to be invalid are treated as system-missing.

The following scoring expressions are available:

ApplyModel. ApplyModel(handle, "function", value). Numeric. Applies a particular scoring
function to the input case data using the model specified by handle and where "function" is

one of the following string literal values enclosed in quotes: predict, stddev, probability,
confidence, nodeid, cumhazard, neighbor, distance. The model handle is the name associated
with the external XML file, as defined on the MODEL HANDLE command. The optional third
argument applies when the function is "probability”, "neighbor", or "distance". For "probability",
it specifies a category for which the probability is calculated. For "neighbor" and "distance", it
specifies a particular neighbor (as an integer) for nearest neighbor models. ApplyModel returns
system-missing if a value can not be computed. String values must be enclosed in quotes. For
example, ApplyModel (namel, ‘probability', ‘reject'), where namel is the model’s
handle name and ‘reject' is a valid category for a target variable that is a string.

StrApplyModel. StrApplyModel(handle, "function", value). String. Applies a particular scoring
function to the input case data using the model specified by handle and where "function" is one
of the following string literal values enclosed in quotes: predict, stddev, probability, confidence,
nodeid, cumhazard, neighbor, distance. The model handle is the name associated with the external
XML file, as defined on the MODEL HANDLE command. The optional third argument applies
when the function is "probability", "neighbor", or "distance". For "probability", it specifies a
category for which the probability is calculated. For "neighbor" and "distance", it specifies a
particular neighbor (as an integer) for nearest neighbor models. StrApplyModel returns a blank

string if a value cannot be computed.

The following scoring functions are available:

PREDICT Returns the predicted value of the target variable.
STDDEV Standard deviation.
PROBABILITY Probability associated with a particular category of a target variable.

Applies only to categorical variables. In the absence of the optional third
parameter, category, this is the probability that the predicted category is
the correct one for the target variable. If a particular category is specified,
then this is the probability that the specified category is the correct one
for the target variable.

CONFIDENCE A probability measure associated with the predicted value of a categorical
target variable. Applies only to categorical variables.
NODEID The terminal node number. Applies only to tree models.

CUMHAZARD Cumulative hazard value. Applies only to Cox regression models.
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The ID of the kth nearest neighbor. Applies only to nearest neighbor

models. In the absence of the optional third parameter, k, this is the ID of
the nearest neighbor. The ID is the value of the case labels variable, if
supplied, and otherwise the case number.

DISTANCE

The distance to the kth nearest neighbor. Applies only to nearest

neighbor models. In the absence of the optional third parameter, k, this
is the distance to the nearest neighbor. Depending on the model, either
Euclidean or City Block distance will be used.

The following table lists the set of scoring functions available for each type of model that supports
scoring. The function type denoted as PROBABILITY (category) refers to specification of a
particular category (the optional third parameter) for the PROBABILITY function.

Table 2-4

Supported functions by model type

Model type Supported functions

Tree (categorical target) PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE, NODEID

Tree (scale target) PREDICT, NODEID, STDDEV

Boosted Tree (C5.0) PREDICT, CONFIDENCE

Linear Regression PREDICT, STDDEV

Automatic Linear Models PREDICT

Binary Logistic Regression PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE

Conditional Logistic Regression PREDICT

Multinomial Logistic Regression PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE

General Linear Model PREDICT, STDDEV

Discriminant PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE

TwoStep Cluster PREDICT

K-Means Cluster PREDICT, CONFIDENCE

Kohonen PREDICT

Neural Net (categorical target) PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE

Neural Net (scale target) PREDICT

Naive Bayes PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE

Anomaly Detection PREDICT

Ruleset PREDICT, CONFIDENCE

Generalized Linear Model (categorical PREDICT, PROBABILITY, PROBABILITY (category),

target) CONFIDENCE

Generalized Linear Model (scale target) PREDICT, STDDEV

Generalized Linear Mixed Model (categorical | PREDICT, PROBABILITY, PROBABILITY (category),

target) CONF IDENCE

Generalized Linear Mixed Model (scale PREDICT

target)

Ordinal Multinomial Regression PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE

Cox Regression PREDICT, CUMHAZARD
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Model type Supported functions

Nearest Neighbor (scale target) PREDICT, NEIGHBOR, NEIGHBOR (K), DISTANCE,
DISTANCE (K)

Nearest Neighbor (categorical target) PREDICT, PROBABILITY, PROBABILITY (category),
CONF IDENCE,NEIGHBOR, NEIGHBOR (K) ,DISTANCE,
DISTANCE (K)

m  For the Binary Logistic Regression, Multinomial Logistic Regression, and Naive Bayes
models, the value returned by the CONFIDENCE function is identical to that returned by the
PROBABILITY function.

m  For the K-Means model, the value returned by the CONFIDENCE function is the least distance.

m  For tree and ruleset models, the confidence can be interpreted as an adjusted probability of
the predicted category and is always less than the value given by PROBABILITY. For these
models, the confidence value is more reliable than the value given by PROBABILITY.

m  For neural network models, the confidence provides a measure of whether the predicted
category is much more likely than the second-best predicted category.

B For Ordinal Multinomial Regression and Generalized Linear Model, the PROBABILITY
function is supported when the target variable is binary.

m  For nearest neighbor models without a target variable, the available functions are NEIGHBOR
and DISTANCE.

Missing values

Functions and simple arithmetic expressions treat missing values in different ways. In the
expression

(varl+var2+var3) /3

the result is missing if a case has a missing value for any of the three variables.

In the expression

MEAN (varl, var2, var3)

the result is missing only if the case has missing values for all three variables.

For statistical functions, you can specify the minimum number of arguments that must have
nonmissing values. To do so, type a period and the minimum number after the function name, as in:
MEAN. 2 (varl, var2, var3)

The following sections contain more information on the treatment of missing values in functions
and transformation expressions, including special missing value functions.

Treatment of missing values in arguments

If the logic of an expression is indeterminate because of missing values, the expression returns a
missing value and the command is not executed. The following table summarizes how missing
values are handled in arguments to various functions.
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Table 2-5
Missing values in arguments
Function Retur ns system-missing if
MOD (x1,x2) x1 is missing, or x2 is missing and x1 is not 0.
MAX.n (x1,x2,...xk) Fewer than n arguments are valid; the default  is 1.
MEAN.n (x1,x2,...xk)
MIN.n (x1,x2,...x1)
SUM.n (x1,x2,...xk)
CFVAR.n (x1,x2,...xk) Fewer than n arguments are valid; the default # is 2.
SD.n (x1,x2,...xk)
VARIANCE.n (x1,x2,...xk)
LPAD (x1,x2,x3) x1 or x2 is illegal or missing.
LTRIM(x1,x2)
RTRIM (x1,x2)
RPAD (x1,x2,x3)
SUBSTR (x1,x2,x3) x2 or x3 is illegal or missing.
NUMBER (x, format) The conversion is invalid.
STRING (x, format)
INDEX (x1,x2,x3) x3 is invalid or missing.
RINDEX (x1,x2,x3)
LAG (x,n) x is missing n cases previously (and always for the first n
cases); the default n is 1.
ANY (x,x1,x2,...xk) For numeric values, if x is missing or all the remaining

arguments are missing, the result is system-missing. For string
values, user-missing value are treated as valid values, and the
result is never missing.

RANGE (x,x1,x2,...xkl,xk2) For numeric values, the result is system-missing if:
B X is missing, or

B all the ranges defined by the remaining arguments are
missing, or

B any range has a starting value that is higher than the
ending value.

A numeric range is missing if either of the arguments that
define the range is missing. This includes ranges for which
one of the arguments is equal to the value of the first argument
in the expression. For example: RANGE (x, x1, x2) is
missing if any of the arguments is missing, even if x1 or x2

is equal to x.

For string values, user-missing values are treated as valid
values, and the result is only missing if any range has a starting
value that is higher than the ending value.

VALUE (x) x 18 system-missing.
MISSING (x) Never.

NMISS (x1,x2,...xk)

NVALID (x1,x2,...xk)

SYSMIS (x)
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Any function that is not listed in this table returns the system-missing value when the
argument is missing.

The system-missing value is a displayed as a period (.) for numeric variables.
String variables do not have system-missing values. An invalid string expression nested
within a complex transformation yields a null string, which is passed to the next level of

operation and treated as missing. However, an invalid string expression that is not nested is
displayed as a blank string and is not treated as missing.

Missing values in numeric expressions

®  Most numeric expressions receive the system-missing value when any one of the values in

the expression is missing.

®  Some arithmetic operations involving 0 can be evaluated even when the variables have

missing values. These operations are:

Expression Result
0 * missing 0
0 / missing 0
MOD (0, missing) 0

B The .n suffix can be used with the statistical functions SUM, MEAN, MIN, MAX, SD, VARIANCE,

and CFVAR to specify the number of valid arguments that you consider acceptable. The default
of n is 2 for SD, VARIANCE, and CFVAR, and 1 for other statistical functions. For example,

COMPUTE FACTOR = SUM.2 (SCORE1l TO SCORE3) .

computes the variable FACTOR only if a case has valid information for at least two scores.
FACTOR is assigned the system-missing value if a case has valid values for fewer than two
scores. If the number specified exceeds the number of arguments in the function, the result
is system-missing.

Missing values in string expressions

If the numeric argument (which can be an expression) for the functions LPAD and RPAD is
illegal or missing, the result is a null string. If the padding or trimming is the only operation,
the string is then padded to its entire length with blanks. If the operation is nested, the null
string is passed to the next nested level.

If a numeric argument to SUBSTR is illegal or missing, the result is a null string. If SUBSTR is
the only operation, the string is blank. If the operation is nested, the null string is passed to
the next nested level.

If a numeric argument to INDEX or RINDEX is illegal or missing, the result is system-missing.

Missing values in logical expressions

In a simple relation, the logic is indeterminate if the expression on either side of the relational
operator is missing. When two or more relations are joined by logical operators AND and OR, a
missing value is always returned if all of the relations in the expression are missing. However, if
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any one of the relations can be determined, IBM® SPSS® Statistics tries to return true or false
according to the logical outcomes. For more information, see the topic AND and OR logical
operators on p. 118.

®  When two relations are joined with the AND operator, the logical expression can never be true
if one of the relations is indeterminate. The expression can, however, be false.

®  When two relations are joined with the OR operator, the logical expression can never be false
if one relation returns missing. The expression, however, can be true.

Missing value functions

m  Each argument to a missing-value function (expression, variable name, or constant) must
be separated by a comma.

m  With the exception of the MISSING function, only numeric values can be used as arguments in
missing-value functions.

m  The keyword TO can be used to refer to a set of variables in the argument list for functions
NMISS and NVALID.

B The functions MISSING and SYSMIS are logical functions and can be useful shortcuts to more
complicated specifications on the TF, DO IF, and other conditional commands.

VALUE. VALUE(variable). Numeric or string. Returns the value of variable, ignoring user
missing-value definitions for variable, which must be a variable name or a vector reference to a
variable name.

MISSING. MISSING(variable). Logical. Returns 1 or true if variable has a system- or user-missing
value. The argument should be a variable name in the active dataset.

SYSMIS. SYSMIS(numvar). Logical. Returns 1 or true if the value of numvar is system-missing.
The argument numvar must be the name of a numeric variable in the active dataset.

NMISS. NMISS(variablel[,..]). Numeric. Returns a count of the arguments that have system- and
user-missing values. This function requires one or more arguments, which should be variable
names in the active dataset.

NVALID. NVALID(variable[,..]). Numeric. Returns a count of the arguments that have valid,
nonmissing values. This function requires one or more arguments, which should be variable
names in the active dataset.



2SLS

2SLs is available in the Regression option.

2SLS [EQUATION=]dependent variable WITH predictor variable
[/ [EQUATION=]dependent variable...]
/INSTRUMENTS=varlist
[ /ENDOGENOUS=varlist]

[/ {CONSTANT* *}
{NOCONSTANT}

[/PRINT=COV]
[/SAVE = [PRED] [RESID]]

[/APPLY [='model name']]
**Default if the subcommand or keyword is omitted.

This command reads the active dataset and causes execution of any pending commands. For more
information, see the topic Command Order on p. 44.

Example

2SLS VARO1 WITH VAR02 VARO3
/INSTRUMENTS VARO3 LAGVARO1.

Overview

23LsS performs two-stage least-squares regression to produce consistent estimates of parameters
when one or more predictor variables might be correlated with the disturbance. This situation
typically occurs when your model consists of a system of simultaneous equations wherein
endogenous variables are specified as predictors in one or more of the equations. The
two-stage least-squares technique uses instrumental variables to produce regressors that are not
contemporaneously correlated with the disturbance. Parameters of a single equation or a set

of simultaneous equations can be estimated.

Options

New Variables. You can change NEWVAR settings on the TSET command prior to 2SLS to evaluate
the regression statistics without saving the values of predicted and residual variables, or you can
save the new values to replace the values that were saved earlier, or you can save the new values
without erasing values that were saved earlier (see the TSET command). You can also use the
SAVE subcommand on 2SLS to override the NONE or the default CURRENT settings on NEWVAR.

Covariance Matrix. You can obtain the covariance matrix of the parameter estimates in addition
to all of the other output by specifying PRINT=DETAILED on the TSET command prior to
2SLS. You can also use the PRINT subcommand to obtain the covariance matrix, regardless of
the setting on PRINT.
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Basic Specification

The basic specification is at least one EQUATTON subcommand and one INSTRUMENTS
subcommand.

m  For each specified equation, 2SLS estimates and displays the regression analysis-of-variance
table, regression standard error, mean of the residuals, parameter estimates, standard errors of
the parameter estimates, standardized parameter estimates, ¢ statistic significance tests and
probability levels for the parameter estimates, tolerance of the variables, and correlation
matrix of the parameter estimates.

B [f the setting on NEWVAR is either ALL or the default CURRENT, two new variables containing
the predicted and residual values are automatically created for each equation. The variables
are labeled and added to the active dataset.

Subcommand Order

®  Subcommands can be specified in any order.

Syntax Rules

®  The INSTRUMENTS subcommand must specify at least as many variables as are specified after
WITH on the longest EQUATION subcommand.

m [f a subcommand is specified more than once, the effect is cumulative (except for the APPLY
subcommand, which executes only the last occurrence).

Operations
B 25LS cannot produce forecasts beyond the length of any regressor series.
B 2SLS honors the WEIGHT command.

B 23LS uses listwise deletion of missing data. Whenever a variable is missing a value for a
particular observation, that observation will not be used in any of the computations.

Examples

* 2-Stage Least Squares.

TSET NEWVAR=NONE .

2SLS buyoff WITH buycd buybk offer_typel offer_ type2
/INSTRUMENTS offer_typel offer_type2 lndisccd 1lndiscbk buycd_1 buybk_1
/CONSTANT .

®  The procedure fits a model for buyoff using buycd, buyck, offer typel, and offer_type2
as explanatory variables.

m The INSTRUMENTS subcommand specifies that offer typel, offer_type2, Indisccd, Indiscbk,
buycd 1, and buybk 1 are used as instrument variables to predict buycd and buybk.

m  All other options are set to their default values.
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EQUATION Subcommand

EQUATION specifies the structural equations for the model and is required. The actual keyword
EQUATION is optional.

B An equation specifies a single dependent variable, followed by keyword WwITH and one or
more predictor variables.

B You can specify more than one equation. Multiple equations are separated by slashes.

Example

2SLS EQUATION=Y1l WITH X1 X2
/INSTRUMENTS=X1 LAGX2 X3.

®m In this example, Y/ is the dependent variable, and X7 and X2 are the predictors. The
instruments that are used to predict the X2 values are X1, LAGX2, and X3.

INSTRUMENTS Subcommand

INSTRUMENTS specifies the instrumental variables. These variables are used to compute predicted
values for the endogenous variables in the first stage of 2SLS.

B At least one INSTRUMENTS subcommand must be specified.

®  [f more than one INSTRUMENTS subcommand is specified, the effect is cumulative. All
variables that are named on INSTRUMENTS subcommands are used as instruments to predict
all the endogenous variables.

Any variable in the active dataset can be named as an instrument.

Instrumental variables can be specified on the EQUATION subcommand, but this specification
is not required.

B The INSTRUMENTS subcommand must name at least as many variables as are specified after
WITH on the longest EQUATTON subcommand.

m [f all the predictor variables are listed as the only INSTRUMENTS, the results are the same as
results from ordinary least-squares regression.

Example

2S5LS DEMAND WITH PRICE, INCOME
/PRICE WITH DEMAND, RAINFALL, LAGPRICE
/INSTRUMENTS=INCOME, RAINFALL, LAGPRICE.

®  The endogenous variables are PRICE and DEMAND.

®  The instruments to be used to compute predicted values for the endogenous variables are
INCOME, RAINFALL, and LAGPRICE.
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ENDOGENOUS Subcommand

All variables that are not specified on the INSTRUMENTS subcommand are used as endogenous
variables by 2sLs. The ENDOGENOUS subcommand simply allows you to document what these
variables are.

m  Computations are not affected by specifications on the ENDOGENOUS subcommand.

Example

2SLS Y1 WITH X1 X2 X3
/INSTRUMENTS=X2 X4 LAGY1l
/ENDOGENOUS=Y1 X1 X3.

B In this example, the ENDOGENOUS subcommand is specified to document the endogenous
variables.

CONSTANT and NOCONSTANT Subcommands

Specify CONSTANT or NOCONSTANT to indicate whether a constant term should be estimated in
the regression equation. The specification of either subcommand overrides the CONSTANT setting
on the TSET command for the current procedure.

B CONSTANT is the default and specifies that the constant term is used as an instrument.

B NOCONSTANT eliminates the constant term.

SAVE Subcommand

SAVE saves the values of predicted and residual variables that are generated during the current
session to the end of the active dataset. The default names FIT n and ERR_n will be generated,
where n increments each time variables are saved for an equation. SAVE overrides the NONE or the
default CURRENT setting on NEWVAR for the current procedure.

PRED Save the predicted value. The new variable is named FIT n, where n increments each
time a predicted or residual variable is saved for an equation.

RESSID Save the residual value. The new variable is named ERR_n, where n increments each
time a predicted or residual variable is saved for an equation.

PRINT Subcommand

PRINT can be used to produce an additional covariance matrix for each equation. The only
specification on this subcommand is keyword cov. The PRINT subcommand overrides the PRINT
setting on the TSET command for the current procedure.

APPLY Subcommand

APPLY allows you to use a previously defined 2SL.s model without having to repeat the
specifications.
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®  The only specification on APPLY is the name of a previous model. If a model name is not
specified, the model that was specified on the previous 2SLS command is used.

m  To change the series that are used with the model, enter new series names before or after
the APPLY subcommand.

m  To change one or more model specifications, specify the subcommands of only those portions
that you want to change after the APPLY subcommand.

m If no series are specified on the command, the series that were originally specified with the
model that is being reapplied are used.

Example

28LS Y1 WITH X1 X2 / X1 WITH Y1 X2
/INSTRUMENTS=X2 X3.

258LS APPLY
/INSTRUMENTS=X2 X3 LAGX1.

m In this example, the first command requests 2SLS using X2 and X3 as instruments.

m  The second command specifies the same equations but changes the instruments to X2, X3,
and LAGXI.
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ACF VARIABLES= series names

[/DIFF={1}]
{n}

[/SDIFF={1}]
{n}

[/PERIOD=n]

[/ {NOLOG**} ]
{LN }

[ /SEASONAL]

[ /MXAUTO={16%**}]
{n }

[ /SERROR={ IND**} ]
(MA 3}

[/PACF]

[/APPLY [='model name']]

**Default if the subcommand is omitted and there is no corresponding specification on the TSET
command.

This command reads the active dataset and causes execution of any pending commands. For more
information, see the topic Command Order on p. 44.

Example

ACF TICKETS.

Overview

ACF displays and plots the sample autocorrelation function of one or more time series. You can
also display and plot the autocorrelations of transformed series by requesting natural log and
differencing transformations within the procedure.

Options

Modifying the Series. You can request a natural log transformation of the series using the LN
subcommand and seasonal and nonseasonal differencing to any degree using the SDIFF and
DIFF subcommands. With seasonal differencing, you can specify the periodicity on the PERIOD
subcommand.

Statistical Output. With the MXAUTO subcommand, you can specify the number of lags for which
you want autocorrelations to be displayed and plotted, overriding the maximum specified

on TSET. You can also display and plot values at periodic lags only using the SEASONAL
subcommand. In addition to autocorrelations, you can display and plot partial autocorrelations
using the PACF subcommand.

Method of Calculating Standard Errors. You can specify one of two methods of calculating the
standard errors for the autocorrelations on the SERROR subcommand.
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Basic Specification

The basic specification is one or more series names.

m  For each series specified, ACF automatically displays the autocorrelation value, standard error,
Box-Ljung statistic, and probability for each lag.

B ACF plots the autocorrelations and marks the bounds of two standard errors on the plot. By
default, AcF displays and plots autocorrelations for up to 16 lags or the number of lags
specified on TSET.

®m [f a method has not been specified on TSET, the default method of calculating the standard
error (IND) assumes that the process is white noise.

Subcommand Order

®  Subcommands can be specified in any order.

Syntax Rules

B VARIABLES can be specified only once.

m  Other subcommands can be specified more than once, but only the last specification of each
one is executed.

Operations

m  Subcommand specifications apply to all series named on the ACF command.

m  [f the LN subcommand is specified, any differencing requested on that ACF command is
done on the log-transformed series.

m  Confidence limits are displayed in the plot, marking the bounds of two standard errors at
each lag.

Limitations

B A maximum of one VARIABLES subcommand. There is no limit on the number of series
named on the list.

Example
ACF VARIABLES = TICKETS
/LN
/DIFF=1
/SDIFF=1
/PER=12
/MXAUTO=50.

m  This example produces a plot of the autocorrelation function for the series TICKETS after a
natural log transformation, differencing, and seasonal differencing have been applied. Along
with the plot, the autocorrelation value, standard error, Box-Ljung statistic, and probability
are displayed for each lag.

B LN transforms the data using the natural logarithm (base e) of the series.

m DIFF differences the series once.



133

ACF

B SDIFF and PERIOD apply one degree of seasonal differencing with a period of 12.

B MXAUTO specifies that the maximum number of lags for which output is to be produced is 50.

VARIABLES Subcommand

VARIABLES specifies the series names and is the only required subcommand.

DIFF Subcommand

DIFF specifies the degree of differencing used to convert a nonstationary series to a stationary one
with a constant mean and variance before the autocorrelations are computed.

B You can specify 0 or any positive integer on DIFF.
m [f DIFF is specified without a value, the default is 1.

B The number of values used in the calculations decreases by 1 for each degree—1 of differencing.

Example

ACF VARIABLES = SALES
/DIFF=1.

B In this example, the series SALES will be differenced once before the autocorrelations are
computed and plotted.

SDIFF Subcommand

If the series exhibits a seasonal or periodic pattern, you can use the SDIFF subcommand to
seasonally difference the series before obtaining autocorrelations.

m  The specification on SDIFF indicates the degree of seasonal differencing and can be 0 or
any positive integer.

m [f sDIFF is specified without a value, the degree of seasonal differencing defaults to 1.

®  The number of seasons used in the calculations decreases by 1 for each degree of seasonal
differencing.

B The length of the period used by SDIFF is specified on the PERIOD subcommand. If the
PERIOD subcommand is not specified, the periodicity established on the TSET or DATE
command is used (see the PERTOD subcommand).

PERIOD Subcommand

PERIOD indicates the length of the period to be used by the SDIFF or SEASONAL subcommands.

m  The specification on PERIOD indicates how many observations are in one period or season
and can be any positive integer greater than 1.

B  The PERIOD subcommand is ignored if it is used without the SDIFF or SEASONAL
subcommands.
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m [f PERTIOD is not specified, the periodicity established on TSET PERIOD is in effect. If

TSET PERIOD is not specified, the periodicity established on the DATE command is used.

If periodicity was not established anywhere, the SDIFF and SEASONAL subcommands will
not be executed.

Example

ACF VARIABLES = SALES

/SDIFF=1M
/PERIOD=12.

m  This command applies one degree of seasonal differencing with a periodicity (season) of 12

to the series SALES before autocorrelations are computed.

LN and NOLOG Subcommands

LN transforms the data using the natural logarithm (base e) of the series and is used to remove

varying amplitude over time. NOLOG indicates that the data should not be log transformed.
NOLOG is the default.

m [f you specify LN on an ACF command, any differencing requested on that command will be
done on the log-transformed series.

®  There are no additional specifications on LN or NOLOG.

B Only the last LN or NOLOG subcommand on an ACF command is executed.

m [f a natural log transformation is requested when there are values in the series that are less
than or equal to zero, the ACF will not be produced for that series because nonpositive values
cannot be log transformed.

B NOLOG is generally used with an APPLY subcommand to turn off a previous LN specification.

Example

ACF VARIABLES = SALES

/LN.

This command transforms the series SALES using the natural log transformation and then
computes and plots autocorrelations.

SEASONAL Subcommand

Use the SEASONAL subcommand to focus attention on the seasonal component by displaying and
plotting autocorrelations at periodic lags only.

There are no additional specifications on SEASONAL.

If SEASONAL is specified, values are displayed and plotted at the periodic lags indicated on the
PERIOD subcommand. If PERTIOD is not specified, the periodicity established on the TSET
or DATE command is used (see the PERTOD subcommand).

If SEASONAL is not specified, autocorrelations for all lags up to the maximum are displayed
and plotted.
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Example

ACF VARIABLES = SALES
/ SEASONAL
/PERIOD=12.

m In this example, autocorrelations are displayed only at every 12th lag.

MXAUTO Subcommand

MXAUTO specifies the maximum number of lags for a series.
B The specification on MXAUTO must be a positive integer.

B [f MXAUTO is not specified, the default number of lags is the value set on TSET MxXauToO. If
TSET MXAUTO is not specified, the default is 16.

B The value on MXAUTO overrides the value set on TSET MXAUTO.

Example

ACF VARIABLES = SALES
/MXAUTO=14.

®  This command sets the maximum number of autocorrelations to be displayed for the series
SALES to 14.

SERROR Subcommand

SERROR specifies the method of calculating the standard errors for the autocorrelations.
B You must specify either the keyword IND or MA on SERROR.

®  The method specified on SERROR overrides the method specified on the TSET ACFSE
command.

m [f SERROR is not specified, the method indicated on TSET ACFSE is used. If TSET ACFSE is
not specified, the default is IND.

IND Independence model. The method of calculating the standard errors assumes that the
underlying process is white noise.

MA MA model. The method of calculating the standard errors is based on Bartlett’s approximation.
With this method, appropriate where the true MA order of the process is -1, standard errors
grow at increased lags (Pankratz, 1983).

Example

ACF VARIABLES = SALES
/SERROR=MA .

m In this example, the standard errors of the autocorrelations are computed using the MA method.
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PACF Subcommand

Use the PACF subcommand to display and plot sample partial autocorrelations as well as
autocorrelations for each series named on the ACF command.

m  There are no additional specifications on PACF.

B pACF also displays the standard errors of the partial autocorrelations and indicates the bounds
of two standard errors on the plot.

m  With the exception of SERROR, all other subcommands specified on that ACF command apply
to both the partial autocorrelations and the autocorrelations.

Example

ACF VARIABLES = SALES
/DIFFERENCE=1
/PACF.

®  This command requests both autocorrelations and partial autocorrelations for the series SALES
after it has been differenced once.

APPLY Subcommand

APPLY allows you to use a previously defined ACF model without having to repeat the
specifications.

m  The only specification on APPLY is the name of a previous model in quotation marks. If a
model name is not specified, the model specified on the previous ACF command is used.

m  To change one or more model specifications, specify the subcommands of only those portions
you want to change after the APPLY subcommand.

m If no series are specified on the ACF command, the series that were originally specified with
the model being reapplied are used.

m  To change the series used with the model, enter new series names before or after the APPLY
subcommand.

Example

ACF VARIABLES = TICKETS
/LN
/DIFF=1
/SDIFF=1
/PERIOD=12
/MXAUTO=50.

ACF VARIABLES = ROUNDTRP
/APPLY.

ACF APPLY
/NOLOG.

ACF APPLY 'MOD_2'
/PERIOD=6.

®  The first command requests a maximum of 50 autocorrelations for the series 7/CKETS after a
natural log transformation, differencing, and one degree of seasonal differencing with a
periodicity of 12 have been applied. This model is assigned the default name MOD_1.
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®  The second command displays and plots the autocorrelation function for the series
ROUNDTRP using the same model that was used for the series T/ICKETS. This model is
assigned the name MOD 2.

B The third command requests another autocorrelation function of the series ROUNDTRP
using the same model but without the natural log transformation. Note that when APPLY is
the first specification after the ACF command, the slash (/) before it is not necessary. This
model is assigned the name MOD 3.

®  The fourth command reapplies MOD 2, autocorrelations for the series ROUNDTRP with the
natural log and differencing specifications, but this time with a periodicity of 6. This model is
assigned the name MOD 4. It differs from MOD _2 only in the periodicity.

References

Box, G. E. P, and G. M. Jenkins. 1976. Time series analysis: Forecasting and control, Rev. ed.
San Francisco: Holden-Day.

Pankratz, A. 1983. Forecasting with univariate Box-Jenkins models: Concepts and cases. New
York: John Wiley and Sons.



ADD DOCUMENT

ADD DOCUMENT
'text!'
'text!'.

This command takes effect immediately. It does not read the active dataset or execute pending
transformations. For more information, see the topic Command Order on p. 44.

Example

ADD DOCUMENT
"This data file is a 10% random sample from the"
"master data file. It's seed value is 13254689.".

Overview

ADD DOCUMENT saves a block of text of any length in the active dataset. The result is equivalent
to the DOCUMENT command. The documentation can be displayed with the DISPLAY DOCUMENT
command.

When GET retrieves a data file, or APPLY DICTIONARY is used to apply documents from
another data file, or ADD FILES, MATCH FILES, or UPDATE is used to combine data files, all
documents from each specified file are copied into the working file. DROP DOCUMENTS can be
used to drop those documents from the working file.

Basic Specification

The basic specification is ADD DOCUMENT followed by one or more optional lines of quoted text.
The text is stored in the file dictionary when the data file is saved in IBM® SPSS® Statistics
format.

Syntax Rules

m  Each line must be enclosed in single or double quotation marks, following the standard rules
for quoted strings.

m  Each line can be up to 80 bytes long (typically 80 characters in single-byte languages),
including the command name but not including the quotation marks used to enclose the text.
If any line exceeds 80 bytes, an error will result and the command will not be executed.

m  The text can be entered on as many lines as needed.

®  Multiple ADD DOCUMENT commands can be specified for the same data file.

Operations

m  The text from each ADD DOCUMENT command is appended to the end of the list of
documentation, followed by the date in parentheses.

B  An ADD DOCUMENT command with no quoted text string appends a date in parentheses to
the documentation.
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B DISPLAY DOCUMENTS will display all documentation for the data file specified on the ADD
DOCUMENT and/or DOCUMENT commands. Documentation is displayed exactly as entered;
each line of the ADD DOCUMENT command is displayed as a separate line, and there is no
line wrapping.

B DROP DOCUMENTS deletes all documentation created by both ADD DOCUMENT and DOCUMENT.

Example

If the command name and the quoted text string are specified on the same line, the command
name counts toward the 80-byte line limit, so it’s a good idea to put the command name on a
separate line, as in:

ADD DOCUMENT
"This is some text that describes this file.".

Example

To insert blank lines between blocks of text, enter a null string, as in:

ADD DOCUMENT
"This is some text that describes this file."

"This is some more text preceded by a blank line.".



ADD FILES

ADD FILES FILE={'savfile'|'dataset'}
{* }

[/RENAME= (0ld varnames=new varnames)...]
[/IN=varname]

/FILE=... [/RENAME=...] [/IN=...]

[/BY varlist]

[/MAP]

[/KEEP={ALL** }] [/DROP=varlist]
{varlist}

[/FIRST=varname] [/LAST=varname]

**Default if the subcommand is omitted.

Example

ADD FILES FILE="/data/schooll.sav" /FILE="/data/school2.sav".

Overview

ADD FILES combines cases from 2 up to 50 open data sets or external IBM® SPSS® Statistics
data files by concatenating or interleaving cases. When cases are concatenated, all cases from
one file are added to the end of all cases from another file. When cases are interleaved, cases in
the resulting file are ordered according to the values of one or more key variables.

The files specified on ADD FILES can be external SPSS Statistics data files and/or currently
open datasets. The combined file becomes the new active dataset.

In general, ADD FILES is used to combine files containing the same variables but different
cases. To combine files containing the same cases but different variables, use MATCH FILES. To
update existing SPSS Statistics data files, use UPDATE.

Options

Variable Selection. You can specify which variables from each input file are included in the new
active dataset using the DROP and KEEP subcommands.

Variable Names. You can rename variables in each input file before combining the files using the
RENAME subcommand. This permits you to combine variables that are the same but whose names
differ in different input files or to separate variables that are different but have the same name.

Variable Flag. You can create a variable that indicates whether a case came from a particular input
file using IN. When interleaving cases, you can use the FIRST or LAST subcommands to create a
variable that flags the first or last case of a group of cases with the same value for the key variable.

Variable Map. You can request a map showing all variables in the new active dataset, their order,
and the input files from which they came using the MAP subcommand.

© Copyright IBM Corporation 1989, 2012. 140



141

ADD FILES

Basic Specification

The basic specification is two or more FILE subcommands, each of which specifies a file
to be combined. If cases are to be interleaved, the BY subcommand specifying the key
variables is also required.

All variables from all input files are included in the new active dataset unless DROP or KEEP is
specified.

Subcommand Order

RENAME and IN must immediately follow the FILE subcommand to which they apply.

BY, FIRST, and LAST must follow all FILE subcommands and their associated RENAME
and IN subcommands.

Syntax Rules

RENAME can be repeated after each FILE subcommand. RENAME applies only to variables in
the file named on the FILE subcommand immediately preceding it.

BY can be specified only once. However, multiple key variables can be specified on BY. When
BY is used, all files must be sorted in ascending order by the key variables (see SORT CASES).

FIRST and LAST can be used only when files are interleaved (when BY is used).

MAP can be repeated as often as desired.

Operations

ADD FILES reads all input files named on FILE and builds a new active dataset. ADD FILES
is executed when the data are read by one of the procedure commands or the EXECUTE,
SAVE, or SORT CASES commands.

If the current active dataset is included and is specified with an asterisk (FILE=*), the new
merged dataset replaces the active dataset. If that dataset is a named dataset, the merged
dataset retains that name. If the current active dataset is not included or is specified by name
(for example, FILE=Dataset1), a new unnamed, merged dataset is created, and it becomes
the active dataset. For information on naming datasets, sece DATASET NAME.

The resulting file contains complete dictionary information from the input files, including
variable names, labels, print and write formats, and missing-value indicators. It also contains
the documents from each input file. See DROP DOCUMENTS for information on deleting
documents.

For each variable, dictionary information is taken from the first file containing value labels,
missing values, or a variable label for the common variable. If the first file has no such
information, ADD FILES checks the second file, and so on, seeking dictionary information.

Variables are copied in order from the first file specified, then from the second file specified,
and so on. Variables that are not contained in all files receive the system-missing value for
cases that do not have values for those variables.

If the same variable name exists in more than one file but the format type (numeric or string)
does not match, the command is not executed.

If a numeric variable has the same name but different formats (for example, F8.0 and F8.2)
in different input files, the format of the variable in the first-named file is used.
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m [f a string variable has the same name but different formats (for example, A24 and A16) in
different input files, the command is not executed.

m [f the active dataset is named as an input file, any N and SAMPLE commands that have been
specified are applied to the active dataset before the files are combined.

®m If only one of the files is weighted, the program turns weighting off when combining cases
from the two files. To weight the cases, use the WEIGHT command again.

Limitations
B A maximum of 50 files can be combined on one ADD FILES command.

m  The TEMPORARY command cannot be in effect if the active dataset is used as an input file.

Examples

ADD FILES FILE="/data/schooll.sav"
/FILE="/data/school2.sav".

B ADD FILES concatenates cases from the IBM® SPSS® Statistics data files schooll.sav and

school2.sav. All cases from schooll.sav precede all cases from school2.sav in the resulting
file.

SORT CASES BY LOCATN DEPT.

ADD FILES FILE="/data/source.sav" /FILE=* /BY LOCATN DEPT
/KEEP AVGHOUR AVGRAISE LOCATN DEPT SEX HOURLY RAISE /MAP.
SAVE OUTFILE="/data/prsnnl.sav".

B SORT CASES sorts cases in the active dataset in ascending order of their values for LOCATN
and DEPT.

B ADD FILES combines two files: the external SPSS Statistics data file source.sav and the
sorted active dataset. The file source.sav must also be sorted by LOCATN and DEPT.

B BY indicates that the keys for interleaving cases are LOCATN and DEPT, the same variables
used on SORT CASES.

B KEEP specifies the variables to be retained in the resulting file.
MAP produces a list of variables in the resulting file and the two input files.

SAVE saves the resulting file as a new SPSS Statistics data file named prsnnl.sav.

FILE Subcommand

FILE identifies the files to be combined. A separate FILE subcommand must be used for each
input file.

B An asterisk may be specified on FILE to indicate the active dataset.
m Dataset names instead of file names can be used to refer to currently open datasets.

®  The order in which files are named determines the order of cases in the resulting file.

Example

GET DATA /TYPE=XLS /FILE='/temp/excelfilel.xls"'.
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DATASET NAME exceldatal.
GET DATA /TYPE=XLS /FILE='/temp/excelfile2.xls"'.
ADD FILES FILE='exceldatal'

/FILE=*

/FILE="'/temp/mydata.sav'.

RENAME Subcommand

RENAME renames variables in input files before they are processed by ADD FILES. RENAME
follows the FILE subcommand that specifies the file containing the variables to be renamed.

B RENAME applies only to the FILE subcommand immediately preceding it. To rename variables
from more than one input file, enter a RENAME subcommand after each FILE subcommand
that specifies a file with variables to be renamed.

m  Specifications for RENAME consist of a left parenthesis, a list of old variable names, an equals
sign, a list of new variable names, and a right parenthesis. The two variable lists must name
or imply the same number of variables. If only one variable is renamed, the parentheses are
optional.

®  More than one such specification can be entered on a single RENAME subcommand, each
enclosed in parentheses.

m  The TO keyword can be used to refer to consecutive variables in the file and to generate
new variable names.

B RENAME takes effect immediately. KEEP and DROP subcommands entered prior to RENAME
must use the old names, while those entered after RENAME must use the new names.

m  All specifications within a single set of parentheses take effect simultaneously. For example,
the specification RENAME (A,B = B,A) swaps the names of the two variables.

B Variables cannot be renamed to scratch variables.

m Input data files are not changed on disk; only the copy of the file being combined is affected.

Example

ADD FILES FILE="/data/clients.sav" /RENAME=(TEL_NO, ID_NO = PHONE, 1ID)
/FILE="/data/master.sav" /BY ID.

B ADD FILES adds new client cases from the file clients.sav to existing client cases in the
file master.sav.

m  Two variables on clients.sav are renamed prior to the match. TEL NO is renamed PHONE
to match the name used for phone numbers in the master file. /D_NO is renamed ID so that
it will have the same name as the identification variable in the master file and can be used
on the BY subcommand.

®  The BY subcommand orders the resulting file according to client ID number.

BY Subcommand

BY specifies one or more key variables that determine the order of cases in the resulting file.
When BY is specified, cases from the input files are interleaved according to their values for
the key variables.
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BY must follow the FILE subcommands and any associated RENAME and IN subcommands.
The key variables specified on BY must be present and have the same names in all input files.
Key variables can be string or numeric.

All input files must be sorted in ascending order of the key variables. If necessary, use SORT
CASES before ADD FILES.

Cases in the resulting file are ordered by the values of the key variables. All cases from the
first file with the first value for the key variable are first, followed by all cases from the
second file with the same value, followed by all cases from the third file with the same value,
and so forth. These cases are followed by all cases from the first file with the next value for
the key variable, and so on.

Cases with system-missing values are first in the resulting file. User-missing values are
interleaved with other values.

DROP and KEEP Subcommands

DROP and KEEP are used to include only a subset of variables in the resulting file. DROP specifies
a set of variables to exclude and KEEP specifies a set of variables to retain.

m DROP and KEEP do not affect the input files on disk.

B DROP and KEEP must follow all FILE and RENAME subcommands.

B DROP and KEEP must specify one or more variables. If RENAME is used to rename variables,
specify the new names on DROP and KEEP.

® DROP and KEEP take effect immediately. If a variable specified on DROP or KEEP does not
exist in the input files, was dropped by a previous DROP subcommand, or was not retained by
a previous KEEP subcommand, the program displays an error message and does not execute
the ADD FILES command.

B DROP cannot be used with variables created by the TN, FIRST, or LAST subcommands.

B KEEP can be used to change the order of variables in the resulting file. With KEEP, variables
are kept in the order in which they are listed on the subcommand. If a variable is named
more than once on KEEP, only the first mention of the variable is in effect; all subsequent
references to that variable name are ignored.

®  The keyword ALL can be specified on KEEP. ALL must be the last specification on KEEP, and
it refers to all variables not previously named on that subcommand. It is useful when you
want to arrange the first few variables in a specific order.

Example

ADD FILES FILE="/data/particle.sav" /RENAME=(PARTIC=pollutel)
/FILE="/data/gas.sav" /RENAME=(OZONE TO SULFUR=pollut2 TO polluted)
/KEEP=pollutel pollute2 pollute3 polluted.

B The renamed variables are retained in the resulting file. KEEP is specified after all the FILE

and RENAME subcommands, and it refers to the variables by their new names.
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IN Subcommand

IN creates a new variable in the resulting file that indicates whether a case came from the input
file named on the preceding FILE subcommand. IN applies only to the file specified on the
immediately preceding FILE subcommand.

B 1IN has only one specification, the name of the flag variable.

m  The variable created by IN has the value 1 for every case that came from the associated input
file and the value 0 for every case that came from a different input file.

B Variables created by IN are automatically attached to the end of the resulting file and cannot
be dropped. If FIRST or LAST are used, the variable created by IN precedes the variables
created by FIRST or LAST.

Example

ADD FILES FILE="/data/weeklO.sav" /FILE="/data/weekll.sav"
/IN=INWEEK1l /BY=EMPID.

B 1IN creates the variable INWEEK]I, which has the value 1 for all cases in the resulting file
that came from the input file weekl/.sav and the value 0 for those cases that were not in
the file weekl1.sav.

Example

ADD FILES FILE="/data/weeklO.sav" /FILE="/data/weekll.sav"
/IN=INWEEK11l /BY=EMPID.
IF (NOT INWEEK11l) SALARY1=0.

m The variable created by IN is used to screen partially missing cases for subsequent analyses.

m  Since IN variables have either the value 1 or 0, they can be used as logical expressions,
where 1 = true and 0 = false. The IF command sets the variable SALARY equal to 0 for all
cases that came from the file INWEEK]].

FIRST and LAST Subcommands

FIRST and LAST create logical variables that flag the first or last case of a group of cases with
the same value on the BY variables. FIRST and LAST must follow all FILE subcommands and
their associated RENAME and IN subcommands.

B FIRST and LAST have only one specification, the name of the flag variable.

B FIRST creates a variable with the value 1 for the first case of each group and the value 0
for all other cases.

B LAST creates a variable with the value 1 for the last case of each group and the value 0 for
all other cases.

B Variables created by FIRST and LAST are automatically attached to the end of the resulting
file and cannot be dropped.
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Example

ADD FILES FILE="/data/schooll.sav" /FILE="/data/school2.sav"
/BY=GRADE /FIRST=HISCORE.

®  The variable HISCORE contains the value 1 for the first case in each grade in the resulting file
and the value 0 for all other cases.

MAP Subcommand

MAP produces a list of the variables included in the new active dataset and the file or files from
which they came. Variables are listed in the order in which they exist in the resulting file. MAP has
no specifications and must follow after all FILE and RENAME subcommands.

®  Multiple MAP subcommands can be used. Each MAP subcommand shows the current status of
the active dataset and reflects only the subcommands that precede the MAP subcommand.

To obtain a map of the active dataset in its final state, specify MAP last.

If a variable is renamed, its original and new names are listed. Variables created by IN,
FIRST, and LAST are not included in the map, since they are automatically attached to the end
of the file and cannot be dropped.

Adding Cases from Different Data Sources

You can add cases from any data source that IBM® SPSS® Statistics can read by defining dataset
names for each data source that you read (DATASET NAME command) and then using ADD FILES
to add the cases from each file. The following example merges the contents of three text data
files, but it could just as easily merge the contents of a text data file, and Excel spreadsheet,

and a database table.

Example

DATA LIST FILE="/data/gasdatal.txt"
/1 OZONE 10-12 CO 20-22 SULFUR 30-32.
DATASET NAME gasdatal.
DATA LIST FILE="/data/gasdata2.txt"
/1 OZONE 10-12 CO 20-22 SULFUR 30-32.
DATASET NAME gasdata2.
DATA LIST FILE="/data/gasdata3.txt"
/1 OZONE 10-12 CO 20-22 SULFUR 30-32.
DATASET NAME gasdata3.
ADD FILES FILE='gasdatal'
/FILE="'gasdata2'
/FILE="'gasdata3"'.
SAVE OUTFILE='/data/combined _data.sav'.
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ADD VALUE LABELS varlist value 'label' value 'label'...[/varlist...]

This command takes effect immediately. It does not read the active dataset or execute pending
transformations. For more information, see the topic Command Order on p. 44.

Example

ADD VALUE LABELS JOBGRADE 'P' 'Parttime Employee'
'C' 'Customer Support'.

Overview

ADD VALUE LABELS adds or alters value labels without affecting other value labels already
defined for that variable. In contrast, VALUE LABELS adds or alters value labels but deletes all
existing value labels for that variable when it does so.

Basic Specification

The basic specification is a variable name and individual values with associated labels.

Syntax Rules

m Labels can be assigned to values of any previously defined variable. It is not necessary to
enter value labels for all of a variable’s values.

Each value label must be enclosed in single or double quotes.

To specify a single quote or apostrophe within a quoted string, either enclose the entire string
in double quotes or double the single quote/apostrophe.

B Value labels can contain any characters, including blanks.

B The same labels can be assigned to the same values of different variables by specifying a list
of variable names. For string variables, the variables on the list must have the same defined
width (for example, A8).

®  Multiple sets of variable names and value labels can be specified on one ADD VALUE LABELS
command as long as each set is separated from the previous one by a slash.

m  To continue a label from one command line to the next, specify a plus sign (+) before the
continuation of the label and enclose each segment of the label, including the blank between
them, in single or double quotes.

Operations

m  Unlike most transformations, ADD VALUE LABELS takes effect as soon as it is encountered
in the command sequence. Thus, special attention should be paid to its position among
commands.

®  The added value labels are stored in the active dataset dictionary.
B ADD VALUE LABELS can be used for variables that have no previously assigned value labels.

m  Adding labels to some values does not affect labels previously assigned to other values.
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Limitations

®  Value labels cannot exceed 120 bytes.

Examples

Adding Value Labels

ADD VALUE LABELS V1 TO V3 1 'Officials & Managers'

6 'Service Workers'
/V4 'N' 'New Employee'.

Labels are assigned to the values 1 and 6 of the variables between and including V1 and
V'3 in the active dataset.

Following the required slash, a label for the value N for the variable V4 is specified. N is a
string value and must be enclosed in single or double quotes.

If labels already exist for these values, they are changed in the dictionary. If labels do not
exist for these values, new labels are added to the dictionary.

Existing labels for other values for these variables are not affected.

Specifying a Label on Multiple Lines

ADD VALUE LABELS OFFICE88 1 "EMPLOYEE'S OFFICE ASSIGNMENT PRIOR"

+ " TO 1988".

m  The label for the value 1 for OFFICESS is specified on two command lines. The plus sign

concatenates the two string segments, and a blank is included at the beginning of the second
string in order to maintain correct spacing in the label.

Value Labels for String Variables

m  For string variables, the values and the labels must be enclosed in single or double quotes.

m [f a specified value is longer than the defined width of the variable, the program displays a
warning and truncates the value. The added label will be associated with the truncated value.

m Ifa specified value is shorter than the defined width of the variable, the program adds blanks to
right-pad the value without warning. The added label will be associated with the padded value.

m [f a single set of labels is to be assigned to a list of string variables, the variables must have
the same defined width (for example, A8).

Example

ADD VALUE LABELS STATE 'TEX' 'TEXAS' 'TEN' 'TENNESSEE'

'MIN' 'MINNESOTA'.

ADD VALUE LABELS assigns labels to three values of the variable STATE. Each value and
each label is specified in quotes.

Assuming that the variable STATE is defined as three characters wide, the labels TEXAS,
TENNESSEE, and MINNESOTA will be appropriately associated with the values TEX, TEN,
and MIN. However, if STATE was defined as two characters wide, the program would truncate
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the specified values to two characters and would not be able to associate the labels correctly.
Both TEX and TEN would be truncated to 7E and would first be assigned the label TEXAS,
which would then be changed to TENNESSEE by the second specification.

Example

ADD VALUE LABELS STATE REGION "U" "UNKNOWN".

m  The label UNKNOWN is assigned to the value U for both STATE and REGION.

B STATE and REGION must have the same defined width. If they do not, a separate specification
must be made for each, as in the following:

ADD VALUE LABELS STATE "U" "UNKNOWN" / REGION "U" "UNKNOWN".
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ADP is available in the Data Preparation option.

ADP
/FIELDS [TARGET=targetField]
INPUT=predictorFieldlist
[ANALYSISWEIGHT=analysisweightField]
[/PREPDATETIME
[DATEDURATION={YES** (REFERENCE={CURRENT* * }
{YMD (datespec) }
UNIT={AUTO** 1) 3]
{YEARS[ (SUFFIX={'_years' N1}
{suffixname}
{MONTHS [ (SUFFIX={'_months 1)1}
{suffixname}
{DAYS[ (SUFFIX={'_days' 1 }
{suffixname}
{NO }
[TIMEDURATION={YES** (REFERENCE={CURRENT* * }
{HMS (timespec) }
UNIT={AUTO** 1) 3]
{HOURS [ (SUFFIX={'_hours' 1 }
{suffixname}
{MINUTES[ (SUFFIX={'_minutes'})]}
{suffixname}
{SECONDS [ (SUFFIX={'_seconds'})]}
{suffixname}
{NO }
[EXTRACTYEAR={YES[ (SUFFIX={"'_year' 31131
{suffixname}
{NO** }
[EXTRACTMONTH={YES[ (SUFFIX={'_month' 31131
{suffixname}

{NO** }
[EXTRACTDAY={YES (SUFFIX={"'_day" }) Y]
{suffixname}
{NO** }
[EXTRACTHOUR={YES (SUFFIX={"'_hour' }) Y]
{suffixname}
{NO** }

[EXTRACTMINUTE={YES (SUFFIX={'_minute' })}]
{suffixname}
{NO** }
[EXTRACTSECOND={YES (SUFFIX={"'_second' })1}]
{suffixname}
{NO**
[/SCREENING [PCTMISSING={YES** (MAXPCT={50**})1}]
{value}
{NO }
[UNIQUECAT={YES** (MAXCAT={100** }) Y]
{integer}

{NO }
[SINGLECAT={YES (MAXPCT={95** })}]
{value}
{NO** }
[/ADJUSTLEVEL [INPUT={YES**}] [TARGET={YES**}]]
{NO } {NO }

[MAXVALORDINAL={10** }1]
{integer}
[MINVALCONTINUOUS={5** 11
{integer}
[/OUTLIERHANDLING [INPUT={YES**}] [TARGET={YES**}]]
{NO } {NO }
[CUTOFF=SD({3** })]
{value}
[REPLACEWITH={CUTOFFVALUE**}]
{MISSING }
[/REPLACEMISSING [INPUT={YES**[ (EXCLUDE ([CONTINUOUS] [NOMINAL] [ORDINAL]))]11}1]
{NO }
[TARGET={YES[ (EXCLUDE ( [CONTINUOUS] [NOMINAL] [ORDINAL]))]}
{NO** }
[ /REORDERNOMINAL [INPUT={YES }] [TARGET={YES 1}]
{NO**} {NO**}
[/RESCALE [INPUT={ZSCORE** ([MEAN={0** }] [SD={1** 1}])}]

]
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{value} {value}
{MINMAX ( [MIN={0** }1 [MAX={100**}])}
{value} {value}
{NONE }
[TARGET={BOXCOX** ( [MEAN={0** }1 [SD={1** }1) 3]
{value} {value}
{NONE }
[/TRANSFORM [MERGESUPERVISED={YES** (PVALUE={0.05**})}]
{value }
{NO }
[MERGEUNSUPERVISED={YES{ ( [ORDINAL] [NOMINAL] [MINPCT={10** })}]
{value}
{NO** }
[BINNING={SUPERVISED** (PVALUE={0.05**}) }]
{value }
{NONE }
[SELECTION={YES** (PVALUE={0.05**}) }]
{NO }
[CONSTRUCTION={YES } (ROOT={feature })]
{rootname}
{NO**}
[/CRITERIA [SUFFIX(TARGET={'_transformed'} INPUT={'_transformed'})]
{suffixname } {suffixname }
/OUTFILE PREPXML='filespec'

** Default if the subcommand or keyword is omitted.

This command reads the active dataset and causes execution of any pending commands. For more
information, see the topic Command Order on p. 44.

Release History

Release 18

®m  Command introduced.

Example

ADP
/FIELDS TARGET=targetVar
INPUT=varl var2 var3
/OUTFILE PREPXML='file.xml'.

Overview

Automated Data Preparation helps to prepare data for analysis by automating tedious and
repetitive data preparation tasks that would otherwise be done manually. The operations it
performs improve analysis speed, predictive power, and robustness. A key capability of the
component is feature space construction—the discovery of useful sets of predictors from the data
through transformation and combination of existing fields. Feature selection offers the ability to
narrow the attribute space by screening out irrelevant fields, but Automated Data Preparation pairs
selection and construction capabilities in order to automatically remove irrelevant fields that slow
down or confuse algorithms and create new fields that boost predictive power.
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Note that supported operations are performed without knowing what algorithms will be run on the
data in further analyses—it is not a generalized data cleaner, nor does it have an understanding
of business rules. Basic cleaning and integrity checks can be done using the IBM® SPSS®
Statistics Data Validation procedure.

Options

Date and Time Handling. The year, month, and day can be extracted from fields containing dates,
and new fields containing the durations since a reference date computed. Likewise, the hour,
minute, and second can be extracted from fields containing times, and new fields containing the
time since a reference time computed.

Screening. Fields with too many missing values, and categorical fields with too many unique
values, or too many values concentrated in a single value, can be screened and excluded from
further analysis.

Rescaling. Continuous inputs can optionally be rescaled using a z score or min-max transformation.
A continuous target can optionally be rescaled using a Box-Cox transformation.

Transformations. The procedure can suggest transformations used to merge similar categories of
categorical inputs, bin values of continuous inputs, and construct and select new input fields from
continuous inputs using principal components analysis.

Other Target and Input Handling. The procedure can apply rules for handling outliers, replace
missing values, recode the categories of nominal fields, and adjust the measurement level of
continuous and ordinal fields.

Output. The procedure creates an XML file containing suggested operations. This can be merged
with a model XML file using the Merge Model XML dialog (Utilities>Merge Model XML) or
transformed into command syntax using TMS IMPORT.

Basic Specification

The basic specification is the ADP command with a FIELDS subcommand specifying the inputs
and optionally a target, and an OUTFILE subcommand specifying where the transformation
rules should be saved.

Syntax Rules

B The VARIABLES and OUTFILE subcommands are required; all other subcommands are
optional.

Subcommands may be specified in any order.

Only a single instance of each subcommand is allowed.

An error occurs if a keyword is specified more than once within a subcommand.
Parentheses, equals signs, and slashes shown in the syntax chart are required.

The command name, subcommand names, and keywords must be spelled in full.

Empty subcommands are not allowed.
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Limitations

B SPLIT FILE isignored by this command.

Examples

Basic Specification

ADP
/FIELDS TARGET=targetField
INPUT=fieldl field2 field3
/OUTFILE PREPXML='file.xml"'.

B ADP processes the target and input fields using the default settings.

B OUTFILE saves an XML file containing suggested operations. This can be merged with
a model XML file using the Merge Model XML dialog (Utilities>Merge Model XML) or
transformed into command syntax using TMS IMPORT.

Using ADP with TMS IMPORT

*Automatic Data Preparation.
ADP
/FIELDS TARGET=sales INPUT=resale type price engine_s horsepow wheelbas width length
curb_wgt fuel_cap mpg
/PREPDATETIME DATEDURATION=YES (REFERENCE=YMD('2009-06-04"') UNIT=AUTO)
TIMEDURATION=YES (REFERENCE=HMS ('08:43:35') UNIT=AUTO) EXTRACTYEAR=YES (SUFFIX='_year')
EXTRACTMONTH=YES (SUFFIX='_month') EXTRACTDAY=YES (SUFFIX='_day"')
EXTRACTHOUR=YES (SUFFIX='_hour') EXTRACTMINUTE=YES (SUFFIX='_minute')
EXTRACTSECOND=YES (SUFFIX="'_second')

/SCREENING PCTMISSING=YES (MAXPCT=50) UNIQUECAT=YES (MAXCAT=100) SINGLECAT=NO
/ADJUSTLEVEL INPUT=YES TARGET=YES MAXVALORDINAL=10 MINVALCONTINUOUS=5
/OUTLIERHANDLING INPUT=YES TARGET=NO CUTOFF=SD(3) REPLACEWITH=CUTOFFVALUE
/REPLACEMISSING INPUT=YES TARGET=NO
/REORDERNOMINAL INPUT=YES TARGET=NO
/RESCALE INPUT=ZSCORE (MEAN=0 SD=1) TARGET=BOXCOX (MEAN=0 SD=1)

/TRANSFORM MERGESUPERVISED=NO MERGEUNSUPERVISED=NO BINNING=NONE SELECTION=NO

CONSTRUCTION=NO

/CRITERIA SUFFIX(TARGET='_transformed' INPUT='_transformed')

/OUTFILE PREPXML='/workingDirectory/car_sales_transformations.xml'.
TMS IMPORT

/INFILE TRANSFORMATIONS='/workingDirectory/car_sales_transformations.xml'
MODE=FORWARD (ROLES=UPDATE)
/SAVE TRANSFORMED=YES.
EXECUTE.

The ADP command prepares the target field sales and the input fields resale through mpg.

The PREPDATETIME subcommand is specified, but not used because none of the fields are
date or time fields.

B The ADJUSTLEVEL subcommand recasts ordinal fields with more than 10 values as continuous
and continuous fields with fewer than 5 values as ordinal.

B The OUTLIERHANDLING subcommand replaces values of continuous inputs (not the target)
that are more than 3 standard deviations from the mean with the value that is 3 standard
deviations from the mean.

® The REPLACEMISSING subcommand replaces values of inputs (not the target) that are missing.
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B The REORDERNOMINAL subcommand recodes the values of nominal inputs from least
frequently occurring to most frequently occurring.

B The RESCALE subcommand standardizes continuous inputs to have mean 0 and standard
deviation 1 using a z-score transformation, and standardizes the continuous target to have
mean 0 and standard deviation 1 using a Box-Cox transformation.

®  The TRANSFORM subcommand turns off all default operations specified by this subcommand.

m  The CRITERIA subcommand specifies the default suffixes for transformations of the target
and inputs.

®  The OUTFILE subcommand specifies that the transformations should be saved to
/workingDirectory/car_sales_transformations.xml, where /workingDirectory is the path to
where you want to save car_sales_transformations.xml.

® The TMS IMPORT command reads the transformations in car_sales transformations.xml and
applies them to the active dataset, updating the roles of existing fields that are transformed.

B The EXECUTE command causes the transformations to be processed. When using this as part
of a longer stream of syntax, you may be able to remove the EXECUTE command to save
some processing time.

FIELDS Subcommand

The FIELDS subcommand is used to specify the target, inputs, and optional weights.

B The FIELDS subcommand and the INPUT keyword are required.

TARGET Keyword

Specify a single field that will be used as a target in further analyses. The target field is processed
based upon its defined measurement level; nominal, ordinal, or continuous. Use the VARTIABLE
LEVEL command to change a target field’s measurement level.

INPUT Keyword

Specify one or more fields that will be used as inputs in further analsyses. Input fields are
processed based upon their defined measurement level; nominal, ordinal, or continuous. Use the
VARIABLE LEVEL command to change an input field’s measurement level.

ANALYSISWEIGHT Keyword

Specify a variable containing analysis (regression) weights. The procedure incorporates analysis
weights where appropriate in operations used to prepare the data.

The analysis weight variable must be numeric. Cases with a negative or zero analysis weight
are ignored.

PREPDATETIME Subcommand

The PREPDATETIME subcommand specifies handling of date and time fields.
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® [f PREPDATETIME is not specified, by default the procedure computes date and time
durations since the current date and time.

m  The original date and time fields will not be recommended as model inputs following
automated data preparation.

DATEDURATION Keyword

The DATEDURATION

keyword computes the number of years/months/days since a reference date

for each variable containing dates.

REFERENCE
= CURRENT |
YMD( datespec’)

UNIT=AUTO |
YEARS|MONTHS]|
DAYS

Reference date. Specify CURRENT to use the current date as the
reference date. Use YMD to specify a custom reference date with the
year, month, and day, in that order, in parentheses using a valid date
format in quotes. The default is CURRENT.

Date units for computed durations. Specify the units for the computed
durations. AUTO determines the units based on the following rules.
The default is AUTO.

B If the minimum number of elapsed days is less than 31, then the
duration is returned in days.

W If the minimum number of elapsed days is less than 366 but greater
than or equal to 31, then the duration is returned in months. The
number of months between two dates is calculated based on average
number of days in a month (30.4375): months = days / 30.4375.

B If the minimum number of elapsed days greater than or equal to
366, then the duration is returned in years. The number of years
between two dates is calculated based on average number of days
in a year (365.25): years = days / 365.25.

Explicitly specifying YEARS, MONTHS, or DAYS returns the duration in
years, months, or days, respectively. Optionally, in parentheses, specify
SUFFIX= with a suffix in quotes. The default suffix depends upon the
unit; YEARS, MONTHS, and DAYS have defaults years, months, and
_days, respectively.

TIMEDURATION Keyword

The TIMEDURATION keyword computes the number of hours/minutes/seconds since a reference
time for each variable containing times.

REFERENCE

= CURRENT |

HM S(*timespec’)
UNIT = AUTO |
HOURS|MINUTES
| SECONDS

Reference date. Specify CURRENT to use the current time as the reference
time or use HMS and the hour, minute, and second, in that order, in
parentheses using a valid time format in quotes. The default is CURRENT.

Date units for computed durations. Specify the units for the computed
durations. AUTO determines the units based on the following rules. The
default is AUTO.
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W If the minimum number of elapsed seconds is less than 60, then the

duration is returned in seconds.

B If the minimum number of elapsed seconds is larger than or equal to
60 but less than 3600, then the duration is returned in minutes.

B If the minimum number of elapsed seconds is larger than or equal to

3600, then the duration is returned in hours.

Explicitly specifying HOURS, MINUTES, or SECONDS returns
duration in hours, minutes, or seconds, respectively. Optional

the
ly, in

parentheses, specify SUFFIxX= with a suffix in quotes. The default suffix
depends upon the unit; HOURS, MINUTES, and SECONDS have defaults

_hours, _minutes, and _seconds, respectively.

EXTRACTYEAR Keyword
The EXTRACTYEAR keyword extracts the year element from a date variable.

Optionally specify the SUFFIX keyword in parentheses with a suffix in quotes
suffix is _year.

EXTRACTMONTH Keyword

. The default

The EXTRACTMONTH keyword extracts the month element from a date variable.

Optionally specify the SUFFIX keyword in parentheses with a suffix in quotes
suffix is _month.

EXTRACTDAY Keyword
The EXTRACTDAY keyword extracts the day element from a date variable.

Optionally specify the SUFFIX keyword in parentheses with a suffix in quotes
suffix is _day.

EXTRACTHOUR Keyword
The EXTRACTHOUR keyword extracts the hour element from a time variable.

Optionally specify the SUFFIX keyword in parentheses with a suffix in quotes
suffix is _hour.

EXTRACTMINUTE Keyword

. The default

. The default

. The default

The EXTRACTMINUTE keyword extracts the minute element from a time variable.

Optionally specify the SUFFIX keyword in parentheses with a suffix in quotes
suffix is _minute.

EXTRACTSECOND Keyword

. The default

The EXTRACTSECOND keyword extracts the second element from a time variable.
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Optionally specify the SUFFIX keyword in parentheses with a suffix in quotes. The default

suffix is _second.

SCREENING Subcommand

The SCREENING subcommand specifies settings for excluding unsuitable fields.

PCTMISSING =
YES(MAXPCT=value) |
NO

UNIQUECAT =
YES(MAXCAT=integer) |
NO

SINGLECAT =
YES(MAXPCT=value) |
NO

Screen out fields with too many missing values. Fields with
more than MAXPCT missing values are removed from further
analysis. Specify a value greater than or equal to 0, which is
equivalent to deselecting this option, and less than or equal to
100, though fields with all missing values are automatically
excluded. The default is 50.

Screen out nominal fields with too many unique categories.
Nominal fields with more than MAXCAT categories are removed
from further analysis. Specify a positive integer. The default

is 100.

Screen out categorical fields that are nearly constant. Ordinal
and nominal fields with a category that contains more than
MAXPCT of the records are removed from further analysis.
Specify a value greater than or equal to 0, equivalent to
deselecting this option, and less than or equal to 100, though
constant fields are automatically excluded. The default is 95.

ADJUSTLEVEL Subcommand

The ADJUSTLEVEL subcommand recasts ordinal fields with too many categories as continuous
and continuous fields with too few unique values as ordinal. By default, the measurement levels
of ordinal fields with more than 10 categories and continuous fields with fewer than 5 unique

values are adjusted.

INPUT=YES| NO
TARGET = YES|NO

MAXVALORDINAL =integer

MINVALCONTINUOUS =
integer

Check inputs and adjust measurement level if necessary. By
default, inputs are checked.

Check target and adjust measurment level if necessary. By
default, the target is checked.

Maximum number of categories allowed for ordinal fields.
Ordinal fields with more than MAXVALORDINAL categories are
recast as continuous fields. Specify a positive integer. The
default is 10. The value of MAXVALORDINAL must be greater
than or equal to MINVALCONTINUOUS.

Minimum number of unique values allowed for continuous
fields. Continuous fields with less than MINVALCONTINUOUS
unique values are recast as ordinal fields. Specify a positive
integer. The default is 5. The value of MINVALCONTINUOUS
must be less than or equal to MAXVALORDINAL.
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OUTLIERHANDLING Subcommand

The OUTLIERHANDLING subcommand checks fields for outliers and replaces the outlying values
with less extreme values or missing values.

INPUT=YES| NO
TARGET=YES| NO
CUTOFF=SD(value)

REPLACEWITH =
CUTOFFVALUE | MISSING

Check inputs for outliers. By default, inputs are checked.
Check target for outliers. By default, the target is checked.

Cutoff for determining outliers. 1If a value is more than SD
“robust” standard deviations from the mean value for a field, then
it is considered an outlier. Specify a positive number. The default
is 3 standard deviations.

Value to replace outliers with. CUTOFFVALUE replaces outliers
with the cutoff for determining outliers. MISSING replaces
outliers with the system-missing value. These missing values can
be further handled by the REPLACEMISSING subcommand. The
default is CUTOFFVALUE.

REPLACEMISSING Subcommand

The REPLACEMISSING subcommand replaces missing values in continuous, ordinal, and
nominal fields with the mean, median, or mode, respectively.

INPUT=YES|NO

TARGET=NO | YES

Replace missing values in input fields. By default, missing values
are replaced in inputs. Optionally specify the keyword EXCLUDE
and a list in parentheses of the field measurement levels to
determine which input fields should be checked; for example:

INPUT=YES

causes the procedure to replace missing values in all input fields,
while

INPUT=YES (EXCLUDE (CONTINUOUS NOMINAL))

causes the procedure to replace missing values in fields with the
ordinal measurement level.

Replace missing values in the target. By default, missing values
are not replaced in the target. When replacing missing values in
the target, optionally specify the keyword EXCLUDE as described
for the INPUT keyword above.

REORDERNOMINAL Subcommand

The REORDERNOMINAL subcommand recodes the values of nominal fields from least frequently

occurring to most frequently

occurring. The new field values start with 0 as the least frequent

category. Note that the new field will be numeric even if the original field is a string. For example,
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if a nominal field’s data values are “A”, “A”, “A”, “B”, “C”, “C”, then automated data preparation
would recode “B” into 0, “C” into 1, and “A” into 2.

INPUT=NO | YES

TARGET=NO | YES

RESCALE Subcommand

Reorder values of inputs. By default, values of nominal inputs are

not reordered. This specification is ignored if there are no nominal
inputs.

Reorder values of the target. By default, values of a nominal target

are not reordered. This specification is ignored if the target is not
nominal.

The RESCALE subcommand is used to rescale continuous fields. Different methods are available

for inputs and the target.

INPUT Keyword

The 1NPUT keyword specifies the method for rescaling continuous input fields.

B 7 score rescaling is performed by default with a mean of 0 and standard deviation of 1.

m  [f there are no continuous inputs, INPUT is ignored.

ZSCORE
(MEAN=value SD=value)

MINMAX
(MIN=value MAX=value)

NONE

TARGET Keyword

Z score transformation. Using the observed mean and
standard deviation as population parameter estimates, the
fields are standardized and then the z scores are mapped to
the corresponding values of a normal distribution with the
specified MEAN and SD. Specify a number for MEAN and a
positive number for sD. The defaults are 0 and 1, respectively,
corresponding to standardized rescaling.

Min-Max transformation. Using the observed minimum and
maximum as population parameter estimates, the fields are
mapped to the corresponding values of a uniform distribution
with the specified MIN and MAX. Specify numbers with MAX
greater than MIN.

Do not rescale inputs.

The TARGET keyword specifies the method for rescaling a continuous target.

m  Box-Cox rescaling is performed by default with a target mean of 0 and target standard

deviation of 1.

m [f there is no target, or it is not continuous, TARGET is ignored.

BOXCOX
(MEAN=value SD=value)

NONE

Box-Cox transformation. This transforms a continuous target
using the Box-Cox transformation into a field that has an
approximately normal distribution with the specified MEAN
and SD. Specify a number for MEAN and a positive number
for sD. The defaults are 0 and 1, respectively.

Do not rescale target.
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TRANSFORM Subcommand

The TRANSFORM subcommand is used to merge similar categories of categorical inputs, bin
values of continuous inputs, and construct and select new input fields from continuous inputs
using principal components analysis.

MERGESUPERVISED Keyword

The MERGESUPERVISED keyword specifies how to merge similar categories of a nominal or
ordinal input in the presence of a target.

m  [f there are no categorical inputs, MERGESUPERVISED is ignored.

m [fthere is no target specified on the FIELDS subcommand, MERGESUPERVISED is ignored.

YES(PVALUE=value) Supervised merge. Similar categories are identified based upon the
relationship between the input and the target. Categories that are
not significantly different; that is, having a p-value greater than the
value of PVALUE, are merged. Specify a value greater than 0 and
less than or equal to 1. The default is 0.05. YES is the default.

NO Do not merge categories.

MERGEUNSUPERVISED Keyword

The MERGEUNSUPERVISED keyword specifies how to merge similar categories of a nominal or
ordinal input when there is no target.

m  [f there are no categorical inputs, MERGEUNSUPERVISED is ignored.

m [fthere is a target specified on the FIELDS subcommand, MERGEUNSUPERVISED is ignored.

YES Unsupervised merge. The equal frequency method is used to merge
(ORDINAL categories with less than MINPCT of the total number of records. Specify a
NOMINAL value greater than or equal to 0 and less than or equal to 100. The default is

MINPCT=value) 10 if MINPCT is not specified. If YES is specified without ORDINAL or
NOMINAL, then no merging is performed.

NO Do not merge categories. NO is the default.

BINNING Keyword

The BINNING keyword specifies how to discretize continuous inputs in the presence of a
categorical target.

SUPERVISED Supervised binning. Bins are created based upon the properties of

(PVALUE=value) “homogeneous subsets”, which are identified by the Scheffe method using
PVALUE as the alpha for the critical value for determining homogeneous
subsets. SUPERVISED is the default. Specify a value greater than 0 and
less than or equal to 1. The default is 0.05.

If there is no target specified on the FIELDS subcommand, or the target is
not categorical, or there are no continuous inputs, then SUPERVISED is
ignored.

NONE Do not bin values of continuous inputs.
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SELECTION Keyword

The SELECTION keyword specifies how to perform feature selection for continuous inputs in
the presence of a continuous target.

YES Perform feature selection. A continuous input is removed from the
(PVALUE=value) analysis if the p-value for its correlation with the target is greater than
PVALUE. YES is the default.

If there is no target specified on the FIELDS subcommand, or the target
is not continuous, or there are no continuous inputs, then YES is ignored.

NO Do not perform feature selection.

CONSTRUCTION Keyword

The coNsTRUCTION keyword specifies how to perform feature construction for continuous
inputs in the presence of a continuous target.

YES Perform feature construction. New predictors are constructed from

(ROOT=rootname) groups of “similar” predictors using principal component analysis.
Optionally specify the rootname for constructed predictors using ROOT
in parentheses. Specify a rootname (no quotes). The default is feature.

If there is no target specified on the FIELDS subcommand, or the target
is not continuous, or there are no continuous inputs, then YES is ignored.

NO Do not perform feature construction.NO 1is the default.

CRITERIA Subcommand

The CRITERIA subcommand is used to specify the suffixes applied to transformed target and
inputs.

SUFFIX Keyword

The sUFFIX keyword specifies the suffixes applied to transformed target and inputs.

TARGET=suffixname Suffix for transformed target. Specify a suffix in quotes. The default
is _transformed.

If there is no target specified on the FIELDS subcommand, TARGET
is ignored.

INPUT=suffixname Suffix for transformed inputs. Specify a suffix in quotes. The default
is _transformed.

OUTFILE Subcommand

The OUTFILE subcommand saves an XML-format file containing the rules for preparing the data.

B The OUTFILE subcommand is required.
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m  File names must be specified in full. ADP does not supply extensions.

PREPXML='filespec’ Save rules for preparing data to an XML file. The rules are
saved in an XML format to the specified file. This file can be
merged with model PMML using TMS MERGE or transformed into
command syntax using TMS IMPORT



AGGREGATE

AGGREGATE [OUTFILE={'savfile'|'dataset'}]
{* } [MODE={REPLACE }] [OVERWRITE={NO }]
{ADDVARIABLES} {YES}

[/MISSING=COLUMNWISE] [/DOCUMENT]

[/PRESORTED] [/BREAK=[varlist[({A})]]([varlist...]]
{D}
/aggvar|'label'] aggvar|['label']...=function(arguments)
[/aggvar ...]
Available functions:
SUM Sum MEAN Mean
SD Standard deviation MAX Maximum
MIN Minimum PGT % of cases greater than value
PLT % of cases less than value PIN % of cases between values
POUT % of cases not in range FGT Fraction greater than value
FLT Fraction less than value FIN Fraction between values
FOUT Fraction not in range N Weighted number of cases
NU Unweighted number of cases NMISS Weighted number of missing
cases
NUMISS Unweighted number of missing FIRST First nonmissing value
cases
LAST Last nonmissing value MEDIAN  Median

This command reads the active dataset and causes execution of any pending commands. For more
information, see the topic Command Order on p. 44.

Release History

Release 13.0
®  MODE keyword introduced.

B OVERWRITE keyword introduced.

Release 17.0

H AGGREGATE runs without a break variable.

Example

AGGREGATE
/OUTFILE="'/temp/temp.sav'
/BREAK=gender
/age_mean=MEAN (age) .

© Copyright IBM Corporation 1989, 2012. 163
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Overview

AGGREGATE aggregates groups of cases in the active dataset into single cases and creates a new
aggregated file or creates new variables in the active dataset that contain aggregated data. The
values of one or more variables in the active dataset define the case groups. These variables are
called break variables. A set of cases with identical values for each break variable is called a
break group. If no break variables are specified, then the entire dataset is a single break group.
Aggregate functions are applied to source variablesin the active dataset to create new aggregated
variables that have one value for each break group.

Options

Data. You can create new variables in the active dataset that contain aggregated data, replace the
active dataset with aggregated results, or create a new data file that contains the aggregated results.

Documentary Text. You can copy documentary text from the original file into the aggregated file
using the DOCUMENT subcommand. By default, documentary text is dropped.

Aggregated Variables. You can create aggregated variables using any of 19 aggregate functions.
The functions SUM, MEAN, and SD can aggregate only numeric variables. All other functions can
use both numeric and string variables.

Labels and Formats. You can specify variable labels for the aggregated variables. Variables created
with the functions MAX, MIN, FIRST, and LAST assume the formats and value labels of their
source variables. All other variables assume the default formats described under Aggregate
Functions on p. 169.

Basic Specification

The basic specification is at least one aggregate function and source variable. The aggregate
function creates a new aggregated variable in the active dataset.

Subcommand Order
m [f specified, OUTFILE must be specified first.

m [fspecified, DOCUMENT and PRESORTED must precede BREAK. No other subcommand can be
specified between these two subcommands.

B MISSING, if specified, must immediately follow OUTFILE.

m The aggregate functions must be specified last.

Operations

®  When replacing the active dataset or creating a new data file, the aggregated file contains the
break variables plus the variables created by the aggregate functions.

B AGGREGATE excludes cases with missing values from all aggregate calculations except those
involving the functions N, NU, NMISS, and NUMISS.

m  Unless otherwise specified, AGGREGATE sorts cases in the aggregated file in ascending order
of the values of the grouping variables.
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B PRESORTED uses a faster, less memory-intensive algorithm that assumes the data are already
sorted into the desired groups.

B AGGREGATE ignores split-file processing. To achieve the same effect, name the variable or
variables used to split the file as break variables before any other break variables. AGGREGATE
produces one file, but the aggregated cases will then be in the same order as the split files.

Example

AGGREGATE

/OUTFILE="'/temp/temp.sav'
/BREAK=gender marital
/age_mean=MEAN (age)
/age_median=MEDIAN (age)
/income_median=MEDIAN (income) .

AGGREGATE creates a new IBM® SPSS® Statistics data file, femp.sav, that contains two break
variables (gender and marital) and all of the new aggregate variables.

BREAK specifies gender and marital as the break variables. In the aggregated file, cases are
sorted in ascending order of gender and in ascending order of marital within gender. The
active dataset remains unsorted.

Three aggregated variables are created: age mean contains the mean age for each group
defined by the two break variables; age median contains the median age; and income_median
contains the median income.

OUTFILE Subcommand

OUTFILE specifies the handling of the aggregated results. It must be the first subcommand on
the AGGREGATE command.

OUTFILE='file specification' saves the aggregated data to a new file, leaving the
active dataset unaffected. The file contains the new aggregated variables and the break
variables that define the aggregated cases.

A defined dataset name can be used for the file specification, saving the aggregated data
to a dataset in the current session. The dataset must be defined before being used in the
AGGREGATE command. For more information, see the topic DATASET DECLARE on p. 598.

OUTFILE=* with no additional keywords on the OUTFILE subcommand will replace the
active dataset with the aggregated results.

OUTFILE=* MODE=ADDVARIABLES appends the new variables with the aggregated data to
the active dataset (instead of replacing the active dataset with the aggregated data).

OUTFILE=* MODE=ADDVARIABLES OVERWRITE=YES overwrites variables in the active
dataset if those variable names are the same as the aggregate variable names specified on
the AGGREGATE command.

MODE and OVERWRITE can be used only with OUTFILE=*; they are invalid with
OUTFILE='file specification’.

Omission of the OUTFILE subcommand is equivalent to OUTFILE=* MODE=ADDVARIABLES.
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Example

AGGREGATE
/BREAK=region
/sales_mean = MEAN(varl)
/sales_median = MEDIAN (varl)
/sales_sum = SUM(varl) .

m  The aggregated variables are appended to the end of each case in the active data file. No
existing cases or variables are deleted.

m  For each case, the new aggregated variable values represent the mean, median, and total
(sum) sales values for its region.

Creating a New Aggregated Data File versus Appending Aggregated Variables

When you create a new aggregated data file with OUTFILE="'file specification' or
OUTFILE=* MODE=REPLACE, the new file contains:

m  The break variables from the original data file and the new aggregate variables defined by the
aggregate functions. Original variables other than the break variables are not retained.

B One case for each group defined by the break variables. If there is one break variable with two
values, the new data file will contain only two cases.

When you append aggregate variables to the active dataset with OUTFILE=*
MODE=ADDVARIABLES, the modified data file contains:

m  All of the original variables plus all of the new variables defined by the aggregate functions,
with the aggregate variables appended to the end of each case.

B The same number of cases as the original data file. The data file itself is not aggregated.
Each case with the same value(s) of the break variable(s) receives the same values for the
new aggregate variables. For example, if gender is the only break variable, all males would
receive the same value for a new aggregate variable that represents the average age.

Example

DATA LIST FREE /age (F2) gender (F2).
BEGIN DATA

[\S]
o
NN R

60
END DATA.
*create new file with aggregated results.
AGGREGATE
/OUTFILE="'/temp/temp.sav'
/BREAK=gender
/age_mean=MEAN (age)
/groupSize=N.
*append aggregated variables to active dataset.
AGGREGATE
/OUTFILE=* MODE=ADDVARIABLES
/BREAK=gender
/age_mean=MEAN (age)
/groupSize=N.
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Figure 9-1

New aggregated data file
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Aggregate variables appended to active dataset
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BREAK Subcommand

BREAK lists the optional grouping variables, also called break variables. Each unique combination
of values of the break variables defines one break group.

AGGREGATE

m  The variables named on BREAK can be any combination of variables in the active dataset.

m  Unless PRESORTED is specified, aggregated variables are appended to the active dataset
(OUTFILE=* MODE=ADDVARIABLES), AGGREGATE sorts cases after aggregating. By default,
cases are sorted in ascending order of the values of the break variables. AGGREGATE sorts first
on the first break variable, then on the second break variable within the groups created by
the first, and so on.

m  Sort order can be controlled by specifying an A (for ascending) or D (for descending) in
parentheses after any break variables.

The designations A and D apply to all preceding undesignated variables.

The subcommand PRESORTED overrides all sorting specifications, and no sorting is performed

with OUTFILE=* MODE=ADDVARIABLES.

AGGREGATE

/BREAK=region
= MEAN (varl)
/sales_median = MEDIAN (varl)
/sales_sum

/sales_mean

SUM (varl) .
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For each case, the new aggregated variable values represent the mean, median, and total (sum)
sales values for its region.

AGGREGATE
/sales_mean = MEAN (varl)
/sales_median = MEDIAN (varl)
/sales_sum = SUM(varl).

For each case, the new aggregated variable values represent the mean, median, and total (sum)
sales values for the entire dataset.

DOCUMENT Subcommand

DOCUMENT copies documentation from the original file into the aggregated file.
B DOCUMENT must appear after OUTFILE but before BREAK.

® By default, documents from the original data file are not retained with the aggregated data file
when creating a new aggregated data file with either OUTFILE='file specification'’

or OUTFILE=* MODE=REPLACE. The DOCUMENT subcommand retains the original data
file documents.

B Appending variables with OUTFILE=* MODE=ADDVARIABLES has no effect on data file
documents, and the DOCUMENT subcommand is ignored. If the data file previously had
documents, they are retained.

PRESORTED Subcommand

If the data are already sorted into the desired groups, you can reduce run time and memory
requirements by using the PRESORTED subcommand.

m [f specified, PRESORTED must precede BREAK. The only specification is the keyword
PRESORTED. PRESORTED has no additional specifications.

B When PRESORTED is specified, the program forms an aggregate case out of each group of
adjacent cases with the same values for the break variables. Unless the cases are sorted
by the break variables, the results will be quite different from what would be produced if
PRESORTED were not specified.

B When PRESORTED is specified, if AGGREGATE is appending new variables to the active
dataset rather than writing a new file or replacing the active dataset, the cases must be sorted
in ascending order by the BREAK variables.

Example

AGGREGATE OUTFILE='/temp/temp.sav'
/PRESORTED
/BREAK=gender marital
/mean_age=MEAN (age) .
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An aggregated variable is created by applying an aggregate function to a variable in the active
dataset. The variable in the active dataset is called the source variable, and the new aggregated

variable is the target variable.

B The aggregate functions must be specified last on AGGREGATE.

m  The simplest specification is a target variable list, followed by an equals sign, a function
name, and a list of source variables.

®  The number of target variables named must match the number of source variables.

m  When several aggregate variables are defined at once, the first-named target variable is based
on the first-named source variable, the second-named target is based on the second-named

source, and so on.

B Only the functions MAX, MIN, FIRST, and LAST copy complete dictionary information from
the source variable. For all other functions, new variables do not have labels and are assigned
default dictionary print and write formats. The default format for a variable depends on the
function used to create it (see the list of available functions below).

B You can provide a variable label for a new variable by specifying the label in single or double
quotes immediately following the new variable name. Value labels cannot be assigned

in AGGREGATE.

m  To change formats or add value labels to an active dataset created by AGGREGATE, use
the PRINT FORMATS, WRITE FORMATS, FORMATS, or VALUE LABELS command. If the
aggregate file is written to disk, first retrieve the file using GET, specify the new labels and

formats, and resave the file.

The following is a list of available functions:

SUM (varlist)
MEAN(varlist)
MEDIAN(varlist)
SD(varlist)

MAX (varlist)

MIN(varlist)

PGT (varlist,value)

PLT (varlist,value)
PIN(varlist,valuel,value?)

POUT (varlist,valuel,value?)

FGT (varlist,value)

FLT (varlist,value)

Sum across cases. Default formats are F8.2.

Mean across cases. Default formats are F8. 2.

Median across cases. Default formats are F8. 2.

Standard deviation across cases. Default formats are F8.2.

Maximum value across cases. Complete dictionary information is
copied from the source variables to the target variables.

Minimum value across cases. Complete dictionary information is
copied from the source variables to the target variables.

Percentage of cases greater than the specified value. Default
formats are F5. 1.

Percentage of cases less than the specified value. Default formats
are F5.1.

Percentage of cases between valuel and value?2, inclusive. Default
formats are F5. 1.

Percentage of cases not between valuel and value2. Cases where
the source variable equals valuel or value?2 are not counted. Default
formats are F5. 1.

Fraction of cases greater than the specified value. Default formats
are F5.3.

Fraction of cases less than the specified value. Default formats
are F5.3.
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FIN(varlist,valuel,value2) Fraction of cases between valuel and value2, inclusive. Default
formats are F5.3.

FOUT (varlist,valuel,value?) Fraction of cases not between valuel and value2. Cases where the
source variable equals valuel or value?2 are not counted. Default
formats are F5. 3.

N(varlist) Weighted number of cases in break group. Default formats are 7.0
for unweighted files and 8.2 for weighted files.

NU(varlist) Unweighted number of cases in break group. Default formats are
F7.0.

NM I SS(varlist) Weighted number of missing cases. Default formats are F7.0 for
unweighted files and ¥8. 2 for weighted files.

NUM I SS(varlist) Unweighted number of missing cases. Default formats are 7. 0.

FIRST (varlist) First nonmissing observed value in break group. Complete
dictionary information is copied from the source variables to the
target variables.

LAST (varlist) Last nonmissing observed value in break group. Complete

dictionary information is copied from the source variables to the
target variables.

® The functions SUM, MEAN, and SD can be applied only to numeric source variables. All other
functions can use short and long string variables as well as numeric ones.

B The N and NU functions do not require arguments. Without arguments, they return the number
of weighted and unweighted valid cases in a break group. If you supply a variable list, they
return the number of weighted and unweighted valid cases for the variables specified.

m  For several functions, the argument includes values as well as a source variable designation.
Either blanks or commas can be used to separate the components of an argument list.

m  For PIN, POUT, FIN, and FOUT, the first value should be less than or equal to the second. If
the first is greater, AGGREGATE automatically reverses them and prints a warning message.
If the two values are equal, PIN and FIN calculate the percentages and fractions of values
equal to the argument. POUT and FOUT calculate the percentages and fractions of values
not equal to the argument.

m  String values specified in an argument should be enclosed in quotes.

Using the MEAN Function

AGGREGATE OUTFILE='AGGEMP.SAV' /BREAK=LOCATN
/AVGSAL 'Average Salary' AVGRAISE = MEAN(SALARY RAISE).

B AGGREGATE defines two aggregate variables, AVGSAL and AVGRAISE.
B AVGSAL is the mean of SALARY for each break group, and AVGRAISE is the mean of RAISE.
m  The label Average Salary is assigned to AVGSAL.

Using the PLT Function

AGGREGATE OUTFILE=* /BREAK=DEPT
/LOWVAC, LOWSICK = PLT (VACDAY SICKDAY,10).

B AGGREGATE creates two aggregated variables: LOWVAC and LOWSICK. LOWVAC is the
percentage of cases with values less than 10 for VACDAY, and LOWSICK is the percentage of
cases with values less than 10 for SICKDAY.
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Using the FIN Function

AGGREGATE OUTFILE='GROUPS.SAV' /BREAK=0OCCGROUP
/COLLEGE = FIN(EDUC,13,16).

B AGGREGATE creates the variable COLLEGE, which is the fraction of cases with 13 to 16
years of education (variable EDUC).

Using the PIN Function

AGGREGATE OUTFILE=* /BREAK=CLASS
/LOCAL = PIN(STATE, 'IL',6 'IO').

B AGGREGATE creates the variable LOCAL, which is the percentage of cases in each break
group whose two-letter state code represents Illinois, Indiana, or [owa. (The abbreviation for
Indiana, IN, is between IL and IO in an alphabetical sort sequence.)

MISSING Subcommand

By default, AGGREGATE uses all nonmissing values of the source variable to calculate aggregated
variables. An aggregated variable will have a missing value only if the source variable is missing
for every case in the break group. You can alter the default missing-value treatment by using the

MISSING subcommand. You can also specify the inclusion of user-missing values on any function.

B MISSING must immediately follow OUTFILE.
B COLUMNWISE is the only specification available for MISSING.

B [f COLUMNWISE is specified, the value of an aggregated variable is missing for a break group
if the source variable is missing for any case in the group.

B COLUMNWISE does not affect the calculation of the N, NU, NMISS, or NUMISS functions.

B COLUMNWISE does not apply to break variables. If a break variable has a missing value, cases
in that group are processed and the break variable is saved in the file with the missing value.
Use SELECT IF if you want to eliminate cases with missing values for the break variables.

Including Missing Values

You can force a function to include user-missing values in its calculations by specifying a period
after the function name.

B AGGREGATE ignores periods used with the functions N, NU, NMTSS, and NUMISS if these
functions have no arguments.

m  User-missing values are treated as valid when these four functions are followed by a period
and have a variable as an argument. NMISS. (AGE) treats user-missing values as valid and
thus gives the number of cases for which AGFE has the system-missing value only.

The effect of specifying a period with N, NU, NMISS, and NUMISS is illustrated by the following:

N = N. = N(AGE) + NMISS(AGE) = N. (AGE) + NMISS. (AGE)

NU = NU. = NU(AGE) + NUMISS(AGE) = NU. (AGE) + NUMISS. (AGE)
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®  The function N (the same as N. with no argument) yields a value for each break group that
equals the number of cases with valid values (N (AGE) ) plus the number of cases with user-
or system-missing values (NMISS (AGE)).

® This in turn equals the number of cases with either valid or user-missing values (N. (AGE))
plus the number with system-missing values (NMISS. (AGE) ).

®  The same identities hold for the NU, NMISS, and NUMISS functions.

Default Treatment of Missing Values

AGGREGATE OUTFILE='AGGEMP.SAV' /MISSING=COLUMNWISE /BREAK=LOCATN
/AVGSAL = MEAN (SALARY) .

B AVGSAL is missing for an aggregated case if SALARY is missing for any case in the break
group.

Including User-Missing Values

AGGREGATE OUTFILE=* /BREAK=DEPT
/LOVAC = PLT. (VACDAY,10).

m  LOVAC is the percentage of cases within each break group with values less than 10 for
VACDAY, even if some of those values are defined as user missing.

Aggregated Values that Retain Missing-Value Status

AGGREGATE OUTFILE='CLASS.SAV' /BREAK=GRADE
/FIRSTAGE = FIRST. (AGE) .

m  The first value of AGE in each break group is assigned to the variable F/IRSTAGE.

m  [f the first value of AGE in a break group is user missing, that value will be assigned to
FIRSTAGE. However, the value will retain its missing-value status, since variables created
with FIRST take dictionary information from their source variables.

Comparing Missing-Value Treatments

The table below demonstrates the effects of specifying the MISSING subcommand and a period
after the function name. Each entry in the table is the number of cases used to compute the
specified function for the variable EDUC, which has 10 nonmissing cases, 5 user-missing cases,
and 2 system-missing cases for the group. Note that columnwise treatment produces the same
results as the default for every function except the MEAN function.

Table 9-1

Default versus columnwise missing-value treatments
Function Default Columnwise
N 17 17

N. 17 17

N (EDUC) 10 10

N. (EDUC) 15 15

MEAN (EDUC) 10 0
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Function Default Columnwise
MEAN. (EDUC) 15 0
NMISS (EDUC) 7 7

NMISS. (EDUC) 2 2



AIM

ATM is available in the Statistics Base option.

AIM grouping-var
[/CATEGORICAL varlist]
[/CONTINUOUS varlist]

[/CRITERIA [ADJUST = {BONFERRONI**}] [CI = {95*%* }]

{NONE } {value}
[HIDENOTSIG = {NO**}]] [SHOWREFLINE = {NO 101
{YES } {YES**}

[/MISSING {EXCLUDE**} ]
{INCLUDE }

[/PLOT [CATEGORY] [CLUSTER [(TYPE = {BAR*})]] [ERRORBAR]
{PIE }
[IMPORTANCE [ ([X = {GROUP* }] [Y = {TEST* }1)11] ]
{VARIABLE} {PVALUE}

* Default if the keyword is omitted.
** Default if the subcommand or keyword is omitted.

This command reads the active dataset and causes execution of any pending commands. For more
information, see the topic Command Order on p. 44.

Example

AIM TSC_1
/CATEGORICAL type
/CONTINUOUS price engine_s horsepow wheelbas width length
curb_wgt fuel_cap mpg
/PLOT CLUSTER.

Overview

ATM provides graphical output to show the relative importance of categorical and scale variables
to the formation of clusters of cases as indicated by the grouping variable.

Basic Specification

The basic specification is a grouping variable, a CATEGORICAL or CONTINUOUS subcommand,
and a PLOT subcommand.

Subcommand Order
®  The grouping variable must be specified first.

B Subcommands can be specified in any order.

© Copyright IBM Corporation 1989, 2012. 174
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Syntax Rules

®  All subcommands should be specified only once. If a subcommand is repeated, only the last
specification will be used.

Limitations

The WEIGHT variable, if specified, is ignored by this procedure.

Grouping Variable
m  The grouping variable must be the first specification after the procedure name.

® The grouping variable can be of any type (numeric or string).

Example

AIM clu_id
/CONTINUOUS age work salary.

m  This is a typical example where CLU _ID is the cluster membership saved from a clustering

procedure (say TwoStep Cluster) where AGE, WORK, and SALARY are the variables used
to find the clusters.

CATEGORICAL Subcommand

Variables that are specified in this subcommand are treated as categorical variables, regardless
of their defined measurement level.

m  There is no restriction on the types of variables that can be specified on this subcommand.

®  The grouping variable cannot be specified on this subcommand.

CONTINUOUS Subcommand

Variables that are specified in this subcommand are treated as scale variables, regardless of their
defined measurement level.

B Variables specified on this subcommand must be numeric.

®  The grouping variable cannot be specified on this subcommand.

CRITERIA Subcommand

The CRITERIA subcommand offers the following options in producing graphs.

ADJUST = BONFERRONI | NONE  Adjust the confidence level for simultaneous confidence intervals or the
tolerance level for simultaneous tests. BONFERRONT uses Bonferroni

adjustments. This is the default. NONE specifies that no adjustments
should be applied.

Cl = number Confidence Interval. This option controls the confidence level. Specify
a value greater than 0 and less than 100. The default value is 95.
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HIDENOTSIG =NO | YES Hide groups or variables that are determined to be not significant.
YES specifies that all confidence intervals and all test results should
be shown. This is the default. NO specifies that only the significant
confidence intervals and test results should be shown.

SHOWREFLINE = NO | YES Display reference lines that are the critical values or the tolerance
levels in tests. YES specifies that the appropriate reference lines should
be shown. This is the default. NO specifies that reference lines should
not be shown.

MISSING Subcommand

The MISSING subcommand specifies the way to handle cases with user-missing values.

B A case is never used if it contains system-missing values in the grouping variable, categorical
variable list, or the continuous variable list.

m  [f this subcommand is not specified, the default is EXCLUDE.

EXCLUDE Exclude both user-missing and system-missing values. This is the
default.
INCLUDE User-missing values are treated as valid. Only system-missing values

are not included in the analysis.

PLOT Subcommand

The PLOT subcommand specifies which graphs to produce.

CATEGORY Within Cluster Percentages. This option displays a clustered bar
chart for each categorical variable. The bars represent percentages of
categories in each cluster. The cluster marginal count is used as the
base for the percentages.

CLUSTER (TYPE=BAR  Cluster frequency charts. Displays a bar or pie chart, depending upon

| PIE) the option selected, representing the frequency of each level of the
grouping variable.

ERRORBAR Error Bar. This option displays an error bar by group ID for each
continuous variable.

IMPORTANCE Attribute Importance. This option displays a bar chart that shows the

(X=GROUP | VARIABLE relative importance of the attributes/variables. The specified options

Y=TEST | PVALUE) further control the display.

X = GROUP causes values of the grouping variable to be displayed
on the x axis. A separate chart is produced for each variable. X =
VARIABLE causes variable names to be displayed on the x axis. A
separate chart is produced for each value of the grouping variable.

Y = TEST causes test statistics to be displayed on the y axis.
Student’s ¢ statistics are displayed for scale variables, and chi-square
statistics are displayed for categorical variables. Y = PVALUE causes
p-value-related measures to be displayed on the y axis. Specifically,
—logo(pvalue) is shown so that in both cases larger values indicate
“more significant” results.

Example: Importance Charts by Group

AIM clu_id
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/CONTINUOUS age work salary
/CATEGORICAL minority
/PLOT CATEGORY CLUSTER (TYPE = PIE) IMPORTANCE (X=GROUP Y=TEST) .

® A frequency pie chart is requested.

m  Student’s ¢ statistics are plotted against the group ID for each scale variable, and chi-square
statistics are plotted against the group ID for each categorical variable.

Example: Importance Charts by Variable

AIM clu_id
/CONTINUOUS age work salary
/CATEGORICAL minority
/CRITERIA HIDENOTSIG=YES CI=95 ADJUST=NONE
/PLOT CATEGORY CLUSTER (TYPE = BAR)
IMPORTANCE (X = VARIABLE, Y = PVALUE).

B A frequency bar chart is requested.

m  —JoglO(pvalue) values are plotted against variables, both scale and categorical, for each level
of the grouping variable.

®m In addition, bars are not shown if their p values exceed 0.05.



ALTER TYPE

ALTER TYPE varlist([input format = ] {output format }) [varlist...]
{AMIN [+ [n[%]] }
{AHEXMIN [+ [n[%]]}
[/PRINT {[ALTEREDTYPES*] [ALTEREDVALUES]}]
{NONE }

* Default if subcommand omitted.

Release History

Release 16.0

®m  Command introduced.

Example

ALTER TYPE StringDatel to StringDated4 (Datell).
ALTER TYPE ALL (A=AMIN) .

Overview

ALTER TYPE can be used to change the fundamental type (string or numeric) or format of
variables, including changing the defined width of string variables.

Options
B You can use the TO keyword to specify a list of variables or the ALL keyword to specify
all variables in the active dataset.

m  The optional input format specification restricts the type modification to only variables in the
list that match the input format. If the input format doesn’t include a width specification, all
variables that match the basic format are included. An input format specification without a
width specification includes all variables that match the basic format, regardless of defined
width.

B AMIN or AHEXMIN can be used as the output format specification to change the defined width
of a string variable to the minimum width necessary to display all observed values of that
variable without truncation.

B AMIN + n or AHEXMIN + n sets the width of string variables to the minimum necessary
width plus # bytes.

B AMIN + n% or AHEXMIN + n% sets the width of string variables to the minimum necessary
width plus n percent of that width. The result is rounded to an integer.

Basic Specification

The basic specification is the name of a variable in the active dataset followed by an output format
specification enclosed in parentheses, as in:

ALTER TYPE StringVar (A4).
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Syntax Rules
m  All variables specified or implied in the variable list(s) must exist in the active dataset.
m  FEach variable list must be followed by a format specification enclosed in parentheses.

®  Format specifications must be valid IBM® SPSS® Statistics formats. For information on
valid format specifications, see Variable Types and Formats.

m [f specified, the optional input format must be followed by an equals sign and then the
output format.

m [f a variable is included in more than one variable list on the same ALTER TYPE command,
only the format specification associated with the last instance of the variable name will be
applied. (If you want to “chain” multiple modifications for the same variable, use multiple
ALTER TYPE commands.)

Operations

m  [f the command does not include any AMIN or AHEXMIN format specifications and does not
include ALTEREDVALUES on the PRINT subcommand, the command takes effect immediately.
It does not read the active dataset or execute pending transformations.

®  [f the command includes one or more AMIN or AHEXMIN format specifications or includes
ALTEREDVALUES on the PRINT subcommand, the command reads the active dataset and
causes execution of any pending transformations.

m  Converting a numeric variable to string will result in truncated values if the numeric value
cannot be represented in the specified string width.

m  Converting a string variable to numeric will result in a system-missing value if the string
contains characters that would be invalid for the specified numeric format.

Examples

DATA LIST FREE
/Numvarl (F2) Numvar2 (F1)
StringVarl (A20) StringVar2 (A30)
StringDatel (All) StringDate2 (Al10) StringDate3 (Al0).
BEGIN DATA
1 23 a234 b2345 28-0ct-2007 10/28/2007 10/29/2008
END DATA.
ALTER TYPE Numvarl (F5.2) Numvar2 (F3).
ALTER TYPE
StringDatel to StringDate3 (All = DATE11l).
ALTER TYPE
StringDatel to StringDate3 (Al0
ALTER TYPE ALL (A=AMIN) .

ADATELOQ) .

B The first ALTER TYPE command changes the formats of Numvarl and Numvar2 from F2
and F1 to F5.2 and F3.

B  The next ALTER TYPE command converts all string variables between StringDatel and
StringDate3 (in file order) with a defined string width of 11 to the numeric date format
DATE11l (dd-mmm-yyyy). The only variable that meets these criteria is StringDatel; so
that is the only variable converted.
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B  The third ALTER TYPE command converts all string variables between StringDatel and
StringDate3 with a defined string width of 10 to the numeric date format ADATE11
(mm/dd/yyyy). In this example, this conversion is applied to StringDate2 and StringDate3.

® The last ALTER TYPE command changes the defined width of all remaining string variables
to the minimum width necessary for each variable to avoid truncation of any values. In this
example, StringVarl changes from 220 to 24 and StringVar2 changes from 230 to A5. This
command reads the data and executes any pending transformation commands.

PRINT Subcommand

The optional PRINT subcommand controls the display of information about the variables modified
by the ALTER TYPE command. The following options are available:

ALTEREDTYPES. Display a list of variables for which the formats were changed and the old and
new formats. This is the default.

ALTEREDVALUES. Display a report of values that were changed if the fundamental type (string or
numeric) was changed or the defined string width was changed. This report is limited to the first
25 values that were changed for each variable.

NONE. Don t display any summary information. This is an alternative to ALTEREDTYPES and/or
ALTEREDVALUES and cannot be used in combination with them.
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ALSCAL is available in the Statistics Base option.

ALSCAL VARIABLES=varlist

[/FILE='savfile'| 'dataset"']

[CONFIG [ ({INITIAL})]] [ROWCONF [ ({INITIAL})]]
{FIXED } {FIXED }

[COLCONF [ ({INITIAL})]] [SUBJWGHT[ ({INITIAL})]]
{FIXED } {FIXED }

[STIMWGHT [ ({INITIAL})]]
{FIXED }

[/INPUT=ROWS ({ALL**})]
{n }

[/ SHAPE={ SYMMETRIC**} ]
{ASYMMETRIC }

{RECTANGULAR}
[/LEVEL={ORDINAL** [ ([UNTIE] [SIMILAR])]}]
{INTERVALI ({1})] )
{ {n} }
{RATIO[({21})] }
{ {n} }
{NOMINAL }
[ /CONDITION={MATRIX* * 1]
{ROW }
{UNCONDITIONAL }

[/ {MODEL }={EUCLID**}]
{METHOD} {INDSCAL }

{ASCAL }
{AINDS }
{GEMSCAL }
[/CRITERIA=[NEGATIVE] [CUTOFF ({0**})] [CONVERGE ({.001})]
{n?} {n 1}
[ITER({30})] [STRESSMIN({.005})] [NOULB]
{n } {n 1}
[DIMENS ({2** })] [DIRECTIONS (n)]
{min[,max]}
[CONSTRAIN] [TIESTORE(n)]]
[/PRINT=[DATA] [HEADER]] [/PLOT=[DEFAULT] [ALL]]

[/OUTFILE='savfile'| 'dataset']

[/MATRIX=IN({'savfile'|'dataset'})]
{* }

**Default if the subcommand or keyword is omitted.

This command reads the active dataset and causes execution of any pending commands. For more
information, see the topic Command Order on p. 44.

Example

ALSCAL VARIABLES=ATLANTA TO TAMPA.
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ALSCAL was originally designed and programmed by Forrest W. Young, Yoshio Takane, and
Rostyslaw J. Lewyckyj of the Psychometric Laboratory, University of North Carolina.
Overview

ALSCAL uses an alternating least-squares algorithm to perform multidimensional scaling (MDS)
and multidimensional unfolding (MDU). You can select one of the five models to obtain stimulus
coordinates and/or weights in multidimensional space.

Options

Data Input. You can read inline data matrices, including all types of two- or three-way data, such
as a single matrix or a matrix for each of several subjects, using the INPUT subcommand. You
can read square (symmetrical or asymmetrical) or rectangular matrices of proximities with the
SHAPE subcommand and proximity matrices created by PROXIMITIES and CLUSTER with the
MATRIX 