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Abstract

Provides in-depth coverage of all major GUI functions for all components at 7.2 and
higher. This document covers the Job Watcher component.

Changes
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24 Feb 2022 — added SQL compression fields back in to Interval Summary — SQL
statistics

14 Feb 2022 — updated for 2022
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1 Introduction

This document provides an overview of the interfaces as well as the green screen commands and
database files for the Job Watcher component of iDoctor.

Note: iDoctor Job Watcher is a completely different offering than what is provided in IBM i 5770PT1 —
Job Watcher option and the Performance Data Investigator (web interface provided by IBM). These are
two different products and purchased and supported separately within IBM. Buying one does not provide
a license to the other.

Job Watcher returns real-time information about all jobs, threads and/or LIC tasks running on a system (or
on a selected set of jobs/threads or tasks). The data is collected by a server job, stored in database files,
and displayed via the iDoctor GUI. Job Watcher is similar in sampling function to the system commands
WRKACTJOB and WRKSYSACT in that each "refresh" computes delta information for the ending
shapshot interval. Refreshes can be set to occur automatically, as frequently as every 100 milliseconds.
The data harvested from the jobs/threads/tasks being watched is done so in a non-intrusive manner (like
WRKSYSACT).

This data is summarized to show high-level overviews of system performance over time. From these
overview charts a user can select a time period of interest and drill down. The drill down graphs from the
overview charts into rankings graphs to show the job/thread experiencing the highest amount of work for
the desired statistic. From the rankings graphs, users can select one or more job/threads to show how
they performed over time.

The biggest advantage to Job Watcher for performance analysis over other tools is its extensive use of
wait buckets. These buckets consist of waits that are generally considered good or bad, and seeing the
bad ones on a graph like seize contention makes it easy to identify problem areas for further
investigation.

The information harvested by Job Watcher includes:

e Standard WRKSYSACT type info: CPU, DASD I/O breakdown, DASD space consumption, etc.

e Some data previously only seen in Collection Services: "real" user name, seize time, breakdown
of what types of waits (all waits) that occurred.

e Some data not available anywhere else in real time: details on the current wait (duration, wait
object, conflicting job info, specific LIC block point id), 1000 level deep invocation stack including
LIC stack frames.

e SQL statements, host variables, communications data, activation group statistics

e J9 JVM statistics

Job Watcher is available for trial evaluation or purchase via this website and is sold via Lab Services.

A license for Job Watcher includes:

Job Watcher software (licensed by system serial number via an access code)
Collection Services Investigator

Disk Watcher

Plan Cache Analyzer

Electronic defect support for the software for the term of the contract

No charge updates to the software for the term of the contract

The IBM Redbook for Job Watcher provides many examples for the use of Job Watcher. This Redbook is
available through the following link: http://www.redbooks.ibm.com/abstracts/sg246474.html

Note: This Redbook was written in the V5R3 timeframe (March 2005).

Data is collected in Job Watcher using commands that are included with IBM i which are:


http://www.redbooks.ibm.com/abstracts/sg246474.html
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ADDJWDFN — Adds a Job Watcher definition to the system
STRJW - Starts a Job Watcher collection
ENDJW — Ends an active Job Watcher collection
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2 Starting Job Watcher

Job Watcher is a component of the iDoctor suite of tools. After launching iDoctor, the Job Watcher
component is started from the IBM i Connections List View by double-clicking on the desired system.

A list of available components will appear on the next window. Double-click on the Job Watcher
component or select Job Watcher and click the Launch button to continue

B iDoctor IBM i Components

Connected to system Idoc720 with user MCCARGAR

Use this interface to work with the IBM iDoctor for IBM i components on your system. You may also apply
access codes to your system that were given to you by IBM service to authorize use to a component.

Change User

Check for new server builds ‘

iDoctor IBM i Components Window

To authorize use for a component, enter the access code below:

I Access code: |

System serial: ’W m

Processor
group:

¥ Close window after clicking Launch

P20

— Component list for system Idoc720:
. Component Expires |Status ~
01/27/22 FAETELIS
il Collection Services Investigator 01/27/22 Mever Available
Cw Disk Watcher 01/27/22 Mever  Available
& Plan Cache Analyzer 01/27/22 Mever Available
ﬂTemp Storage Analyzer 01/27/22 Mever Available
@PEX-AnaI}'zer 01/27/22 Mever Available
¥ |BM i Explorer 01727722 Available
EData Explorer 01727722 Available

Close

W
Launch

Note: Collection Services Investigator, Plan Cache Analyzer and Disk Watcher will only be available if
Job Watcher is installed correctly and a valid access code for Job Watcher has been applied. These
components are included with the Job Watcher license.
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3 Job Watcher Component View

The Job Watcher folder contains a list of folders, each providing different features available.
Collections can be displayed in various ways, either under the Libraries folder on a per library basis, or
under the Monitors folders to show Job Watcher collections under a monitor.

This also provides options for working with the Job Watcher Definitions that exist on the system. These
are used for defining the aspects for what data is collected. Several IBM-supplied definitions exist, or the

user can make their own.

2818 1ob Watcher Function

IBM i Connections Idoc720: Job Watcher - #1 3

Description

U Libraries

'EAMonitors

Job Watcher Component View

=1Definitions

M Data repository
&5 JvM analysis

3 SOL tables

LiL General functions

Libraries containing Job Watcher collections (filterable)

Waork with definitions used for creating collections

Wark with saved call stacks and job signatures

Waork with PRTJVMJOB output for 18 JWMs, Use WRKACTIOB -» JWM perspective -> Analyze JVM option to create data
Waork with the SQL-based tables generated by iDoctor analysis processes (library filterable)

Work with iDoctor monitors

Work with Power performance data (non IBM i), jobs, disks, SQL functions and maore.

The General functions folder contains several additional options for working with the IFS, browsing
objects, working with the disk units and ASPs or working with any non-IBM i data (VIOS/HMC) that has
been collected and moved to this system. The options for working with non-IBM i data are stored in the

General functions -> Power folder.

These folders are covered in more detail in the next sections.

3.1 Root Folder Menu Options

The following Job Watcher specific menu options are available by right clicking on the 'Job Watcher' icon

in the component view:

m ..... Explore

Find Collections...

Filter Libraries...

Add Definition...
Start Collection...
Start Monitor...

Copy Q5Y5 QAPYIW™ files to library...

Open new Data Viewer

Set User-Defined Reports Database...
Clear GUI Cache

Work with iDoctor scheduled jobs

Collections Database

Properties

Job Watcher Popup-Menu
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Menu ltem

Description

Find Collections...

This option displays the Find Collections interface which provides the ability to look
for collections matching user-defined characteristics. Example SQL statements are
provided.

The results of these queries are available under the General Functions -> Find
collections results folder.

Filter Libraries...

This option allows you to filter the libraries shown in the Libraries and SQL Tables
folders by a generic library name or library owner. This is useful for speeding up the
display of the list if the system contains many libraries containing collections (and/or
SQL tables).

Add Definition

This option displays the Add Job Watcher Definition Wizard. The definition defines
characteristics about the collection such as which data options to collect.

Note: A definition is required when starting a collection.

Start Collection

This menu will open the Start Job Watcher Collection Wizard where the user can
kick off a collection using the desired Job Watcher definition.

Start Monitor

This menu will open the Start Monitor Wizard for iDoctor where the user can start a
Job Watcher, PEX Analyzer or Disk Watcher monitor. Monitors are designed to
provide 24x7 collection of performance data.

Copy QSYS
QAPYJWH* files to
library...

This option can be used to copy all QAPYJW* files from QSYS to the desired
library.

This is an optional step that prepares a library for collecting performance data.
It also allows the library to appear under the Libraries folder in Job Watcher.

EH Prepare library for performance data *

This will run CRTDUPOBJ on all QSYS QAPY JW™ files into the desired library. Note: ANY EXISTING
PERFORMANCE DATA IN THIS LIBRARY WILL BE DELETED!

Library:
MCCARGARJW|

Cancel

o]

Prepare library for performance data window

Note: The reason this exists, is in some situations where previous release DB files
are used to collect performance data on the current release, then various problems
will occur.

Open New Data
Viewer

Opens a new Data Viewer window. This window is used to display tables and
graphs on the system. You can open iDoctor-defined reports into this window or
you can also open any database file or SQL table and display the results in graph or
table form.

Set User-Defined

Reports Database

This option allows the user to view/modify the currently used user-defined reports
database. The database can either be an MS Access file or a library on an IBM i.
The database stores the information needed to build the user-defined tables and
graphs shown in iDoctor.

Clear GUI cache

This option clears everything loaded in the GUI's cache (like menus, graph
definitions, query definitions, stored procedure versions installed, etc)

Work with iDoctor

This option is a shortcut to the General functions —> Work management ->



https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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scheduled jobs Scheduled jobs folder. It shows all the iDoctor created scheduled jobs that exist on
the current IBM i system.

Collections database|The iDoctor collection database identifies all collections on the system and can be
used to facilitate the drill down from one component to another in some situations.
It also is used to improve performance when browsing collections on the system.

Properties Use this menu to display version information for the current component. The build

level of the GUI is also displayed here.



https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf

IBM iDoctor for IBM i

4 Definitions

A Definitions folder is provided in Job Watcher to allow the user to work with the Job Watcher definitions
that exist on the current system. An example of this interface is:

IEM i Connections

=i Job Watcher
Libraries

=3 Definitions

-l Data repository
VM analysis
%8 SQL tables
Monitors

General functions

Definition

Idoc720: Job Watcher - #1 3

|Description

|Command

Job Watcher Definitions Folder

1 second intervals, Call stacks
1 second intervals, Call stacks, 1
1 second intervals, Call stacks, 5ql

1 second intervals, Call stacks, 5ql, J9

10 second intervals, Call stacks
10 second intervals, Call stacks, J9

10 second intervals, Call stacks, Sqgl
10 second intervals, Call stacks, Sql, J2

QZDASOINIT jobs, 3 min intervals

QZDASQINIT jobs, triggers PEX stats

5 second intervals, Call stacks
5 second intervals, Call stacks, J9
5 second intervals, Call stacks, Sqgl

5 second intervals, Call stacks, Sql, J8

QSYS/ADDIWDFN DFN{AAAAA) COLITV(10) ADDDTACGY((*CALLSTACK *ALWAYS))
QSYS/ADDIWDFN DFN{ALL) COLITV(10) ADDDTACGY((*CALLSTACK *ALWAYS) (*5C
QSYS/ADDIWDFN DFM(QI1SEC) TEXT('1 second intervals, Call stacks') COLITV(1)
QSYS/ADDIWDFN DFM(QI1SEC)) TEXT('1 second intervals, Call stacks, J9') COLITY
QSYS/ADDJWDFN DFN{Q1SECSQL) TEXT('1 second intervals, Call stacks, Sgl') CC
QSYS/ADDJWDFN DFN(Q1SECSQLJ) TEXT(1 second intervals, Call stacks, Sql, J9
QSYS/ADDIWDFN DFM(QI10SEC) TEXT('10 second intervals, Call stacks) COLITV(
QSYS/ADDJWDFN DFN{Q10SEC]) TEXT("10 second intervals, Call stacks, J9') COL
QSYS/ADDJWDFN DFN(Q10SECSQL) TEXT('10 second intervals, Call stacks, Sgl)
QSYS/ADDJWDFN DFN{Q10SECSQLJ) TEXT('10 second intervals, Call stacks, Sq,
QSYS/ADDJWDFN DFN(Q3MINQZDAS) TEXT('QZDASOIMNIT jobs, 3 min intervals)
QSYS/ADDJWDFN DFN(QSMINQZDAS) TEXT('QZDASOIMIT jobs, triggers PEX stz
QSYS/ADDJWDFMN DFN(QSSEC) TEXT('S second intervals, Call stacks") COLITV(S)
QSYS/ADDIWDFN DFM(QSSEC)) TEXT('S second intervals, Call stacks, J9') COLITY
QSYS/ADDJWDFM DFN(QSSECSQL) TEXT('S second intervals, Call stacks, Sgl') CC
QSYS/ADDJWDFM DFN(QSSECSQLJ) TEXT('S second intervals, Call stacks, Sql, J9
ADDJWDFN DFMN(TESTT)

QSYS/ADDJWDFN DEN(TRIG) COLITV(10) ADDOTACGY((*CALLSTACK *ALWAYS)) W

Note: Right-clicking the Definitions folder provides an option to rebuild the IBM-supplied definitions which
is sometimes needed if none of the Q* definition names appear.

The following options are available when right clicking on one or more definitions in the list:

Field

Description

Change Definition

Opens the Add Job Watcher Definition Wizard and loads the selected definition into it

so it can be changed.

Note: This is only applicable to definitions that aren’t named Q*.

Add Definition

Opens the Add Job Watcher Definition Wizard in order to create a new definition.

Start Collection

Opens the Start Job Watcher Collection Wizard using the selected definition.

Start New Monitor

Opens the Start iDoctor Monitor Wizard using the selected definition.

Delete

Removes the selected definitions from the system.

Properties

Displays the properties for the selected Job Watcher definition.

4.1 Add Job Watcher Definition Wizard

Use this interface to create or change a user-defined Job Watcher definition. This option is accessible by
right clicking the Job Watcher root folder and using the Add Definition... menu.

It can also be accessed using the Add Definition menu for a definition.

Note: This is an interface over the IBM i command ADDJWDFN.

4.1.1

Welcome

The Welcome page in the Add Job Watcher Definition Wizard introduces the user to the wizard and
explains what the wizard will do.


https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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Add Job Watcher Definition Wizard - Welcome - X

Welcome to the Add Job Watcher Definttion Wizard.

This wizard will guide you through the process of creating a definition
for the purpose of collecting job statistics.

This definition contains the parameters that specify the jobs to collect
statistics for and the types of data to collect such as call stacks and
S0L statements.

This wizard will add the definition to the cumrent system so it can be used
by the Start Job Watcher Wizard in order to create a new collection.

You may cancel this wizard at any time by clicking Cancel.

< Back MNext = Cancel

Add Job Watcher Definition Wizard — Welcome

4.1.2 Basic Options

The basic options page in the Wizard allows you to enter the definition’s name, description and interval
duration. It also provides information about the data collection options selected with a button to configure
them.

If you wish you can change a definition using this interface by selecting a different definition on the
system from the drop-down list. This action will discard all changes made into this interface and load the
parameters for the definition selected into the Wizard.

An example of the Basic Options panel is shown below:
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RS

' Add Job Watcher Definition Wizard - Basic Options -

Specify the definition name and other optional parameters below.

Definition name: — (NEW1| | | Actions Save

Description: |

Interval 0.1-3,600.0 seconds

duration:

[]Collect as fast as possible
Data collection options:
. Configure...
| Call stacks: Every interval
| Collect for jobs in conflict for at least 1 microseconds
| Collect for jobs in bad waits for at least 1 microseconds
[] Show advanced options
< Back Next > Cancel

Add Job Watcher Definition Wizard — Basic Options

The following table describes some of the less obvious options on this screen:
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Option

Description

Definition name

The definition name will be added as a new member name in file QAPYJWDFN in
QUSRSYS. This cannot start with Q when using this interface.

Actions button

Click this button to display a menu of options relating to Job Watcher definitions:

COY([*CALL®

CWVVAAAITOTI

TR EEY
Definition name: |CI'-.-1N'I V| I Actions | Save [

View
Description: | Delete

Interval 0.1-3.600.0 Reload IBM-supplied definitions

Actions button menu options

View — Displays the properties for the definition. Only works if changing an existing
definition.

Delete — Removes the definition from the system.

Reload IBM-supplied definitions — Deletes and replaces all IBM-supplied Job
Watcher definitions on the system.

Save

The save button will add or update the current definition on the system in its currently
defined state within this interface. This also occurs automatically when going
through the wizard and hitting Finish on the last page.

Interval duration

The size of each sample of data in seconds.

Note: If the collect as fast as possible option is checked then this value is greyed out
and is not applicable.

Collect as fast as
possible

Check the collect as fast as possible button to collect the next snapshot immediately
after the previous one finishes (no delay). Keep in mind this option can be very
resource intensive so use caution!

4.1.3 Data Collection Options

The Data Collection Options interface allows you to specify which types of data Job Watcher should
collect. The types of data that may be collected are broken up into several different panels.

4.13.1 Call Stack

The call stack tab allows you to specify whether call stacks should be collected and how often. Job
Watcher normally only collects call stacks for jobs that used CPU during the interval collected. You may
also indicate if call stacks should be collected for jobs that are experiencing performance issues even
though no CPU was used.

An example of this interface is the following:
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Add Job Watcher Definition Wizard - Data Collection Options >

Activation Groups
Call Stack

Sockets/Communications Condition Control
SaL IBM Technology for Java

Indicate below how call stacks should be collected. The first option will only collect jobs that used

some CPU within each

interval.

Call stack collection frequency for jobs/tashks using CPLI):

(®) Every interval

() Newver

() Only every Mth interval

The second option is used to collect call stacks for jobs in @ bad wait. This option only collects call
stacks for jobs that have previously used CPL during the course of the job watch unless the "collect idle

threads on 1st interval”

option is used.

Call stack collection for jobs/tasks in "bad watt" scenarios

Callect the call stack only for jobs in conflict with other jobs for at least N microseconds

N: 1- 2147433647

Caollect the call stack only for jobs in a "bad wait” (where no conflict with ancther job exists) for
at least N microseconds

Copy

N: 1- 2147483647

Copy URL Cancel

Add Job Watcher Definition Wizard — Data Collections Options — Call Stack

Option

Description

Every interval

The call stack will be harvested every interval for every job in the collection that used
CPU during each interval.

Never The call stack will not be collected.
Only every Nth The call stack will only be harvested for jobs using CPU every Nth interval. Selecting
interval this option will display a field where the value for N can be entered.

If the value for N is 5 then only jobs that used CPU every 5th interval of the collection
will include call stacks.

Collect call stacks
for jobs in conflict

This option indicates if call stacks should be collected for jobs that are in conflict with
other jobs. The value N defines how long the job needs to have been in conflict for
the call stack to be collected. N is specified in microseconds.

Collect call stacks
for jobs in bad waits

This option indicates if call stacks should be collected for jobs that are in bad waits.
The value N defines how long the job needs to have been in a bad wait in order for
the call stack to be collected. N is specified in microseconds.

41.3.2 SQL

This page allows the user to define the options for collecting SQL statements for jobs included in the

collection.

SQL statements are

created into file QAPYJWSQL. Host variables for SQL statements are created in

QAPYJWSQLH. QAPYJWSQLO and QAPYJWSQLP contain open cursor lists and prepared statement
areas if the most detailed choice is selected.
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Call Stack

collected.

(®) MNone

CUrsors

Add Job Watcher Definition Wizard - Data Cellection Options

Activation Groups

Condition Caontrol
IBM Technology for Java

Sockets/Communications
SQL

Indicate below the type of SGL information that should be collected and how often it should be

SGL data to include:

() Active SQL statements and host varables

() Active or lagt executed S0L statements and host varables

0O Active or last executed SGL statemerts, host variables, prepared statement amays and open

Add Job Watcher Definition Wizard — Data Collections Options — SQL

statements and
host variables

Option Description
None No SQL statements collected. This is the default.
Active SQL SQL statements will be collected for any jobs that are currently running SQL

statements (at the moment each interval is harvested) within the collection. If this
option is used it's quite possible not to get any SQL information if the statements that
are running complete

Active or Last
executed SQL
statements and
host variables

This option will collect the last executed SQL statement and host variable for every
job in the collection, for every interval the job is active.

Tip: For most users, this is the recommended choice if you wish to collect SQL
statements.

Last executed SQL
statements, host
variables, prepared
statement areas

This option will collect the last executed SQL statement and host variable for every
job in the collection, for every interval the job is active. In addition, this option will
collect information about the prepared statement areas and open cursors for the job
running the SQL statement.

SQL collection
frequency

If one of the above SQL collection options is selected, this option allows the user to

determine how often the SQL data should be collected.

41.3.3

IBM Technology for Java

This page allows for the collection of IBM Technology for Java Virtual Machine statistics and thread data.
IBM Technology for Java is also known as J9 and is the new 32-bit JVM.

JVM statistics for J9 are written to file QAPYJWIJVM. JVM thread data is written to file QAPYJWIJVT.

If J9 call stacks are collected they are written to file QAPYJWIJVS. Call stacks for J9 jobs are not
collected in the regular call stack file QAPYJWSTK.
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Add Jeb Watcher Definition Wizard - Data Collection Options

Activation Groups Sockets/Communications Condition Control
Call Stack SaL |IBEM Technology for Java

Indicate below if any Java specific information for jobs running the new 32-+bit Java Virtual Machine
(WM} in IBM i5/05 should be collected.

IBM Technology for Java Vitual Machine data to include:

(") Mone

(®) JVM statistics and thread information

() JVM statistics, thread information and call stacks

Collection frequency:
(®) Every interval

() Only every Mth interval

Add Job Watcher Definition Wizard — Data Collections Options — IBM Technology for Java

Option Description

None No J9 JVM information will be collected. This is the default.

thread information

JVM statistics and |J9 JVM statistics and thread information will be collected.

thread information
and call stacks

JVM statistics, J9 JVM statistics, thread information and J9 call stacks will be collected.

Collection If one of the above J9 collection options is selected, this option allows the user to
frequency determine how often the J9 data should be collected.
4.1.3.4 Activation Groups

This page allows the user to define the options for collecting activation group information for jobs included

in the collection.
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Add Job Watcher Definition Wizard - Data Collection Options x
Call Stack SaL IBM Technology for Java
Activation Groups Sockets/Communications Condition Contral

Indicate below the type of activation group information that should be collected and how often it
should be collected.

Activation group data to include:

() Activation group counters in file GAPYJWPRC

(@) Activation group counters and complete details

Collection frequency:
(®) Every interval

() Only every Nth interval

Add Job Watcher Definition Wizard — Data Collections Options — Activation Groups

The following table describes the parameters available on this page of the Wizard.

Option

Description

None

No activation group data collected

Activation group
counters in file
QAPYJWPRC

If this option is selected, the counters in file QAPYJWPRC (the job/process
information file) will be filled. The fields that will be filled are: CURNUMACTG
(current number of activation groups) and CURNUMACT (current number of
activations)

Activation group
counters and
complete details

This option will collect the activation group counters in the QAPYJWPRC file as well
as additional files containing complete information about the activation groups for all
jobs included in the collection.

The files filled by this option are:
QAPYJWAIGP - general activation group information

QAPYJWAIHP - activation group heap sizes and counts
QAPYJWAIPA - list of programs in each activation group collection

Collection If one of the above activation group collection options is selected, this option allows
frequency the user to determine how often the activation group data should be collected.
41.35 Sockets/Communications

This page allows the user to capture communications and socket information for jobs running in the
collection. Socket data is collected into files QAPYJWSKTC and QAPYJWSKJB.

An example of this window is shown below:
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) Never

(®) Every interval

Add Job Watcher Definition Wizard - Data Collection Options x
Call Stack SaL IBEM Technology for Java
Activation Groups Sockets/Communications Condition Control

Indicate below whether or not socket communications data should be collected:

Sockets data collection frequency:

() Only every Nth interval

Add Job Watcher Definition Wizard — Data Collections Options — Sockets/Communications

Option

Description

None

No socket data will be collected

Every interval

Socket information will be collected every interval

Only every Nth
interval

Socket information will be collected every Nth interval

4.1.3.6

Condition Control

This page is used to define a conditional control file for the collection. This file is used to collect data or
perform unique actions based on criteria encountered during collection. The control file definitions are
saved into file QAIDRIJWRD. An example of creating a rule definition via the green screen is available in
file QAIDRJIJWRD in library QIDRWCH.
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-

Add Job Watcher Definition Wizard - Data Collection Options

Call Stack SaL IBM Technology for Java

Activation Groups Sockets/Communications Condition Control

These options are used to colect data, call a program, or even wait to collect any data urtil the
conditions are met. A conditional control definition contains the list of conditions to check for.

lUse a conditional control definition
Conditions file (3AIDRJWRD):

Library: | MCCARGAR ~| Member:  |SAMPLETRIG v |
Description: | |
Forz load Delete Loaded conditions SAMPLETRIG successfully.
File contents: Help
PERCENT{GTIMEQS).GT.20
Options:
Mode: () Perinterval (® Trigger i) Collect urtil met
Trigger timeaut: o — | [300

Consecutive intervals needed to cause condition:
Trigger history number of intervals

] call exit program

Add Job Watcher Definition Wizard — Data Collections Options — Condition Control
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Option

Description

Use a conditional
control

Check the box to define a conditional control file to use for this Job Watcher
definition. Uncheck a box will remove it.

Library List of the libraries found on the system containing existing conditional control files
named QAIDRJWRD. The value is editable. To save the rule definition into a new
library, type the library name into this field before pressing the Save button.

Member Within the current library selected, the definition (member) names that were found.
The value is editable. To save a new rule definition, provide the name into this
field before pressing the Save button.

Description Description of the conditional control member.

Save This will save the QAIDRJWRD file member containing the contents of the File
Contents text box currently shown.

Load This will load the currently specified QAIDRIJWRD file member into the File
contents field.

Delete This will remove the currently specified QAIDRIJWRD file member from the library
indicated.

Help This will display additional information about how to define the conditions file. The

contents of this information are copied below:

The conditions control file must be a source physical file and may
be used to specify conditions that Job Watcher will use to limit data
collection. If a file is specified on this parameter, the

data collected will be compared against the conditions

defined in the file.

Conditions must be specified in a specific format. A

description of valid conditions and formats follows:

Direct field comparison

Syntax: FIELDNAME.COMPARAND.VALUE

Example 1: The condition will be met when more than 75 synchronous
database writes occur in the interval

SYNDBWRT.GT.75

Example 2: The condition will be met when the wait time in bucket 6
is between 30 and 80 microseconds.

QTIMEO6.GE.30.AND.QTIMEO6.LE.80
Rate condition
Syntax: RATE(FIELDNAME).COMPARAND.VALUE

Example: The condition will be met when the rate of synchronous
database writes is greater than 10 per second

RATE(SYNDBWRT).GT.10

Percent condition (applies to time spent in a particular wait
bucket)

Syntax: PERCENT(FIELDNAME).COMPARAND.VALUE

Example: The condition will be met when more than 10 percent of time
spent waiting was counted in bucket 9

PERCENT(QTIME09).GT.10

Average condition
Syntax: AVERAGE(FIELDNAME1,FIELDNAME2).COMPARAND.VALUE where

FIELDNAMEL1 is a time and FIELDNAME?2 is a corresponding count
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Note: At this time the only time/count combinations reported in Job
Watcher are the wait bucket times and counts reported in the
QAPYJWTDE file.

Example: The condition will be met when the average wait time for a
wait counted in bucket 5 is greater than 50 microseconds

AVERAGE(QTIMEQ05,QCOUNTO05).GT.50

File contents

This is the contents of the conditional control file. This should list one or more
conditions to check for in the Job Watcher data based on the Help file covered
previously.

Mode

Displays and configures the type of conditional collection to use.

Per interval
The specified condition will be checked in every
interval. In this type of collection, data will only
be written to the database files for intervals in
which the condition was satisfied. If an exit program
is specified on the on the User exit program (EXITPGM)
parameter it will be called in each interval where the
condition was satisfied.

Trigger

The specified condition will be checked in each
interval until the condition is satisfied. Once the
condition has been met, data will be unconditionally
written to the database files for the remainder of the
written to the database files for the remainder of the
collection. If an exit program is specified on the on
the User exit program (EXITPGM) parameter it will be
called one time in the interval where the condition
was satisfied.

Collect until met

Data will be unconditionally written to the database

files until the condition is satisfied. Once the

condition has been met, the collection will end. If an

exit program is specified on the on the User exit
program (EXITPGM) parameter it will be called one time
before the collection ends.

Trigger timeout

When using Trigger mode, this specifies how long the collection should run without
writing any data to the database files. The value is specified in either seconds or
intervals.

Consecutive intervals
needed to cause
condition

This indicates how many intervals are needed to cause the condition to occur.

Trigger history
number of intervals

Specifies the amount of data (in intervals) that should be buffered as history during
the conditional collection. The specified amount of data will be maintained until the
condition has been satisfied, at which time all buffered data will be written to the
database files along with the data from the current interval.

Call exit program

Check the box to indicate that a user-defined program will be called. By checking
the box, you can then enter the library / program name as well as the desired value

to pass to parameter 1 of the program.
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4.1.4 Advanced Options

The Advanced Options page in the Add Job Watcher Definition Wizard allows the user to configure
options that are normally only needed in rare circumstances.

An example of this screen is the following:

T T T e Y . T . WY = T = WO = T =}

i T e T e TR =1

Add Job Watcher Definition Wizard - Advanced Options - >

To perform realtime analysis with Job Watcher, the option to have data
available at the end of each interval should be used.

Data availability
() At end of collection

(®) A end of interval - Necessary for realtime analysis.

Collection file disk pool threshold

() System

(®) Ovemide {1-99% percent
System disk pool threshold

() System

(®) Ovenide (1-99) percert

Add Job Watcher Definition Wizard — Advanced Options

GUI Element

Description

Data availability

Indicates how soon the collection data will be ready for use. Job Watcher has the
capability to collect data for several intervals before actually writing any data to the
database files.

There are some slight performance gains possible in the collection by specifying
“At end of collection”, but the downside to doing this is the data may only exist in
the database files until after the collection has ended.

Collection file disk
pool threshold

Specifies the percentage of the auxiliary storage pool (ASP) that contains the Job
Watcher database files that can be used before the collection is forced to end.

Use the Change Storage Threshold function of the Start System Service Tools
(STRSST) command in order to change the system threshold for an ASP.

System disk pool
threshold

Specifies the percentage of the system auxiliary storage pool (ASP) which can be
used before the collection is forced to end.

Use the Change Storage Threshold function of the Start System Service Tools
(STRSST) command in order to change the system threshold for the system ASP.

4.1.5 Job Options

This page allows the user to determine whether all jobs/tasks should be collected, or if specific jobs and
tasks should be collected. If the option "Select specific jobs and tasks" is selected then the job/task
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selection page will be shown next in order for the user to define which jobs and/or tasks should be

collected.

An example of this window is shown below:

Add Job Watcher Definition Wizard - Job Options - 1doc720 >

Indicate below whether to collect all jobs andfor tasks orto select
specific jobs and tasks.

Jobtask selection:

* Include all jobs and tasks
" Include all jobs
" Include all tasks

(" Select specific jobs and tasks

[ Collect idle jobs/tasks on st interval

Allows jobstask names that are idle throughout the entire
collection to be visible in the graphs.

< Back Mext = Cancel

Add Job Watcher Definition Wizard — Job Options

The following table describes the parameters available on this page of the Wizard.

Note: Active jobs/tasks are defined as those jobs or tasks that used the CPU for each interval collected.

Option

Description

Include all jobs and
tasks

All "active" jobs and tasks running on the system will be collected.

Include all jobs

All "active" jobs running on the system will be collected

Include all tasks

All "active" tasks running on the system will be collected.

Select specific jobs
and tasks

Selecting this option will display the Job/task selection page when the 'Next' button
on the Wizard is pressed. This window provides many ways to select or filter which
jobs/tasks to collect among the jobs/tasks running on the system.

Collect idle
jobs/tasks on 1st
interval

This option will collect an interval of data for every job/task found within the collection
regardless if the job/thread/task used CPU or not. Normally data is not collected for
jobs and tasks that did not use CPU during an interval.

If a job never uses CPU throughout the entire collection the job name and thread 1D

will not be displayable in the reports unless this option is used.
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4.1.6 Job/task selection

This window provides the user with the ability to select the jobs and tasks to include in the collection.
There are six different ways to select the jobs/tasks to use in the collection: Job name, task name,
current user profile, subsystem, pool ID, and taskcount. These options are listed within the select by drop
down list. After making the selection in the list, pressing the Add... button will display the appropriate
interface in order to make the selection and add it to the list of job/task selection criteria.

An example of this page of the Wizard is:

Start Job Watcher Collection Wizard - Job/Task Selection - =
Indicate the jobs, tasks and/or threads you wish to include in your collection below:

Jobtask selection criteria: Remove
Selection |Selection

Type

Job name QZRCSRWVR / QUSER / 433932

Job name QZSCSRVR / QUSER /433938

Job name QZRCSRVS / QUSER / 433942

< Back Next = Cancel

Add Job Watcher Definition Wizard — Job/Task Selection
416.1 Job name selection

Pressing the Add... button while "Job name" is selected in the Select by drop down list will display the
following window:



1% Add Jobs

Job Filter Information:

Jobs matching the job filter information:

IBM iDoctor for IBM i

Indicate the jobs to include in your collection below:

[m] X
user:
Reset Statistics Add Selected

Subsystem  |Job Name

User

CPU utilization Current User |Ente »

(%)

CPU time
total
(ms)

Mumber Status |Function

QCMMN
QCMMN

QZRCSRVR
QZSCSRVR

MCCARGAR 201
QUSER
QUSER
QUSER

467509
433924

QUSRWRK COZRCSRVS 3 QSECOFR 201

QUSRWRK QZHOSSRY ] 200 TIMW QSECOFR 201

QUSRWRK QZDASSINIT 433548 0 34 PSRW QUSER 201
5 FOSERVER  QZLSFILE QUSER 433850 0 29 PSRW QUSER 201
1 FOSYSWRK  QZBSEVTM QUSER 433848 0 6 EVTW PGM-QZBSEVTM CQUSER 201
1 F QUSRWRK QZRCSRVS QUSER 434088 0 6 TIMW QSECOFR 201
LR OSYSWRK QZSCSRVSD  QUSER 434124 0 148 SELW QUSER 201
LR OSYSWRK QZHGSRVD  QUSER 434125 0 146 SELW QUSER 201
P OSYSWRK QZRCSRVSD  QUSER 434127 0 712 SELW QUSER 201 w
< >

Close

Add Job Watcher Definition Wizard — Add Jobs Window

This window displays the list of jobs on the system and allows the user to add generic or specific job
names to the job/task selection criteria list on the job/task selection page of the Wizard.

The following table describes the fields on this window:

Option

Description

Job Filter
information: Job
Name

This field is used to specify a generic job name. This job nhame may be used to either
display a list of active jobs running on the system that match the generic name (by
pressing the Refresh button), or add a job/task selection criteria using a generic
name (by pressing the Add button).

Job Filter
information: Job
User

This field is used to specify a generic job user name. This job user name along with
the job name filter may be used to either display a list of active jobs running on the
system that match the generic job user name (by pressing the Refresh button), or
add a job/task selection criteria using a generic job user name (by pressing the Add
button).

information: Current
user

Job Filter This field is used to specify the job number to use when either filtering the list of
information: Job active jobs or adding a job selection criteria to the job/task selection page of the
Number Wizard.

Job Filter Indicates the current user profile to use when displaying the list of active jobs. This

option only applies to the "Refresh” button for updating the active list of jobs to select
from and does not apply to the Add... button (can't select jobs by current user profile
using the Add button). To select all jobs for a specific user profile use the "current
user profile" selection type on the Job/Task selection page of the Wizard.

Add This button will add the currently specified job information filter (job name, job user
and job number) to the list of job/task selection criteria on the Job/Task selection
page of the Wizard. This option does not apply to the current user field.

Refresh This button will update the list of "jobs matching the job filter information".

Jobs list This is the list of jobs matching the job name, job user, job humber and current user
profile specified. This list may be used to select individual jobs to collect in the job
watch.

4.1.6.2 Task name selection

Pressing the Add... button while "Task name" is selected in the Select by drop down list will display the

following window.




IBM iDoctor for IBM i

4 Add Tasks [m] X

Indicate the tasks to include in your collection:

Task Information:

Task name: ‘SMT*| generic name Add
allowed

Close

Add Job Watcher Definition Wizard — Add Tasks Window

This window displays a field to specify a generic task name to include in the job/task selection criteria list
on the job/task selection page of the Wizard.

The following table describes the fields on this window:

Option Description
Task name This field is the generic task name. Pressing the Add button will add the generic task
name to the list on the Job/task selection page of the Wizard.

This field could also contain a specific task name if it is keyed in correctly, but there
is not an option to view the list of active tasks from this window.

4.1.6.3 Current user profile selection

Pressing the Add... button while "Current user profile" is selected in the Select by drop down list will
display the following window.

. Add Current User Profile O w

Indicate the current user profile to filter the job selection by:

Current User Profile:

Name: || Add

Close

Add Job Watcher Definition Wizard — Add Current User Profile Window

This window displays a field to specify a current user profile name to include in the job/task selection
criteria list on the job/task selection page of the Wizard.

The following table describes the fields on this window:

Option Description

Current user profile |This field is for entering the current user profile to collect job information for. Generic
name names are not allowed for this field.

4.1.6.4 Task count selection

Pressing the Add... button while "Task count" is selected in the Select by drop down list will display the
following window:




IBM iDoctor for IBM i
4% Add Task Count O oy

Indicate the task count 1D of the thread ortask to include in the collection:

Task CountID:

Task Count “ Add

Close

Add Job Watcher Definition Wizard — Add Task Count Window

This window displays a field to specify the task count to include in the job/task selection criteria list on the
job/task selection page of the Wizard.

The following table describes the fields on this window:

Option Description

Task count |This field is the task count which uniquely identifies a job/thread or task on a system. The
task count must be entered in 16 character HEX format.

4.1.6.5 Subsystem name selection

Pressing the Add... button while "Subsystem" is selected in the Select by drop down list will display the
following window:

¥ Add Subsystem O >
Indicate the subsystem to filter the job selection by:

Subsystem information:

Subsystem | 01 ABRMNET v
name:: Add

Close

Add Job Watcher Definition Wizard — Add Subsystem Window

This window displays a list of subsystems that are running on the system to select from. By selecting a
subsystem this indicates that all jobs that running in that subsystem will be included in the collection (if
not filtered out by other parameters which may also be used).

The following table describes the fields on this window:

Option Description

Subsystem [Contains a list of active subsystems. Clicking the Add button will add the selected
subsystem to the list on the Job/task selection page.

4.1.6.6 Pool ID selection

Pressing the Add... button while "Pool ID" is selected in the Select by drop down list will display the
following window:



1% Add Pool
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Indicate the Pool ID to filter the job selection by:

Pool ID:

Close

Add Job Watcher Definition Wizard — Add Pool Window

This window allows the user to select the jobs/tasks to include in the job watch by the pool the jobs/tasks
are running in.

The following table describes the fields on this window:

Option Description

Pool ID This field contains the desired pool ID to collect job/task/threads from. Clicking the Add
button will add the selected pool information to the list on the Job/task selection page of the
Wizard.

4.1.7 Finish

The Finish page provides complete details about all selections made in the wizard. If anything listed
doesn't look right, use the Back button to go back and make any changes necessary. After clicking
'Finish’ the command (ADDJWDFN) to add the definition to the system will be issued. The command
string is listed at the bottom this page and can be copied to a green screen session and modified if

necessary.

An example of this interface is:

Add Job Watcher Definition Wizard - Finish - x

Here is a summary of your selections.

You have selected to add a definition to the system with the following ~
options:

Defintion name: DAILY
Interval duration: 10 seconds

Job and task selection:
All jobs and tasks

Data collection options:

Call stacks: Ewveny interval
Collect for jobs in conflict for at least 1 microseconds
Callect for jobs in bad waits for at least 1 microseconds

Advanced options:
Collection file ASF threshold: S07%
System ASP threshold: 50%

[ Start a collection using this definition

To submit your request now click “Finish’

< Back Cancel

Add Job Watcher Definition Wizard — Finish

Note: Click the “Start a collection using this definition” option to launch the Start Job Watcher Collection
Wizard right after the definition is added to the system.
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4.2 Properties

Double-clicking on a definition or using the Properties menu from the Job Watcher Definitions View
displays all parameters that were used when creating the definition. An example of this interface is:

Job Watcher Definition 'Q15ECS0L" Properties *

Definition details:

Definition name: Q1SECSQL
Description: 1second intervals, Call stacks, Sqgl
Interval duration: 1seconds

Job and task selection:
All jobs and tasks

Data collection options:
Call stacks: Every interval
Collect for jobs in conflict for atleast 1 microseconds
Collect for jobs in bad waits for atleast 1 microseconds
SQOL statements: Every interval
Collect currently executing SQL statements

Na rule definition defined for this collection.

Command string:

QSYS/ADDJWDFN DFN(Q1SECSQL) TEXT('1 second intervals, Call stacks, Sql') COLITV(1) ADDDTACGY((*CALLSTACK
"ALWAYS) (*SQLCURSTMT "ALWAYS) ) WAITSTK((*CONFLICT 1) ("ABNWAIT 1)) JOB((*ALL)) TASKNAME(*ALL) FRCRCD
(ITVEND)

Job Watcher Definition Properties

Advanced users can change the command string that defines the definition if desired. If changes have
been made to the command string, pressing the OK button will remove the existing definition from the
system and replace it using the command string specified.

Note: IBM-supplied definitions cannot be changed.
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5 Start Job Watcher Collection Wizard

Job Watcher provides the capability to collect detailed information about all jobs and tasks on the system.

This section covers the creation of a collection using the Start Job Watcher Collection Wizard. The
Wizard is accessible via the Start Collection menu on the Job Watcher or library folder icons. This Wizard
guides the user step by step through the process of creating a collection. Each page is covered in detail
within the next sections.

Tip: If Job Watcher data already exists in the library it must match the currently installed OS release of
IBM i or you will be unable to collect more data in that library. You cannot combine data of different
releases in the same library.

5.1 Welcome

The Welcome page in the Start Job Watcher Wizard introduces the user to the wizard and offers
information about what it will do.

Tip: Starting a collection requires a definition. Use the Add Job Watcher Definition Wizard first if you do
not wish to use the IBM-supplied definitions.

5.2 Basic Options

The Basic Options Page allows the user to specify the collection name, definition name, library, interval
duration, and description as well as scheduling options. The following is an example of this interface:

Start Job Watcher Collection Wizard - Basic Options - >

Specify the definition name and other optional parameters to use
when creating the collection:

Definition name: | ggsEC ~ | | Actions

Collection name: (@) Generate using Julian date format (3dddhhmmss)

O
Library name: CJWDATA
Description: |1D second intervals, Call stacks

Interval 0.1-3,600.0 seconds
duration:

[]Collect as fast as possible

Scheduled Immediate
start time: Configure...

Start Job Watcher Collection Wizard — Basic Options

Some of the less obvious options are described below:
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Field

Description

Actions button

Click this button to display a menu of options relating to Job Watcher definitions:

TIST] LTedUniy e COnssLan .

Jefinttion name: | gipsEC iy | Actions | LF‘ *ALW.

View
“ollection name:  (8) Generate using Julian date for
O Change
Mew
ibrany name: |QJW DATA
Delete
Jescription: |1I}se::|:|n|:| intervals, Call stacks Reload [BM-supplied definitions

Actions button menu options

View — Displays the properties for the definition. Only works if changing an existing
definition.

Change — This will open the Add Job Watcher Definition Wizard and load the
selected definition’s settings into it.

New — This will open the Add Job Watcher Definition Wizard in order to create a new
definition.

Delete — Removes the definition from the system.

Reload IBM-supplied definitions — Deletes and replaces all IBM-supplied Job
Watcher definitions on the system.

Interval duration

The size of each sample of data in seconds. The interval duration from the definition
will be preloaded as the default value for this field.

Note: If the collect as fast as possible option is checked then this value is greyed out
and is not applicable.

Collect as fast as
possible

Check the collect as fast as possible button to collect the next snapshot immediately
after the previous one finishes (no delay). Keep in mind this option can be very

resource intensive so use caution!

5.3 Scheduling Options

This page allows the user to determine a specific date and time for the collection to begin collecting data.
By clicking the checkbox, the user can optionally include a date/time to schedule the collection. This
option will create a scheduled job on the system.

Use the iDoctor Scheduled Jobs window to check the status of scheduled iDoctor jobs on the system.
Access that window by right clicking the Job Watcher icon in the Job Watcher component view.

Tip: To configure the default scheduled time (number of days and hours in advance) preference, see the
Preferences -> Scheduling interface.

An example of this page of the Wizard is:
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Schedule collection start time pd

Use this interface to schedule an action for a later time.

Schedule the collection start time

Mote: Date and time values are based on the server's clock, not your PC's
clock.

Frequency: Once ~

Scheduled date:

1 December 2018 4
Sun Mon Tue Wed Thu Fri

35 26 27 28 29 30
2 4 5 & Ti
g 10 11 12 13 4
1§ 17 18 19 20 2
23 24 25 226 27 28
0 03N 1 2 3 4 35
[ Today: 12/3/201

Current (system) time: 2-24:13 PM = ldoc720

Scheduled collection 2-15:06 PM =
starttime ks

o | [ ]

Start Job Watcher Collection Wizard — Schedule Collection Start Time

5.4 Termination

The Termination Page allows the user to specify what conditions should cause the collection to end.
Whichever option is satisfied first, will cause the collection to end immediately.

Start Job Watcher Collection Wizard - Termination - >

Indicate below how the collection should end. At least one and up to all
three of these options may be specffied. The collection will end when one of
the specified criteria has been met.

Options (select one or mare)

Maximum disk space to consume GB -

[] Maximum intervals to collect 00

Maximum time to collect hours w

Start Job Watcher Collection Wizard — Termination
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5.5 Finish

The Finish page provides complete details about all selections made in the wizard. If anything listed
doesn't look right, use the Back button to go back and make any changes necessary. After clicking
'Finish' a STRIW command will be issued to start the collection. This command is listed at the bottom
this page and can be copied to a green screen session and modified if necessary.

Start Job Watcher Collection Wizard - Finizh -

After the collection is started will take several seconds before anything appears in the GUI while the
collection is being initialized. Use F5 to refresh the list of collection in the collection library to work with
the new collection.

Here is a summary of your selections. Submit job options

You have selected to start a collection with the following options:

Definition name: G15EC

Collection name: Automatically generate
Library name: GJWDATA

Description: 1 second intervals, Call stacks
Interval duration: 1 seconds

Temination options:
Maximum disk space: 1 gigabytes
Maximum time: 1 hours

Remote Command String:

QA5Y5/SBMJOB CMD{GSYS/STRIW DFN{Q1SEC) COL("GEN) LIB
(SJWDATA) TEXT(1 second intervals, Call stacks) RPLDTA{™YES)
COLITV(1) ENDCOL{("DASDMB 1024) ("NERSEC 3600) ) »JOB
{QPYIWCOL) JOBDIQIDRGUIQIDRBCH) JOBQ{QGPLAQIDRIW)
RTGDTA{"JOBD) CNTRYID{US) CCSID{37) USER{"CURRENT)
SYSLIBL{"CURRENT) CURLIB{"CURRENT}) INLLIBL{"CURRENT)
ALWMLTTHD{"JOBD) SPLFACN{"CURRENT)

To submit your request now click "Finish’

<o

Cancel

Start Job Watcher Collection Wizard — Finish

The following section lists the parameters available on this interface:
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Option

Description

Submit job options

This button allows you to change parameters on the SMBJOB command. For more

information see the help text for the SBMJOB command on the IBM i.

B Submit job (SEMICE) options

s

This panel allows you to set optional parameters for the SBMJOB

OK

commands created by this interface.

User. | ~
Job description: QIDRBCH

Library: QIDRGLUI
Job queue: QIDRJW

Library: QGPL
System library list *CLURREMNT w
Current library: *CURBENT V|
Initial library list *CURRENT v|
Allow multiple threads: * JOBD -

Spooled file action: *CLURREMNT w

Cancel
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6 Libraries Folder

This folder contains the libraries on the system that contain Job Watcher data. Specifically, these are the
libraries containing file QAPYJWRUNI. The list displays each library's name and description. By
expanding a library in the tree, you will see the collections that exist within it.

IBM i Connections

=-iigy Job watcher

=

-"i Data repository
B-[&8 JVM analysis
3 5QL tables
. @ Maonitors
. General functions

Idoc720: Job Watcher - #1 [

Definitions

Library Description ASP | Owner
Mame ‘
Bsmenges 0 BSMEMGES
Bsmenges2 0 MCCARGAR
Dfljwe 0 MCCARGAR
Dfljwo 0 DFL
Dfljwob 0 DFL
Dfljw1 0 MCCARGAR
Dfljwz 0 DFL
Dfljw3 0 DFL
lomjw 0 ADAME
lbmpex2 0 MCCARGAR
Jwdfn 0 MCCARGAR

Libraries in the Job Watcher Component View

For more information on this, visit the Main Window PDF documentation on the Libraries Folder and

Library Folders.

6.1 Menu Options

The following menu options are available by right clicking on a library in the component view.

Menu ltem

Description

Start Collection...

This menu will open the Start Job Watcher Wizard where the user can define and run
a collection.

Additional menu options that are common to all library folders in iDoctor are discussed Main Window PDF

documentation.
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7 Monitors

Job Watcher monitors allow for 24x7 collection of Job Watcher data on a system. They run continuously
storing only the most recent collections desired. Job Watcher monitors will run until ended manually by
the user. Monitors can be held and released if the user wishes to stop collecting data for now and then
continue collection again later. Monitors can also be scheduled to start and end at the desired times.

IBM i Connedtions ldoc720: Job Watcher - 81

=g Job Watcher Monitor Library Collection Status |Description |Last active |Partitions |Start time
! Libraries name namme type collection count

- =y Definitions

- Data repository BP aan MCCARGAR  Job Watcher Ended ARADOT 2022-01-19-10.42.56.527677
-8 JVM analysis B an JWMONTEST Job Watcher  Ended AABTE 2021-11-23-16.00.44.076123
& 3 SOL tables BPPEXABC MCCARGAR3 PEX-Analyzer Ended PEXABC038 2021-10-18-12.39.46.698296
E fDWABC MCCARGAR3 Disk Watcher Ended DWABC121 2021-10-18-12.36.33.255040
w10 General functions EJWABC MCCARGARS Job Watcher Ended JWABC9S9 2021-10-18-12.30.08.771192

Monitors Folder

Once a monitor has been started and ended, it must be restarted using the Restart Monitor option. You
cannot use the Start New Monitor option to restart an existing monitor.

The following green screen commands are used in library QIDRWCH to work with Job Watcher monitors:

Command Description

STRIJWMON This will start or restart a Job Watcher monitor.

HLDJWMON This will hold the Job watcher monitor. The monitor job remains active, but no new
data will be captured until the RLSJWMON command is used to release it.

RLSJWMON This command is used to release a Job Watcher monitor that has been previously
held.

DLTIJWMON This command is used to remove a Job Watcher monitor and all the collections
within it from the system.

A Monitors folder is provided in Job Watcher to allow the user to work with the monitors that exist on the
current system. For more information about monitors, see the section on Monitors in the Main Window
PDFE documentation.


https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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8 SQL Tables

This folder contains all the SQL tables that exist on the system generated by Job Watcher analyses.
The folder exists in 3 places and each will filter the contents appropriately based on where it is located:

Location Description

Under Job Watcher |Entire system

Under a library All collections in the library

Under a collection |Only this collection

For more information see the SQL Tables section in the Main Window PDF documentation.



https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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9 Collections

Moving down the tree within each Library folder are one or more collections that have been created (or
are currently being created) within the current library. The green icons indicate active collections and red
icons indicate collections that have completed. The status field is used to indicate if any errors occurred
during collection or the current status of an active collection.

IBM i Connections

=g Job Watcher
Libraries

Bsmenges
Bsmenges2
Dfljwe
Dfljwo
Dfljwob
Dfljw1
Dfljw2
Dfljw3
Ibmjw
lbmpex2
Jwdfn
Jwmantest

Locktrace]
- 11 Mccargar

ldoc720: Job Watcher - #1 [

Collection Using Collection |Status Description Collection

Summary type

Ending
reason

3 S0l tables
3 Jab Summary

@ALL Yes Ready Default
& 0342130838 Yes Ready - Missing: SQL, AIGP, UWM 10 second intervals, Call stacks Default
@ 5P4 Yes Ready - Missing: SQL, AIGP, VM Split

& SPs Mo Ready - Missing: SQL, AIGP, VM split

& 0216073045 Yes Ready - Missing: SQL, AIGP, UvM 1 second intervals, Call stacks abc Default
& 0210062149 6] Ready - Missing: SQL, AIGP, UWM 1 second intervals, Call stacks Default
&0314121655 Mo Ready - Missing: SOL, AIGP, VM Q314 Default

Job Watcher Collections in a Library

Some of the less obvious columns shown in a list of collections are described below:

Column Description

Using Collection This column indicates if the Collection Summary analysis has been ran. This is

Summary required to produce many of the graphs in Job Watcher and is highly
recommended to be used for best results.

Status This indicates what files are missing in most components. It is normal for some

files to be missing in all components. Only if the status indicates: “ERROR —
CRITICAL FILES MISSING?”, then will the collection be unusable.

Place your mouse pointer over this column to get more information about the
missing files and which reports they apply to.

Note: Use the Refresh Status menu option on the collection to update the status if
it is incorrect.

Ending reason

This field indicates what caused the collection to end. There are several possible
reasons a collection may end as described below:

Size limit — The collection exceeded the maximum disk space allowed as described
in the definition.

Interval limit — The collection stopped when the maximum intervals to collect was
met.

Time limit — The collection stopped when the maximum time limit to collect was
met.

ASP limit — The system ASP limit as defined in SLIC service tools has been
exceeded causing the collection to end.

Ended by user — Job Watcher detected that the user ended the collection

manually.

Time limit
Ended by user
Ended by user
Ended by user
Ended by user
Interval limit
Time limit



IBM iDoctor for IBM i

9.1 Menu Options

The table below outlines the different types of operations that may be performed by right clicking on a
collection within the Job Watcher component view.

! Explore

- Refresh Status
Analyses ¥

; Favorites >
Waits >
CPU ¥
lob counts H]
Temporary storage ¥
Page allocations ¥
/0 »
Logical 1/O 3
IFS 3
19 VM H
Top consumers ¥
Long transactions >
Call stack summary >
Opens ¥
s0OL *
Communications ]
Other metrics »
Collection size >
Systern tasks explorer >

Record Quick View

Graph Jobis)...
Search...

Generate Reports...

Change Description...
Copy URL

Copy...
Delete

Rename...
Save...
Split...

Transfer to... 1]
Stop
Properties

Collection popup-menu
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Menu ltem

Description

Explore

Show the contents of the collection.

Refresh Status

In some situations, the Status column may indicate files are missing incorrectly. This
option is used to refresh the collections cache for the selected collection(s) to be sure
that the files are truly missing.

This also can be used in cases where report folders are missing.

Analyses ->
Analyze Collection

Displays the Analyze Collection window showing the available analyses that can be
ran against the desired collection(s). Data generated by these analyses are stored in
SQL tables which are accessible under the SQL Tables folder.

Analyses -> Run
ALL default
analyses

If checked, the Run ALL default analyses option will be used. All default analyses
will be executed for each collection after it completes. This is NOT all analyses but
only a select few that are most commonly needed.

Analyses -> Run
XYZ

This lists you run a specific analysis which varies by component and VRM of the
collection. See the Analyses section for a list of those available.

Favorites This list of graphs are the ones most used and are great starting points.

Waits Contains overview and rankings wait bucket graphs.
Tip: If unsure of where to investigate first, the Collection overview time signature
is the best place to start.

CPU Contains CPU, CPU utilization and CPU queueing related metrics.

Job counts These graphs contain counts for the number of jobs that exist on the system (if

Collection Summary has been ran) as well as submitted jobs.

Temporary storage

These graphs provide metrics related to job temporary storage allocations.

Note: This folder only appears at 7.2+ and after Collection Summary analysis has
been ran.

Page allocations

These graphs include metrics related to page allocations, page frames and pages
marked easy to steal.

/O These graphs cover disk I/O metrics, page faults. synchronous response and more.
Logical I/0 These graphs show logical I/O metrics of various types.

’é These graphs include all metrics available relating to the IFS.

J9 JVM These graphs summarize the JVM statistics for all J9 JVMs.

Note: These graphs only appear if the J9 JVM data was optionally collected.

Top consumers

These graphs show the current users and generic jobs that used the most CPU or
spent the most time in any of the “interesting” wait buckets.

Long transactions

This contains reports that shows periods of time where bursts of activity occurred.
Note: This only appears after running the Long Transactions analysis.

Call stack summary

This folder contains reports that summarize the call stacks found in the collection.

Note: This only appears after running the Call Stack Summary analysis.

Opens

These reports can help give an idea of which programs are causing opens.

SOL

These graphs show metrics related to SQL. This folder only appears at 7.2+.

Communications

These graphs show metrics related to TCP and socket activity.
Note: This only appears if socket information has been optionally collected.

Other metrics

This folder contains miscellaneous graphs not covered elsewhere. It includes things
like 5250 transactions and spool files created.

Collection size

These reports are used to display detailed information about the size of the collection.

System tasks
explorer

These graphs are used to show wait bucket contributions for system tasks only. This
can be used to compare with the Collection overview time signature.
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Graph Job(s)

This option allows you to search for or specify a job and graph it over time using the
wait bucket data. You can also specify a 2" job in order to do a comparison of 2
jobs at once.

Search... Performs a search over the entire collection looking for a specific piece of data
specified by the user.

Generate This option can be used to build a report of the desired set of Job Watcher tables and

Reports... graphs. The report consists of a screenshot of each graph along with its title and
collection information. The reports are built into a HTML page and displayed in the
web browser when completed.

Change This option is used to modify the description shown in the list for a single collection.

Description...

Copy URL Creates a link to the component, library and collection that can be accessed later, or
sent to another user.

Copy... Allows you to copy the collection(s) to another location.

Delete... Deletes the selected collection(s).

Rename Rename the selected collection.

Save This option lets you save the collection(s) into a save file on the server.

Split Divides a collection into multiple pieces based on an interval range or a time range.

Tip: This can be used to improve performance of graphs if the collection is very
large.

Transfer to...

Allows a user to create a save file of the selected collection(s) and transfer it to
another system, the PC or to IBM.

Stop

Ends an active collection by issuing the ENDJW command.

Properties

Displays the property pages for the collection.

9.2 Run ALL Default Analyses

This will run the “default” set of analyses on the selected collections.

Explore

Recard Quick View

Analyses

Favorites

Wait graphs

00-01.06.13.000000 Friday 2014

> Analyze Collection...
> Run ALL Default Analyses
-] Run Collection Summary

Collection menu -> Analyses -> Run ALL Default Analyses



https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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This list of “default” analyses varies by component and can be viewed by using the menu option
“Analyses -> Analyze Collection” and looking for the Run All Default column in the list of analyses.

@ Analyze Collection(s) O *
This interface allows you to select which analysis functions should be performed for the selected collection(s).
Additional reports will be provided after performing this option.
Analyses available: Situations... Clear Toggle Selected
Description Used by Program Run D?
Defau
Situational Analysis Favorites, Waits, Job counts, Physical Disk 1/Os QIDRJWA3 1
Collection Summary Favorites, Waits, CPU, Job counts, /0, IFS and other graphs QIDRJWSUMT 1
[ Collection Summary - Clients and workers Waits -» Clients + Workers Overview, Waits -> Clients + Workers rankings QIDRJWCLT 0
[ call stack Summary Call stack summary QIDRJWSTKA
[ change senstive user data QIDRIWXRF1
[ Collection Summary by TDE type (must run Collection Summary fi.. SQL tables -» Collection Summary by TDE type QIDRJWTSUM
[ Lock Trace SQOL tables -» Lock trace QIDRIWLCKT
[ Destray all host variable data in QAPYWSQLH QIDRJWHSTD
[ Job Summary SQL tables -» Thread/Job totals QIDRIWCIS
[ Long Transactions Long transactions QIDRJWS4
[ modules waiting SQL tables -> Modules waiting QIDRJWMODT

] Always run analyses in a batch job

[JSubmit this requestto a batch job instead of using a QZDASOINIT job.

Cancel

Analyze Collection(s) Window -> Run All Default column example

Tip: On the green screen these default analyses are ran when using the QIDRGUI/STRIDRSUM and
QIDRGUI/RSTIDRDTA SUM(*YES) commands.

9.3 Graph Jobs

This interface is found only in the Job Watcher and Collection Services Investigator and is used to graph
the desired job in any collection over time. This allows a user to graph and compare 1 job with another
job on the same system or any system and collection they wish.

An example follows:

Job Watcher - Graph Job(s)

These options allow you to graph job(s) from the specified collection(s) on any system.

Job/Task/Thread #1

System (IBM i): ||Doc7zu

v

Library: MCCARGAR  « Collection:
Job ortask :
Graph: Thread waittime signature for <<OBJDESC>> ~
[ Job/Task/Thread #2
IDOC720
MCCARGAR ALL
Clear Browse
Thread waittime signature for <<OBJDESC>>
[JUse a case-sensitive search [Ikeep open Open Graph(s) Close

Graph Job(s) Window
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Some of the less obvious columns are described below:

Option

Description

Job or task This allows you to enter part of the job name to reduce results when pressing the
contains Browse button which is recommended.
Taskcount The taskcount is the unique identifier for the job and/or task.

It must be provided using the Browse option before using the Open Graph(s) button.

Graph

This is the name of the selection over time graph to open.

Keep open

Viewer more easily before reviewing them.

Check this box if you wish to keep this interface open after pressing the Open
Graph(s) button. This will let you open several different graphs at once into a Data

{3 ADVAMCED - iDoctor Data Viewer - #1 - [IDOCT20/CSLABEX1/Q175102853/Thread wait time signature for BAC06231 / BATCHO1 / 729065: 0000002A]

File Edit View Window Help

EHT EARE S E B EEEE O 0] WD BT ] | % M|

IDOCT20/CSLABEX1/Q175102853/Thread wait time signature for BACD6231 / BATCHO1 / 729065: 00000024  EJ

IDOC720/CSLABEX1/Q175102853/Thread wait time signature for BAC06231/ BATCH01 / 729065: 0000002A

Time (seconds)
a
>
s

[1] 06/23 10:35.00
[2] 06/23 10:40:00
[3] 06/23 10:45.00

[4] 06/23 10:50:00

[5] 06/23 10:55.00
[6] 06/23 11:00:00
[7]06/23 11:05:00~
(8] 06/23 11:10:00+
[9] 06/23 11:15:00—
[10] 06/23 11:20:00—
[11] 06/23 11:25:00—
[12] 06/23 11:30:00—
[13] 06/23 11:35:00-
[14] 06/23 11:40:00—
[15] 06/23 11:45:00—
[16] 06/23 11:50:00-
[17] 06/23 11:55:00—

[Interval] end time (Collected interval size)

iD0eCS.mdb QAIDRGPH table ODG WAT32IDLE 4 SREFNO 62; Memary - 1.68% used - 1101/65535 340

Graph Job(s) Example graph

[18] 06/23 12:00:00

[18] 06/23 12:05:00—

[20] 06/23 12:10:00+

100

90
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60
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40

30

20

10

(%) uoneziin ndo
IIRCECRNEROCNN

Sorted on: AINTENDSTR

X-axis (Labels)
[interval] end time (Collected interval size) (INTENDSTR)

Primary Y-axis (Bars)

Dispatched CPU (seconds) (TIMEDT)
CPU queueing (seconds) (TIMED2)
Other waits (seconds) (TIMEQ4)

Disk page faults (seconds) (TIMEOS)
Disk non fault reads {seconds) (TIMEOG)

Disk space usage contention (seconds) (TIMEDT)
Disk op-start contention (seconds) (TIMEOS)

Disk writes (secands) (TIMEDG)

Disk other (secands) (TIME10)

Journaling (seconds) (TIME11)

Machine level gate serialization (seconds) (TIMET4)
Seize contention (seconds) (TIMETS)

Object lack contention (seconds) (TIME17)
Abnormal contention (seconds) (TIME32)

Secondary Y-aiis (Lines)

% CPU time of total (PCTCPU)
SQL CPU utilization (%) (PCTSQLCPU)

Flyover Fields

SQL statements executed (JBSQLSTMT)

High-level SQL statements executed (JBHSQLSTMT)
Total contributing threads;tasks (TOTTDES)
Minimum interval timestamp (MINDTETIM)

Time (seconds) (DELTATIME)

Jab current user profile (JBCUSR)

Subsystem (JBSSYS)

Pool number (JBPOOL)

Submitter job (SUBMITTER)

Available Fields

Bars 1-20 of 20

9.4 Search

The Search function in Job Watcher allows the user to look for a known job name, program name,
subsystem, user profile, and more, to build a report for the detailed data found in the collection that
matches the search criteria. The window offers a browse function, so the unique values found in the
collection for each type can be selected from if desired.

You can search over a single collection in the library or multiple collections in the same library if you
select multiples before right-clicking then use the Search menu.

An example of this interface is:
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4 Collection Search
This option allows you to quickly find the data of interestto you based onthe search type and criteria specified.

Data to search:
Collection{s) MCCARGAR/ALL{720) Total intervals: N

Starting interval: 1

Start time: 2022-01-18-06.40.41.834000 Ending interval: 31
End time: 2022-01-18-06.45.42.740000
Search type: Search criteria:
® Job ortask name - o_rtalskname ~| | Browse..
contains: -
O Subsystem [ Starts with search Clear
M Include system tasks
O Pool

Include secondary threads

O Current user profile -
[JUse a case-sensitive search

(O Call stack
Time range (optional):
O Taskcount ge(op ]
Startime: 2022-01-18-06.40.41 =
() SOL statement | — |
End time: 2022-01-18-06.45.42 2

O Current wait (object)

O J9 call stack Search destination:

Send search results to: New Data Viewer v

Collection Search Window

Some of the less obvious fields are described below:
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Options

Description

Search criteria:

Job ortask name
starts with:

An example of this interface is:

Starting interval:
-15.40.56.165000 Ending interval:
-15.43.47 253000

164

QZD

e

Starts with search

Include system tasks

Browse...

Remove

[include secondary threads

[JUse a case-sensitive search

Job starts with QZD Browse function example

B |

=S WA =]

Collection(s) This is the list of collections to search. Itincludes library name, collection name and
VRM for each.
Browse The browse option is used to see the possible values matching the field you are

Note: The data is prefiltered based on the value entered in the text box at the time
the Browse button is pressed.

T E oA |

@ Browse Collection Search Values

searching on. After selecting a value from the window, the search text box value will
be updated.

=3

Below are the possible values m
the desired value to search on fro

Jobytask

QZDAINIT QUSER 433924
QZDASOINITQUSER
QZDASOINITQUSER
QZDASOINITQUSER
QZDASOINITQUSER
QZDASOINITQUSER
QZDASOINITQUSER
QZDASOINITQUSER
QZDASOINITQUSER
QZDASRVSD QUSER
QZDASSINITQUSER

497564
497566
497571
497572
497573
457581
497582
497583
434129
433948

Starts with search

This checkbox is used to indicate if the search should be on the beginning of the data
being searched or just contained anywhere in the field.

Use a case-

sensitive search

If you need to search on a mixed case system task name, then check this box.

The Search criteria section allows you to enter the values appropriate for the search type selected. The

fields available to search on change based on search type picked.

For example, performing a search using search type “Job or task name starts with” with the value QZDA
would give a report like this:

Q210062149/Job or task name contains QZDA Tasks included Secondary threads included - #1 [

Job or task name contains QZDA search results

From this report there are drill down options available to view graphs for any job and interval selected.
For this example, right click and choose an option under the “Selected threads” menu.

Job name/user/number: thread 1D \Generic Dispatched |Interval Time of day at Reserved Task count (uniquely |Elapsed interval |Microsecs since |Microsecs since |Thread ID Initial thread Jok
(OBINAME) job cPU number ending (TRESERVE1) |identifies IPLat ending  |IPL at ending  |(THREADID) task c
name (seconds) |(NTERVAL) |snapshot start a task/thread) in microseconds [snapshot start  |snapshot end count
(GENJOBNAME) |(TIMEO1) (STARTOD) (TASKCOUNT) (TDEUSECS) (STARTUSECS)  |(ENDUSECS) (ITASKCOUNT)
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0823 1 2021-07-29-06.21.50.818000 6,779,806 1,083,218 8,849,224,000,... 8,849,224,000,.. 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOP 1.0375 65 2021-07-29-06.22.56.646000 6,779,306 1,038,460 8849,280,829,.. 8,349,289,829 10: 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0355 42 2021-07-29-06.22.32.387000 6,779,806 1,036,389 8,849,266,169,... 8,849,266,170,.. 0000000000000102 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0301 61 2021-07-29-06.22.52.538000 6,779,806 1,030,109 8,849,285,720,... 8,849,285,720,.. 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0301 14 2021-07-29-06.22.04.151000 6,779,806 1,030,090 8,849,237,333 8,849,237,333,.. 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0301 126 2021-07-29-06.23.59.451000 6,779.806 1,030,071 8,849,352,633, 8,849,352,634.... 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0301 234 2021-07-29-06.25.50.529000 6,779,806 1,030,065 8,849,463,711 8,849,463,711,... 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0301 257 2021-07-29-06.26.14.180000 6,779,806 1,030,055 8,849,487,362,... 8,849,487,362,... 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0301 210 2021-07-29-06.25.25.861000 6,779,806 1,030,053 8,849,435,044,.. 8,840,439,044,.. 0000000000000102 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0300 304 2021-07-29-06.27.02.552000 6,779,806 1,030,048 8,849,535735,.. 8,849,535,735,.. 0000000000000102 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 120 2021-07-29-06.23.53.271000 6,779,806 1,030,048 8,849,346,453, . 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 49 2021-07-29-06.22.40.185000 6,779,806 1,030,047 8,849,273 367, . 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 168 2021-07-29-06.24.42.676000 6,779,806 1,030,045 8,849,395,858 . 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 20 2021-07-29-06.22.10.331000 6,779,806 1,030,043 8,849,243,513 . 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI 1.0300 333 2021-07-29-06.27.32.376000 6,779,306 1,030,042 8,849,565,559,.. 8,349,565,559,.. 0000000000000102 6,779,790 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0300 351 2021-07-29-06.27.50.898000 6,779,806 1,030,042 8,849,584,081,... 8,849,584,081,.. 0000000000000102 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0300 8 2021-07-29-06.21.58.020000 6,779,806 1,030,041 8,849,231202,... 8,849,231,202,.. 0000000000000102 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 345 2021-07-29-06.27.44.736000 6,779,806 1,030,041 8849,577,918,... 8,849,577,918,.. 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 381 2021-07-29-06.28.21.761000 6,779,806 1,030,042 8,849,614,944, . 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 198 2021-07-29-06.25.13.535000 6,779,806 1,030,040 8,849,426,717, . 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 156 2021-07-29-06.24.30.315000 6,779,806 1,030,039 §8,849,383,498,.. 8,849,383,498,... 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI 1.0300 269 2021-07-29-06.26.26.540000 6,779,306 1,030,030 8,849,499,722,.. §349,499,723,.. 0000000000000102 6,779,790 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0300 251 2021-07-29-06.26.08.014000 6,779,806 1,030,037 8,849,481,196,.. 8,849,481,196,.. 0000000000000102 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI* 1.0300 316 2021-07-29-06.27.14.913000 6,779,806 1,030,037 8,849,548,005,... 8,849,548,095,... 0000000000000102 6,779,730 Qi
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 67 2021-07-29-06.22.58.698000 6,779,806 1,030,036 8,849,291,880,... 8,849,291,880,.. 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 287 2021-07-29-06.26.45.067000 6,779,806 1,030,036 8849,518,249,... 8,849,518,249,.. 0000000000000102 6,779,790 Q:
QZDASOINIT / QUSER / 104232: 00000102 QZDASOI™ 1.0300 114 2021-07-29-06.23.47.091000 6.779.806 1.030.034 8.849.340.273... 8,849,340.273... 0000000000000102 6.779.790 Q:
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The other search types such as call stack provide different outputs and drill down options as applicable.

9.5 Generate Reports

The Job Watcher Generate Reports function is used to create the desired series of reports and save each
one as an image that can be reviewed later. The reports can be over one or more collections in the
desired library. Selecting multiple collections will cause each graph produced to be over all collections

selected (assuming the graph picked supports this feature.)

In addition to the reports generated this function will also build a summary of all collections.

Job Watcher
Idoc720, Library QJWDATA
. Using iDoctor . DB Partition .. Last . N
Collection|| Status Ending collection C.D“‘z.‘;‘ﬁ;l; files | collected on P];ntm;n interval {:B"‘; Description Day Start time End time JnhI;:re(a.ung
reason summary size () VRM VRM collected on|| o4 reads collection
5 second Qpyjweol /
Ready for ||Ended by < , 3 N 112016-10-12- 2016-10-12- o
RUN022 analysis ||user Yes 17197 72 72 IDOCT20 |541 intervals, Call ||[Wednesday 13 16.06.206000 140127 122000 Mccargar /
stacks 037340
5 second Qpyvjweol /
Ready for ||Ended by 5 N 2016-10-12- 2016-10-12- y
7 y ¥ 72 72 7 als, J 1 - A /
RUNO021 analysis ||user Yes 22898 72 . IDOCT20 22 intervals, Call ||[Wednesday 13 15.44.981000 13.16.16.346000 Mccargar
stacks 037337
. 5 second Qpyyweol /
Ready for || Time , 3 N |/2016-10-12- 2016-10-12- 4
RUN020 analysis | limit Yes 22894 72 72 IDOC720  ||723 ;1[:;:(\;1& Call |[Wednesday 111523 438000 [|12.15.59 468000 agcTc;;gar

Generate reports collection summary information for 3 collections

In addition, the creation settings and definition information for each collection is listed next in the report.

Collection Creation seftings

Definition

Defintion
Definition name: Q5SEC

Interval duration® 5 seconds
Creation settings:

Definition name: Q5SEC
Collection name: RUN022
Library name: QTWDATA
Description: *DFN

Interval duration: *DFN seconds

Job and task selection
All jobs and tasks

Data collection options:
Call stacks: Every interval
RUNQ22 | Termination options:

Maximum disk space: 4096 megabytes
Maximum time: 0000003630 seconds Advanced options:

Collection file ASP threshold: 90%
STRJW Remote Command String: System ASP threshold: 90%
QSYS/STRIW DFN(Q3SEC) COL(RUNO022) LIB(QITWDATA) TEXT
(*DFN) RPLDTA(*YES) COLITV(*DFN) ENDCOL((*NBRSEC
0000003630) (*DASDMB 4096))

Description: 5 second intervals, Call stacks

Collect for jobs mn conflict for at least 1 microseconds
Collect for jobs in bad waits for at least 1 microseconds

No rule definition defined for this collection.

ADDJWDFN Remote Command String:

QSYS/ADDIWDFN DEN(QSSEC) TEXT(S second intervals, Call stacks’) COLITV(5) ADDDTACGY((*CALLSTACK
*ALWAYS) ) WAITSTK((*CONFLICT 1) (*ABNWAIT 1) ) JOB((*ALL)) TASKNAME(*ALL) FRCRCD(*ITVEND)
TOASPTHLD(90) SYSASPTHLD(90)

Defintion

Generate reports creation settings and definition information.

And then finally a section next will list information about the system for each collection selected.

System information:

Collection||System name| Operating system VRM)| System serial number|System type||System model | Number of processors|Cycles per microsecond| File level
RUN022 | IDOCT20 VIR2MO 067B660 9179 MHD 1 512 8
RUNO21 | IDOCT20 VIR2MO 067B660 9179 MHD 1 512 g
RUN020 |IDOCT20 VTR2MO 067B660 9179 MHD 1 512 g

See the Generate Reports section in the Main Window PDF for additional information on using this

interface.
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9.6 Split

Job Watcher provides a function that allows a user to split a large collection into one or more smaller
collections. This is sometimes useful if the time range of interest within a collection is known and you
wish to isolate the data for only that time period.

Tip: If your graphs are taking a very long time to appear, this option can be used to speed up the SQL
statements by reducing the amount of data being analyzed.

An example of this interface is:

@& Split Collection >

This option allows you to split a collection into one or more smaller collections. Mostreports will run faster over smaller
collections.

From: Selection:
Collection: Q337154053 @Single split ) Multi split
Library: AAAAQ Starting interval | |
Total intervals: 164

Ending interval: | |

Starting interval: 1

Ending interval: 164 Selecttime range

Starttime: 2018-12-03-15.40.56.165000 Tor

End time: 2018-12-03-15.43.47.259000 Collection: | |

Library: |AA_AAQ |

[ Run process in a batch job

Split Collection Window — Single Split Mode

When performing only a single split, some of the options on the screen are different than when performing
multiple splits.

Note #1: When generating multiple collections, the name must be less than 8 characters.
Note #2: All desired analyses must be recreated in the newly created collection(s).

9.7 Stop

An active collection can be stopped by using the Stop menu found by right clicking on a collection within
the Job Watcher component view.

This option will issue an ENDJW command to end the collection. This is not instantaneous and could
take several seconds to reflect as ended in the GUI.

9.8 Properties

This section covers the property pages for a collection. Access the property pages by right clicking on a
collection and choosing the Properties menu.
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9.8.1 General

The General property page provides basic information about the collection such as when it was created,
the job that created it, its size, and number of intervals.

IBM i Connections

Job Watcher - #1 Job Watcher Collection "Q3... £

System LPAR CPU Collection File Locks
General Creation settings Definition Wait Buckets Situations
Collection: Q342130838

Description: 10 second intervals, Call stacks
Library: Mecargar
Status: Ready - Missing: SQL, AIGF, WM

Job running collection:  QPYJWCOL / MCCARGAR /178407

Summary:
Total time: 00-00.35.46.375000 Refresh
Total intialization time 00-00.00.10.031000
Start time: 2021-12-08-13.08.48.642000
End time: 2021-12-08-13.44 24 546000
Collection size: 58.672 megabytes
Starting interval: 1
Ending interval: 214
Total intervals: 214
Analysis flags: 1111000001 111710000071 0000010000000001110
Copy Copy URL Cancel

Collection Properties - General

Some of the less obvious information on this screen is described below:

Option Field Description

Status This indicates if the collection is usable or not and which types of files or data is
missing. Note: It is normal for some files to be missing and not cause for concern.

Job running Displays the name of the job that created or is currently creating the collection. If the

collection job log is available a button will be shown to display it.

Total initialization
time

Displays the estimated initialization time for the collection in timestamp format. This
is an estimate of the amount of time it took between the collection being started and
the 1st interval of data being collected

Collection size

The total size of the collection. This number does NOT include any SQL tables
generated.

Analysis flags

These indicate which tables exist in the collection and is for debug/support purposes
only.

9.8.2 Creation Settings

The Creation settings property page provides details about the parameters that were used when creating

the collection.
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IBM i Connections Job Watcher - #1 Job Watcher Collection 'Q3... B3

System LPAR CPU Collection File Locks
General Creation settings Definition Wait Buckets Situations

The collection was created using the following parameters:

Definition name: QG105EC

Collection name: Automatically generate
Library name: MCCARGAR

Description: 10 second intervals, Call stacks
Interval duration: 10 seconds

Temination options:
Maximum disk space: 1000 megabytes
Maximum time: 3600 seconds

Remote Command String:

QSYS/STRIW DEN(Q105EC) COL{"GEN) LIB(MCCARGAR) TEXT(10 second intervals, Call stacks’)
RPLOTA{™ES) COLITW{10) ENDCOL{{"DASDMBE 1000) ("NBRSEC 3600))

Collection Properties — Creation Settings

The information shown on this window matches the Finish page of the Start Job Watcher Wizard when
the collection was created.

9.8.3 Definition

The definition page displays the parameters that were defined in the definition used to create the
collection.

IBM i Connections Job Watcher - #1 Job Watcher Collection 'Q3... B3

System LPAR CPU Collection File Locks
General Creation settings Definition Wait Buckets Situations

The defintion used to create this collection:

Defintion name: Q105EC
Description: 10 second intervals, Call stacks
Interval duration: 10 seconds

Job and task selection:
All jobs and tasks

Data collection options:

Call stacks: Every interval
Collect for jobs in conflict for at least 1 microseconds
Collect for jobs in bad waits for at least 1 microseconds

Mo rule definition defined far this collection.

Remote Command String:

QSYS/ADDJWDFN DFNIQT10SEC) TEXT(10 second intervals, Call stacks’y COLITV(10)
ADDDTACGY(("CALLSTACK "ALWAYS) ) WAITSTK"CONFLICT 1) "ABNWAIT 1) ) JOB{"ALLY
TASKNAME("ALL) FRCRCD{"ITVEND)

Collection Properties — Definition
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984 Wait Buckets

In IBM i, Collection Services and Job Watcher utilize the same 32 wait buckets to identify the types of

waits occurring on the system.

Each specific type of wait is identified by an enum (a wait point on the system) and each enum is given a
wait bucket. In Job Watcher, we can tell how much time was spent in each wait bucket for each thread
during each interval. We can also tell what enum (wait) each thread was in at the end of interval and how

long the thread was in that wait (the current wait).

The wait bucket page displays the wait bucket and enums within each bucket that were used during
creation of the collection. Typically, the wait bucket mapping never changes except at release
boundaries. These wait buckets are necessary for the wait graphs shown in Job Watcher and Collection
Services Investigator. Some graphs also exist in PEX taskswitch and utilize the same buckets.

IEM i Connections lob Watcher - #1 Job Watcher Collection "Q3... 3

General Creation settings Defirition Wait Buckets

This table shows the wait buckets, their descriptions and the specific wait types
([enums) contained within each bucket.

Digplay wait buckets only

System LPAR CPU Collection File Locks

Wait bucket Wait bucket description
numkber (BUCKETDESC)
(BUCKETMLIM]

1 Dispatched CPU

2 CPU queueing

3 Reserved

4 Other waits

5 Disk page faults

& Disk non fault reads

7 Disk space usage contention
8 Disk op-start contention
a9 Disk writes

10 Disk other

1 Journaling

12 Semaphore contention

Collection Properties — Wait Buckets

Tip: Check the box “Display wait buckets only” if you just want to see a list of all the wait buckets without

showing any specific enums within each bucket.

For more information on wait buckets, see the Job Waits White Paper.

9.8.5 Situations

The Situations panel shows the Job Watcher Situational Analysis situations that have been defined by
iDoctor. From here you can see the ID # of each situation, its name, as well as the problem and

resolution descriptions.


https://public.dhe.ibm.com/services/us/igsc/idoctor/Job_Waits_White_Paper_74.pdf
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This page also shows the number of times each situation occurred during the collection via the Total
column. Please note that if the collection has not been summarized and the Situational Analysis not yet

ran then the 0 values may not be accurate.

IBM i Connections lob Watcher - #1 Job Watcher Collection "Q3... 3

System LPAR CPU Collection File Locks
General Creation settings Definition Wait Buckets Sttuations
This table shows the situations defined by the cument level of Job Watcher. Also includes
a count of the total stuations that occumed in this collection for each type.
ID |Total |Mame Problem Description A
0 0 Multiple situations occurred
1 0 Seize/flock table large Job(s) are waiting for fault
2 0 Starting/ending commitment control Job(s) appear to be consti
3 0 Poorly written/performing SQL Job(s) may be executing p
4 0 Missed jobs A high percentage of jobs
5 0 Seize contention due to data forced to disk Job(s) are using force-end
& 0 Fixed length of varchar or blob too small Fixed allocated length sett
7 0 High number of opens/closes Contention on 'DB in use' t
8 0 Contention on user profile High number of creates ar
g8 0 High synchronous write response time
10 0 Concurrent write support not enabled Concurrent write support t
1 0 Journal cache could help performance lournal cache may not be
12 0 Jobs ineligible to run Jobs are ineligible to run, .,
< »

Collection Properties — Situations

9.8.6 System

The system property page displays details about the system the collection was created on. This
information includes the type, model, operating system VRM and the number of processors.

IEM i Connections Job Watcher - #1 Job Watcher Collection "Q3... 3

General Creation settings Definition Wait Buckets Situations
System LPAR CPU Collection File Locks

System information at the time of collection:

Description  |Value

SYSTMAME  IDOCT20
O5VRM WTR2MD
SYSTSERIAL  066445R
TYPEMODEL 8231-E2B
POWERTYPE P7
NUMPROC 8
Collection Properties — System
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9.8.7 LPAR CPU

The LPAR CPU property page provides details about the CPU utilization on the current partition during
collection as well as the current processor capacity (CPC) value.

IEM i Connections lob Watcher - #1 Job Watcher Collection "Q3... 3

General Creation settings Definition Wait Buchets Situations
System LFARCFU Collection File Locks

Total intervals: 214

CPU statistics: Refresh
Description Average |Maximum |Minimum
Interval delta time (seconds) 10.0298 10.0815  10.0010
Interval CPU time (seconds) J350 41450 0090
System % CPU utilization 8% 5.16% 071%
Uncapped % CPU utilization 6% 5.16% 01%
Current processor capacity a 8 8

Collection Properties — LPAR CPU

9.8.8 Collection File Locks

Use this interface to see which jobs on the system have locks on any of the Job Watcher collection
file/members. Note: This is for informational purposes only. No actions can be taken from here.

IBM i Connections Job Watcher - #1 Job Watcher Collection '(342130838" Properties - #1 [

General Creation settings Definition Wait Buckets Stuations System LPARCPU Collection File Locks

Object fitter: QAPYJW®
Job name Job user  |Job Thread Object Member Object SQL object Member
(JOBNAME)  |name number  |ID name name type type lock

(JOBUSER) |(JOBMEBR) |(THREAD_ID) |(OBJECT_MAMIE] |(5¥YSTEM_TABLE_MEMBER) |(OBJECT_TYPE) |(SQL_OBJECT_TYPE) |type
(MEMBER_LOCK_TY

QZDASOINIT QUSER 185953 0 QAPYJWINTI ALL *FILE MEMBER
QZDASOINIT QUSER 185953 0 QAPYJWINTI ALL *FILE DATA
QZDASOINIT QUSER 185953 0 QAPYJWINTI *FILE

QZDASOINIT 185953 QAPYIWRUNI

MEMBER

QZDASOINIT QUSER 185953 0 QAPYJWRUNI ALL *FILE DATA
QZDASOINIT QUSER 185953 0 QAPYJWRUMI Q342130838 *FILE MEMBER
QZDASOINIT QUSER 185953 0 QAPYJWRUNI Q342130838 *FILE DATA
QZDASOINIT QUSER 185954 0 QAPYJWRUMNI Q342130838 *FILE MEMBER
QZDASOINIT QUSER 185954 0 QAPYJWRUNI Q342130838 *FILE DATA
QZDASOINIT QUSER 185953 0 QAPYJWRUNI *FILE

QZDASOINIT QUSER 185954 0 QAPYJWRUNI *FILE

<

Collection Properties — Collection File Locks
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10 Analyses

The available Analyses in Job Watcher and what they provide is described in this section.

All analyses are written as SQL stored procedures and are initiated from the Analyses menu after
selecting one or more collections and right-clicking. Each analysis has a 'fast path' option that allows it to
be ran without visiting the Analyze Collection window.

Job Watcher - #1 EJ

ole

o=

Analyses popup-menu for a collection

~ || Collection

Using Collection |Status

summary

Description

Collection |Endi

type reas

3 50L tables
3 Job Summary

@3421:
@ 02100¢
@Q3141:

Explore
Refresh Status
Analyses

Favorites

Waits

CPU

lob counts
Temporary storage
Page allocations
/O

Logical I/0

IFS

19 VM

Top consumers

Missing: SAL, AIGP, IJ'WM 10 second intervals, Call stacks Default
Missing: SQL, AIGP, I)'WM 1 second intervals, Call stacks  Default

Analyze Collection...

Run ALL Default Analyses

Run Call Stack Surnmary

Run Change sensitive user data

Run Cellection Surnmary

Run Cellection Sumrmary by TDE type (must run Cellection Surnmary first!)
Run Destroy all host variable data in QAPYJWSQLH

Run Job Summary

Run Lock Trace

Run Long Transactions

Run Modules Waiting

Run Situaticnal Analysis

Enc
Inte

10.1 Analyze Collection Window

The Analyze Collection window presents the user with a list of available analyses that can be ran over the
currently selected collection(s). Itis opened using the Analyses -> Analyze Collection... menu.
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@ Analyze Collection(s)

O X

This interface allows you to select which analysis functions should be performed for the selected collection(s).

Additional reports will be provided after performing this option.

Analyses available: Clear Toggle Selected

Description Used by Program Run All
Default

[ call stack Summary Call stack summary QIDRJWSTKA

[ change sensitive user data QIDRIWXRF1

[ collection Summary Favorites, Waits, CPU, Job counts, I/0, IFS and other graphs QIDRJWSUMT 1

[ collection Summary - Clients and workers Waits ->» Clients + Workers Overview, Waits -» Clients + Workers rankings  QIDRJWCLT 0

[ collection Summary by TDE type (must run Collection Summary fi... SQL tables -> Collection Summary by TDE type QIDRIWTSUM

[ pestroy all host variable data in QAPYJWSQLH QIDRJWHSTD

[ Job Summary SQL tables -> Thread/Job totals QIDRIWCIS

[ Lock Trace SQL tables -» Lock trace QIDRJWLCK1

[ Long Transactions Long transactions QIDRIWS4

[ Modules Waiting SQL tables -» Modules waiting QIDRJWMOD1

[ situational Analysis Favorites, Waits, Job counts, Physical Disk I/0s QIDRJWAS 1

[] Always run analyses in a batch job

[J Submit this requestto a batch job instead of using @ QZDASOINIT job

OK Cancel

Job Watcher Analyze Collection(s) Window

Each available analysis is presented to the user on this screen. Only the checked analyses will be

executed.

Special options for Situational Analysis such as creating your own situations or modifying the parameters
used by the IBM defined situations are accessible by clicking the Situations button.

The controls on this interface and what they do is described in more detail in the following table:

Option

Description

Situations... button

Opens the Job Watcher Situations window which allows the user to modify the
parameters used by the IBM-defined situations or create new ones.

Clear button

This button unchecks all analyses.

Toggle selected
button

This button changes the checked state of all analyses in the list.

Analyses available
list

This is the list of the analyses available.
Checking an analysis name indicates that it will be ran when the OK button is
pressed.

Submit this request
to a batch job

If this option is used an SQL script will be created on the server and ran in a new
submitted job. NOTE: This requires FTP access to the IBM i or this option will fail.

Always run
analyses in a batch
job

This option is a preference linked with Preferences -> Miscellaneous tab -> “Always
run analyses in a batch job”. If checked the analysis will run in a batch job instead of
a Remote SQL Statement Status View.

10.1.1

Job Watcher Situations Window

This window is accessed by clicking the Situations... button on the Analyze Collection(s) window. It
allows you to turn on or off any situations you want to disable or enable or change their settings.

Note: When changes are made to iDoctor-defined situations, those are indicated with the Changed
column showing ‘Yes'.



https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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5] Job Watcher Situations *

Use these options to indicate which situations should be ran and the filters to be applied (where applicable). By changing the filter
values you can increase or decrease the likelihood of a situation occurring.

Selected Situation Quick Edit Options:

Situation:  |Poorly written/performing SQL | IBM-defined Update

Minimum asychronous reads rate per second - Default= 100 100 Color: Change...

Situations Available: New Edit Delete Default Toggle Selected

Show |Changed |[ID |Situation Filter |Filter description ~

Seize/lock table large
Starting/ending commitment control
Poorly written/performing 50L Minimum asychronous reads rate per secend - Default = 100

Missed jobs 05 Minimum percentage of missed jobs/tasks - Default = 5%

Seize contention due to data forced to disk
Fixed length of varchar or blob too small
High number of opens/closes

oo = onoun pa BEEN R —

Contention on user profile

=}

High synchronous write response time 3 Minimum synchronous writes response time - Default = 3 ms

=

Concurrent write support not enabled

Journal cache could help performance

ARRRRERRERRERRERERE

12 Jobsineligible to run

13 Holder job delaying other work 3 Minimum number of threads held up - Default = 3

14 CPU queueing may be less than what is reported by JW

16 Deadlock due to DB record locks

17 SOL field procedure called b
>

Job Watcher Situations

Some of the less obvious options are described below:

Option Description
Situation (name)  |This field displays or allows you to modify the current situation name.
Filter value If applicable this text field allows the user to modify the value for the filter.

Within the SQL statement the <<FILTER>> parameter will be changed at run-time to
use the value specified here.

Color This option displays the (background) color to use for this situation. Press the
Change.. button to modify it.
Update Press this button to save any changes made to the situation name, filter value or

color. To change other aspects of the situation you will need to select it from the list
and then press the Edit button.

Edit This option allows you to modify any of the details for the selected situation in the list.

Delete The delete button will remove any user-defined situations. You cannot remove
iDoctor-defined situations, but you can press the Show column’s checkbox to stop
using it.

Default This option will discard all changes made to the iDoctor-situations and removes all

user-defined situations from Job Watcher.
Use with caution!

10.1.2 Job Watcher Situations Editor

This screen is shown when creating a new situation or editing an existing one. When making changes to
the SQL statement be sure to use the Test SQL button before hitting Accept to be sure it will work and
provide the desired situations (hits) within the current collection.
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Note: The SQL statement examples are only enabled when creating a new situation.

5] Job Watcher Situations Editer

Situation ID: 3 (50 - 99 allowed for user-defined) Color:

| Change...
Description: |F"00rlywritten,fperforming SaL
: Filter value: |‘IDD Filter description:  |Minimum asychronous reads rate per second - Default= 100
. SQL Statement Seizeflock table large
Examples:
SAL Statement: Note: Use <<FILTER>> within the SQL statement and the filter value will be used when the query runs.
1 |~ This situation checks for a 'high' rate of asyc reads per second with page faulting while running SQL statements.
- This could mean a poorly implemented SAL statement is running.
SELECT 3ASID, INTERVAL, TASKCOUNT, 1AS TOTAL
. |FROM <<LIBNAME=>>/QAPY JWTDE
! |WHERE LICWO IN('SFP")
1 AND SQLINTHRD =1|
AND (ASYDBERD [ (TDEUSECS * .000001)) »= <<FILTER=>
SQL Statement results: Include job name in results if applicable (for test only) | TestSQL |

Mo rows found.

10.2 Call Stack Summary

This analysis is used to analyze the call stack data to look for stacks that are common or associated with

certain performance characteristics.

When running the analysis, you may be prompted with the following interface:



Run Call 5tacks Analysis
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Checking the options below will require additional processing and could greatly
increase the amount of ime ittakes to run this analysis.

Generate call stacks by job/thread/task SQL table

Generate call stacks by generic jobftask S0L table

Grouping option: | Generate both options ~ ~ | Calllevels: |16 -
Filters:
Start time: 2022-01-18-06.40.31 + Only include call stacks
e = [for CPU or "interesting
Endtime: 2022-01-18-06.45.42 H waits’
OK Cancel

Run Call Stacks Analysis Window

Note: This interface will only appear if the Preference -> Confirm -> Prompt for filtering options when
running most PEX and JW analyses is checked.

If the interface is not shown the default options are those shown above (16 call level groupings by
procedure with no job grouping options checked.)

Option

Description

Generate call stacks by
job/thread/task SQL table

This checkbox will create an additional report that groups the call
stacks by job/thread/task.

Generate call stacks by generic
job/task SQL table

This checkbox will create an additional report that groups the call
stacks by generic job or task name.

Grouping option

This option controls whether the grouping of the call stacks is based on
the procedure or instruction address.

Note: If offset and statement number must exist in the reports, then
the instruction address grouping option is required.

Call levels

The maximum number of call levels to group the call stacks by in the
report. Call stacks that have differences beyond this many call levels
will be grouped together. Any value can be entered from 16 to 50.
Note: The larger this value is, the slower the analysis will be.

Only include call stacks for CPU
or “interesting waits”

This will cause the call stacks returned to be reduced and only return
call stacks that occurred while interesting waits or CPU occurred. This
will avoid returning call stacks in the reports that are often for idle jobs
and not of interest.

Tip: The “interesting waits” are those wait buckets that are shown on
the Collection overview time signature graph.

After running the analysis, the Call stack summary folder will appear under the collection.

10.2.1 SQL Tables

The list of SQL tables generated by the analysis are shown below:
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SQL table Description

Qaidrjwstkgenjob0 <MBR> Generic job call stack summary file grouped by procedure

Qaidrjwstkgenjobl <MBR> Generic job call stack summary file grouped by instruction

Qaidrjwstkgenjobkeys0 <MBR> |Generic job call stack keys grouped by procedure

Qaidrjwstkgenjobkeysl <MBR> |Generic job call stack keys grouped by instruction

Qaidrjwstkgenjobstats0 <MBR> |Generic job call stack stats grouped by procedure

Qaidrjwstkgenjobstatsl <MBR> |Generic job call stack stats grouped by instruction

Qaidrjwstkjob0 <MBR>

Job/thread call stack summary file grouped by procedure

Qaidrjwstkjobl <MBR>

Job/thread call stack summary file grouped by instruction

Qaidrjwstkjobkeys0 <MBR>

Job/thread call stack keys grouped by procedure

Qaidrjwstkjobkeysl <MBR>

Job/thread call stack keys grouped by instruction

Qaidrjwstkjobstats0 <MBR>

Job/thread call stack stats grouped by procedure

Qaidrjwstkjobstatsl <MBR>

Job/thread call stack stats grouped by instruction

Qaidrjwstkjvaproci0 <MBR>

J9 JVM call stack summary

Qaidrjwstkjvaprocil <MBR>

J9 JVM call stack summary

Qaidrjwstkjvastack0 <MBR>

J9 JVM call stack keys

Qaidrjwstkjvastackl <MBR>

J9 JVM call stack keys

Qaidrjwstksum0 <MBR> Collection call stack summary file grouped by procedure

Qaidrjwstksuml <MBR> Collection call stack summary file grouped by instruction

QaidrjwstksumkeysO0 <MBR> Collection call stack keys grouped by procedure

Qaidrjwstksumkeysl <MBR> Collection call stack keys grouped by instruction

Qaidrjwstksumstats0 <MBR> Collection call stack stats grouped by procedure

Qaidrjwstksumstatsl <MBR> Collection call stack stats grouped by instruction

Qaidrjwstksumtmp0_<MBR> IBM internal use

Qaidrjwstksumtmpl <MBR> IBM internal use

10.3 Change sensitive user data

These options are used to hide or replace potentially sensitive data in Job Watcher.

Note: This is a one-way process with NO RESTORE option. Be sure to make a backup of the collection
before using. You will need to rerun the analyses on this collection as well after using.

It will update the following things in the Job Watcher files:
1) User programs names and library names
2) User module names
3) User procedure names
4) System name and system serial number
5) User job names, current user profiles, wait object names and holders.
6) J9 JVM thread names and procedure names
7) SQL package information
8) Subsystem names

9) Remote DBS names

Other things that could contain sensitive data that are NOT updated include:

a) Activation group names and program activation program names
b) SQL statements and host variable data

c) Socket data (IP address, user profiles, job information)
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10.3.1 SQL Tables

The list of SQL tables generated by the analysis is shown below and is accessible under the SQL tables
-> Change sensitive user data folder. These files are mostly mappings of old names to new names.

SQL table Description

QAIDRJWX <MBR> List of original job names, user, number

QAIDRIJWXUSER <MBR> Mapping of job user names

QAIDRIJWXSRM <MBR> Mapping of SQL package source member names

QAIDRIJWXSRF <MBR> Mapping of SQL package source file names

QAIDRIJWXP <MBR> Mapping of procedure names (in QAPYJWPROC)

QAIDRIJWXPKG <MBR> Mapping of SQL package names

QAIDRIWXPGM_<MBR> Mapping of program names (in QAPYJWPROC)

QAIDRJIWXMOD_ <MBR> Mapping of module names (in QAPYJWPROC)

QAIDRIJWXLIB_<MBR> Mapping of library names
QAIDRIWXJTT_<MBR> Mapping of J9 JVM thread names
QAIDRJWXJSJ <MBR> Mapping of J9 JVM procedure names
QAIDRJWXJOB <MBR> Mapping of job names
QAIDRJWXJOBSBS <MBR> |Mapping of subsystem names
QAIDRIJWXDBS <MBR> Mapping of remote DBS names

10.4 Collection Summary

The Collection Summary analysis summarizes the job and wait bucket data to improve performance of
graphs shown in Job Watcher and to offer more graphing options. The statistics are added up on a per
interval basis and idle wait metrics from file QAPYJWSTS are expanded into an iDoctor SQL table
(QAIDRIWGAP_<<COLNAME>>) for easier processing.

This analysis will automatically create indexes to improve performance of the graphs and reports. Note:
Due to design limitations no QAPYJW?* file/member are indexes are built unless working with the *FIRST
member in the library.

After running the analysis, many new features become available in Job Watcher and are described in the
next sections.

10.4.1 Additional graphs

After the collection summary analysis is ran, many additional graphs become available.

For example, this is the contents of the Waits -> Dispatched CPU rankings folder before and after the
analysis is ran:
|
il Dispatched CPU rankings by thread

Before Collection Summary
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il Dispatched CPU rankings by thread

] Dispatched CPU rankings by job

iul Dispatched CPU rankings by job user

ful Dispatched CPU rankings by generic job

il Dispatched CPU rankings by current user

il Dispatched CPU rankings by pool

iul Dispatched CPU rankings by priority

ful Dispatched CPU rankings by subsystem

ful Dispatched CPU rankings by job type

il Dispatched CPU rankings by job function

il Dispatched CPU rankings by generic job | current user
fiul Dispatched CPU rankings by thread | current user
il Dispatched CPU rankings by gro hash

il Dispatched CPU rankings by sql statement

After Collection Summary

Additional graphs available after running the Collection Summary includes:

- 6 additional favorites graphs

- Many additional job ranking options

- Waits -> Collection overview time signature with workload capping (if data exists)
- Waits -> Clients + Workers wait time

- Waits -> Collection overview time signature with max waits in-progress

- Waits -> Current wait duration time signature with max waits in-progress
- Waits -> Disk time signature with max disk waits in-progress

- Waits -> Current wait duration time signature

- Waits -> Time waiting on objects

- Waits -> Wait counts

- Waits -> Average wait times

- Waits -> Average CPU times

- Waits -> Average disk wait times

- Job counts -> Job counts

- Temporary storage graphs

- Page allocations -> Temporary pages allocated/deallocated

- Page allocations -> Net perm/temp pages allocated

- Page allocations -> Net temporary pages allocated

- 1/O -> Synchronous reads and writes

- 1/0 -> Synchronous reads and writes with avg/max/in-progress response times
- 1/O -> Average synchronous read response

- 1/O -> Average synchronous write response

- 1/O -> Maximum synchronous read response

- 1/0 -> Maximum synchronous write response
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10.4.2 Graphing multiple collections

The ability to graph multiple collections within a single chart is available for many of the Job Watcher
graphs. To initiate this process select them in the list of collections then right-click and pick the desired
graph. Tip: Time breaks between collections are indicated by vertical dashed lines.

#0356140007  Ready for analysis Ended by user No 7.4
0276090955  Re: 153.3:
nterval summary, Wait bucket gap] file(s) must be created

Q100161634  Re: i

RUMO22 Record Cuick View
RUNOZ1 Analyses >
RUMO20
@ RUNDTG Rez Favorites > Collection overview time signature
RUMDS Rez . . . .
il »
&RUNOT7 Res Waits Dispatched CPU rankings by generic job

Executing a graph against 3 collections

Graph multiple collections? ot

Do you wish to combine the data from the 3 collections selected into a
single report?

Mote: In Job Watcher, all collections must be summarized!

Yes Mo Cancel

Graph multiple collections prompt

Idoc720/Collection overview time signature K-axis (Labels)
20 | | 100 Interval end date and time (5 mi

90 Primary Y-axis (Bars)

Dispatched CPU (seconds) (TIMI
80 CPU queueing (seconds) (TIMED
Disk page faults (seconds) (TIME
Dizk non fault reads (seconds) (1
Disk space usage contention (se
Disk writes (secends) (TIMEDS)
Dizk other (seconds) (TIME10])
Journaling (seconds) (TIME11)
Machine level gate serialization |
Seize contention (seconds) (TIM
Object lock contention (seconds
Abnormal contention (seconds)

18

16
14 70

10 50

Time (seconds)
uonemin Nd>

HIR0R0NORONN

40

Secondary Y-axis (Lines)

|
|
|
|
|
12 | 60
|
|
|
|
|

s Lverage partition CPU utilizatior
= Maximum partition CPU utilizati
----- Average collection CPU utilizatic
—— VCPU delays a percentage of Dis

Dispatched CPU counts per secc

Flyover Fields

Total active threads/tasks (TOTZ
Total idle threads/tasks (TOTIDL

Available Fields

Collection name (MBRMNAME)

[Interval] - timestamp (TIMEINT. .
Interval end date and time (5 minute intervals) lebmroal cvvin e AIRITEDU ALY
< >

Collection overview time signature

10.4.3 Intra-component drill downs

The Collection overview graph shows and provides options to drill down between components. Widgets
are used to show that drill downs into CSI, Disk Watcher or PEX exist from Job Watcher. Note: This is
only if the iDoctor collection’s repository is available!
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ldocT20iCollection overview time signature
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Interval end time (5 second intervals)

+ sign widget indicates that PEX drill downs are available in these intervals

uonezInn Nd2

HORCNRRONN

H-auis (Labels)

Interval end time (5 second intenvals) (INT

Primary Y-axis (Bars)

Dispatched CPU (secends) (TIMED1)

CPU queueing (seconds) (TIMEDZ)

Disk page faults (seconds) (TIMEDS)

Disk non fault reads (seconds) (TIMEDE)
Disk op-start contention (seconds) (TIME!
Dizk writes (seconds) (TIMEDS)

Disk other (seconds) (TIME10)

Jourmnaling (seconds) (TIME11)

Machine level gate serialization (seconds)
Seize contention (seconds) (TIME13)
Object lock contention (seconds) (TIMET

Secondary V-axis (Lines)

Average partition CPU utilization (AVGSY!
Maximum partition CPU utilization (MAX!
Average collection CPU utilization (AVGA
VCPU delays a percentage of Dispatched 1

PEX drill-downs available (HASPA)

F yOVEr FIE HS

Time (seconds) (DELTATIME)
Total active threads/tasks (TOTACT)
Total idle threads/tasks (TOTIDL)

Ayailable Fields

Right-click on data in one of these intervals to have the option to view PEX Data for the selected period.

IdocT20/Collection overview time signature
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Drill-down into PEX example from Job Watcher

uonezn Ndod

HHORORREDN

H-axis (Labels)
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Dispatched CPU (seconds) (TIME(
CPU queueing (seconds) (TIMEDZ
Disk page faults (seconds) (TIMED
Dizk non fault reads (seconds) (TI
Disk op-start contention (second:
Disk writes (seconds) (TIMEDS)
Dizk other (seconds) (TIME10)
Journaling (seconds) (TIMET1)
Machine level gate serialization (s
Seize contention (seconds) (TIME
Object lock contention (seconds)

Secondary Y-axis (Lines)

Average partition CPU utilization
= Maximum partition CPU utilizatio
----- Average collection CPU utilizatior

WVCPU delays a percentage of Disp

Niznatched CPL counts ner secor

PEX file(s) starting peints ¥
PEX collection files

Ime [seconds,

10.4.4 SQL Tables

The list of SQL tables generated by this analysis are shown below:
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SQL table Description

QAIDRIJWSUM <MBR> Interval summary file
QAIDRIJWGAP <MBR>> Active and idle wait bucket times
QAIDRIJWTL <MBR>> List of identified taskcounts

QAIDRJWCLTSUM_<MBR> |Client and worker interval summary file

This refers to QDBSRV* jobs (workers) and the jobs that caused them
to work (clients).

QAIDRJWCLT <MBR> Client and worker taskcounts

QAIDRJIJWSTS_<MBR> This identifies last active intervals over time for every taskcount (TDE)
on the system.

QAIDRJWQROHASH <MBR> |Identifies if QRO data exists in the collection or not.

QAIDRIWWLC <MBR> Identifies if workload capping data exists in the collection.

10.5 Collection Summary by TDE type

This option is used to produce an SQL table that summarizes the job statistics into 4 types of work per
interval: Idle (), Jobs (primary threads - P), Tasks (T) and Secondary threads (S).

There are currently no graphs over this output and the raw data can be viewed under the SQL tables ->
Collection Summary by TDE type folder.

Interval  |Job (P) ortask  |Total contributing | Total CPU | Total | Tetal synchroncus | Tetal asynchrenous | Total read | Total writes

number | (T} or secondary |threads/tasks time 10 10 10 requests |requests
(INTERVA |thread (5) (TOTTDES) {usecs) (TOTIO)| requests requests (TOTRD) |(TOTWRT)
(TDETYPE) (TOTCPU) (TOTSYM) (TOTASY)

1 I 1,203

1 P 43 61,177 875 836 39 753 122
1 5 137 12,473 £ 46 27 1 72
1 T 52 243 4 4 0 4 0
2 I 1,203

2 P 45 20,273 799 727 72 538 261
2 5 129 4,925 19 13 4 0 19
2 T 62 214 0 0 0 0 0
3 I 1,203

3 P 45 11,217 140 90 50 0 140
3 5 132 3,966 21 17 4 0 21
3 T 56 996 1 1 0 1 0
4 I 1,203

4 p 44 7,072 5] 58 27 0 85
4 5 131 4,21 20 16 4 1 19
4 T 57 669 0 0 0 0 0
5 | 1703

SQL tables -> Interval summary by TDE type

10.5.1 SQL Tables

The list of SQL tables generated by the analysis are shown below:

SQL table Description
QAIDRIJWTSUM <MBR> Interval summary by TDE type

10.6 Destroy all host variable data in QAPYJWSQLH

This option permanently removes all host variable data in the collection. In some cases, if sensitive data
may exist within that file this may be necessary before sending the data to IBM or others.
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No features or data is generated by this analysis.

10.7 Job Summary

The Job Summary analysis allows a user to build tables that add up job statistics across 1 or more
collections.

Note: If the collections specified have not already been summarized (i.e. the Collection Summary analysis
has not yet been ran), it will be ran automatically by running this analysis.

An example of this interface is:

@ lob Summary O x

Use this function to produce summarized totals for all desired collections for each jobjthread based on the filters provided.

Collections available: Collections to summarize:
Library: | ~ Collection name
Collection(s): | Collection MCCARGAR/ALL(720)
name
ALLZ
Q210062149
Q314121655
Q342130838 Add >
Remove Remowve All
Filters (separate multiple values with commas) Creation options:
Job (10 max): | containg  ~ ‘ []Match case Library: |Mccargar v|
Current user profile (10 max): ‘ ‘ [ Job Totals (all collections)
Subsystem name (10 max) ‘ ‘ Thread Totals (all collections)
] Generic Job Totals
Starttime: |2022-m-18-us.40.31 5 S
Erlime 2022-01-18-06.45.42 -

Minimum run time (hours): D Minimum CPU (secs): D
Ll | Submit | Cancel

Job Summary Window

The following table describes the less obvious parts of the interface:
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Option Description

Job (10 max) This field indicates which jobs to include in the reports by specifying a portion of the
job name. If you leave this field blank all jobs will be included in the report.

Up to 10 job name values may be entered. Separate multiple values with a comma.

The drop-down list allows you to specify if each value used should be a “contains”
comparison or a “starts with” comparison.

Minimum run time |If you wish to filter the job data by a minimum time the job ran, then enter a value in
(hours) hours.

Minimum CPU If you wish to filter the job data by a minimum CPU time used, then enter a value in
(secs) seconds.

Creation options: |This field allows the user to specify a different library than the current one for the
library SQL tables generated.

Job totals (all If checked a report will be generated that summarizes the data across all collections
collections) by job.

Threads totals (all |If checked a report will be generated that summarizes the data across all collections
collections) by thread/taskcount.

Generic job totals |This option must be checked to include additional reports that summarize the metrics
by generic job name. The number of characters to use in the generic job nhame can
be specified using the Name length drop-down list.

Pressing the Submit button will run the analysis over the desired collections and place the results in both
the SQL tables or Job Summary folders. 2 subfolders are created for each of the creation options
checked.

After running the analysis, the Job Summary folder will contain the new SQL tables which can be
opened to provide additional analysis options.

— Mccargar ~ || Analysis output Description
13 sOL tables

=0 Job Summary

Number
of
tables

-2 Job Totals 3 Job Totals Job Summary reports grouped by job
Job Totals by Collection
Thread Totals

Thread Totals by Collection

3 Thread Totals Job Summary reports grouped by thread
3 Thread Totals by Collection  Job Summary reports grouped by thread and collection

Job Summary folder

Clicking on one of these will show the collection(s) used within the Job Summary as well as any
parameter filtering used when creating the analysis.
i Connections Job Watcher - #1 3

3 Job Totals by Collection Job Summary reports grouped by job(process) and collection. Does not include System Tasks.

Meccargar A | Description Library Collection(s) VYRM Comments |Jlob |Curre
3 SQL tables user
3 Job Summary
-3 Job Totals FH Thread totals by collection MCCARGAR MCCARGAR/ALL(T20) V7R2MO

3 Job Totals by Collection
- 3 Thread Totals

3

b |

Thread Totals by Collection

:Thread Totals by collection folder

10.7.1 Additional graphs

All analysis options are available under the Job Summary folder under a library.

1

1
1
1
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IBM i Connections

- L Jwdfn
L Jwmontest

Job Watcher - #1 [

# || Analysis output

. Locktracej

Description

-~ 1 Mccargar 3 Generic Job Totals

-3 5QL tables

BB} 100 summany |

- 3 Generic Job Totals

! 3 Generic Job Totals by Collec

3 Job Totals

3 Job Totals by Collection

3 Thread Totals

3 Thread Totals by Collection

B tak Tekale

Job Suimr"nary folder

The user has 2 main ways to analyze this data.

3 Generic Job Totals by Collection

Job Summ
Job Summ
Job Summ
Job Summ
Job Summ
Job Summ

ary reports grouped by generic job

ary reports grouped by generic job and collection.

ary reports grouped by job

ary reports grouped by job(process) and collection. Does not include System Tasks.
ary reports grouped by thread

ary reports grouped by thread and collection

1) Right-click one of the SQL tables and use one of the graphing options. This will open the graph
over all collections included in the job summary. If the data was filtered, then the collection
overview only includes metrics for those filtered jobs.

# || Description

Open Table(s)
Record Quick View

22l Generic job

Comparisons
Favorites
Waits

CPU

Callection(s)

Lol (720) MCCARGAR,/Q342130838(720)

V7R2MO

Collection overview time signature

Collection overview time signature with dispatched CPU breakdown

2) Open an SQL table in the Data Viewer, then right-click and use one of the graphing options.
MCCARGAR/ALL/Generic job totals - #1 [

Contributing |Generic Duration Duration  |Collection MAXMER Start of job |End of job  |Start tim
collections job of job of job nare (MAXMBR)  |included included (STARTTI
(MBRCOUMT) |name in hours (seconds) |(MEBR] 1-Yes, 0-Mo | 1-Yes, 0-MNo

)| (GEMJOBNAME) [(RUNTIME) |(TDESECS) (JOBSTART) |(JOBEMD)

f 1 QPADEVD™ 283 2,146 Q342130838 Q342130838 0 0 2021-12

{2 QDBFSTC* 953.617 3,433,024 ALL sisisiosis s ’
2 OSERVER" 953.617 3,433,024 ALL Rankings filtered by selected Generic jobs ¥
1 SCPF* 583 2146 Q34 Job Summary rankings filtered by Selected jobs >
2 QZLSSER* 0953.617 3,433,024 AlL All graphs/reports 5

a 1 QZ505GN* 583 2,146 Q34 Filter b N
1 QsPPz200™ 583 2146 Q34 -

10.7.2 Selected job(s) over time graphs

Depending on the SQL table, this option allows the user to graph the selected threads, jobs or generic

jobs over time.

Tip: If the analysis was done over multiple collections and currently using a report not “by collection” then
you will be able to scroll and see the data across multiple collections.

Note: These graphs will only work if all Job Watcher data in the original collection(s) behind these SQL

tables still exists.
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SPEXLABEX1/PEXLABEX1/IWMONO001/Generic job totals by collection - #1 [

Contributing | Generic Collection  |Library Collection description Duration |Elapsed |Start of job |End of job  |Start timestamp End timestamp CPU time Job CPU Sy
collections | job name name (MBRDESC) of job seconds |included included (STARTTIME) (ENDTIME) (microseconds) | microsecends |da
(MBRCOUN [name (MBR} (LIBNAME) inhours |(TDESE |1-Yes, 0-No |1-Yes, 0-No (DELTACRU) | (DELTAPRCPU)|re¢
(GENJOBMA (RUNTI (JOBSTART) |(JOBEMND) s
1 WEEKLY* JWMOMO001 PEXLABEX1 5 second intervals, Cf = = K i X
1 WEEKLY JWMONODZ  PEXLABEX] 5 second intarvals, C Selected Generic jobs > Waits > Generic job wait time signature
1 QZDASO* JWMOMNO0OT PEXLABEX1 5 second intervals, C Rankings filtered by selected Generic job > CPU > Generic job wait time signature with dispatch CPU breakdown
1 CZDASO" JWMOMO002  PEXLABEX1 5 second intervals. C I C L __ = . —_ :
Selected Generic jobs drill down options
Idoc720/Generic job wait time signature for WEEKLY* K-axis (Labels)
60 13 - -
[Interval] - end time (Collected interval
55 12
50 11 . Primary Y-axis (Bars)
10 2 I Dispatched CPU (seconds) (TIMEO1)
45 g8 Il CPU queueing (seconds) (TIMED2)
— 40 9 § [ Disk page faults (seconds) (TIMED3)
'E 15 8 = [ Disk space usage contention (seconds)
7 E I Disk writes (seconds) (TIMEDS)
g 30 E [ Disk other (seconds) (TIME1D)
B g5 8 = [ Machine level gate serialization (seconc
E 5 3 I Seize contention (seconds) (TIME13)
20 4 2 Il Object lock contention (seconds) (TIME
15 3 E Il Abnormal contention (seconds) (TIME3
10 3 @ Secondary Y-axis (Lines)
5 1 — Total contributing threads/tasks (TOTT
0 0 Flyover Fields

129
189—
247 —
307 —
367 —
427 —
488 —

Time (seconds) (DELTATIME)
Holder taskcount (HTASKCMT)
Holder (HOLDER)

Available Fields

Collection name (MBRMAME)

[Interval] - timestarmp (TIMEINT)
Interval number (INTERVAL)

Task count (uniquely identifies a task/th
[interval] - end time (Collected interval size) Minimum interval timestamp (MINDTE
Maximum interval timestamn (MAXDITE

11 05006 11:34:32.612—
3] 05006 11:34:42.672
5] 05/06 11:34:52.732
710506 11:35:02.781 —
9] 05006 11:35:12.541 —
11] 05406 11:35:22 901 —

13] 05406 11:35:32.949—
15] 05406 11:35:43.009—
17] 05406 11:35:53.069—
19] 05406 11:36:03

33] 05406 11:37:13 548
35] 05406 11:37:23 608 —

21] 05406 11:36:13
23] 05406 11:36:23
25] 05006 11:36:33
27] 05406 11:36:43
29] 05406 11:36:53
31] 05406 11:37:03

= [83] 05406 11:41:25.056

Generic job wait time signature

10.7.3 Rankings filtered by <selected job(s)>

This menu option allows the user to use any of the normal Job Watcher rankings graphs, but filtered
down showing only the threads, jobs or generic jobs selected.

Note: These graphs will only work if all Job Watcher data in the original collection(s) behind these SQL
tables still exists.

MCCARGAR/ALL/Generic job totals - #1 [

Contributing |Generic Duration Duration | Collection MAXMEBR Start of job |End of job  |Start timestamp End timestamp CPU time DELTAPRCPU  |SYMNDBRD
collections job of job of job name (MAXMBR)  |included included (STARTTIMIE) (EMDTIME) (microseconds) |(DELTAPRCPU) |[(SYMNDERL
(MBRCOUMT) |name in hours (seconds) |(MER) 1-Yes, 0-Mo |1-Yes, 0-No (DELTACPL)
(GENJOBNAME) |(RUNTIME) |(TDESECS) (JOBSTART) |(JOBEMD)
1 QPADEVD* .583 2,146 Q342130838 Q342130838 0 0 2021-12-08-13.08.38.565839 2021-12-08-13.44.24.943000 4,452 4,456
11 QlSsSCo* .083 311 ALL ALL 0 0 2022-01-18-06.40.31.724198 2022-01-18-06.45.42.731000 4,510 4,511
2 QDBFSTC* 3,433,024 034 0332 2 2 2 2022-01-18: s 351,465
2 QSERVER" 933.617 3,433,024 ALL Q Holder » 18.562672 2022-01-18-06.45.42.731000 38 40
i, SCPF* .583 2,146 Q342130838 Q Selected Generic jobs » [8.561974 2021-12-08-13.44.24.943000 3,942 3,049
2 QZLSSER* 953617 3,433,024 ALL o i el s s G e > s > T
41 Q7SOSGN* 583 2146 Q342130838 Q
a QSPP200* 583 2146 0342130838 Q Job Summary rankings filtered by Selected jobs » Waits » Dispatched CPU rankings by generic job | current usel
¥ Ancowors AS3 817 2433004 ALl A All aranhe/renarts » CPU » F731nnn 11T 11

Rankings filtered by selected generic jobs menu

10.7.4 Job Summary rankings filtered by <X>

These options provide wait bucket and other statistics for the desired jobs. What is displayed is
controlled via the Filter by -> menu and could be either:

1) Alljobs
2) Selected jobs

3) Prompt the user for a generic job name
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Note: These graphs use only data found the SQL tables. (i.e. They will still work if the original collections

have been deleted.)

The types of rankings wait graphs that can be generated are based on CPU and all the “interesting waits”.

Job Summary rankings filtered by All jobs

All graphs/reports
Filter by

Record Quick View

Copy
Find...

Save

Set Font...
Preferences...
Graph Definition
Query Definition

Duplicate as Table view

Properties
Search Google for '933.617

Search Google for 'Duratien of job in h...'

Wait rankings by generic job ¥

Wait rankings by collection »

Other metrics rankings by generic job ¥

Other metrics rankings by collection >

== e ) = e i = B = B = R = == e s e R = R =

AT AT AL

L YEEE T LT

n

e s R s R s [ o s Y . e o Y o o s Y o Y ]

Job Summary rankings filtered by All jobs example

WEEKLY*
QZDASO"
QDBSRV*

ADMINZ*
ADMINT*
ADMINA*
ADMINS*
QTSMTP*
PDCO01*
QPYJWC*
ADMIN3*

RMTMSA*
Q1ACPD"
QspPp20*

SMIOST*
asrvmo* [ ]
Dbpm Se*
QDBFST* %
QSLPSV*
ADMIN*

Job name/user/number

2021-12-08-13.08.38.562601
2021-12-08-13.08.38.362754
2021-12-08-13.08.38.564766
2021-12-08-13.08.38,563310
2021-12-08-13.08.38,566225
2021-12-08-13.08.38.562388
2021-12-08-13.08.38.562524
2021-12-08-13.08.38,564908
2021-12-08-13.08.38.562613
2021-12-08-13.08.38.563555
2021-12-08-13.08.38.565000
2021-12-08-13.08.38,564193
2021-12-08-13.08.38.564727
2021-12-08-13.08.38.563006
2021-12-08-13.08.38.5365735

AATY A0 AR 4T AN DA CoYTeN

ldoc720/Dispatched CPU rankings by generic job

Dispatched CPU

CPU queusing

Disk page faults

Disk non fault reads

Disk space usage contention

Disk op-start contention

Disk writes

Disk other

Journal

Machine level gate serialization
Seize contention

DE record locks

Object locks

Ineligible waits

Main storage pool overcommitment
Synchronization token contention

Abnormal contention

X-axis (Labels)

Job name/user/numbe
Primary -axis (Bars)
Dispatched CPU (secor
CPU queueing (seconc
Disk page faults (secor
Disk non fault reads (s
Disk space usage conts
Disk op-start contentic
Disk writes (seconds) [
Disk other (seconds) (1
Journaling (seconds)
Machine level gate ser
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Database record lock ¢
Object lock contentior
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HIRRORCEREADN

Flyover Fields

Job (P} ortask (T) orse
Dwration of job in hou
Contributing collectiol
Start timestamp (STAR
End timestarmp (ENDT

Available Fields

=]

100
200
Joo

Dispatched CPU rankings by generic job (for all jobs)

400

500
600
700
800

900
1000

1100
1200
1300

=
=]
=
-

Time (seconds)

1500
1600
1700
1800
1900
2000
2100
2200

The types of graphs available under the Other metrics option are:
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Total time (cecnnds)
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Other metrics rankings by generic job *

Other metrics rankings by collection ¥

2021-12-08-13.4
2022-01-18-06.4
2022-01-18-06.4
2022-01-18-06.4
2021-12-08-13.4
2022-01-18-06.4
2022-01-18-06.4
2022-01-18-06.4
2022-01-18-06.4

2021-12-08-13.08.38.564766
2021-12-08-13.08.38.563310
2021-12-08-13.08.28.566225
2021-12-08-13.08.28.562389
2021-12-08-13.08.38.562524
2021-12-08-13.08.38.564508
2021-12-08-13.08.38.562613
2021-12-08-132.08.38.563555
2021-12-08-13.08.38.565000

CPU consumption

Pages allocated/deallocated
Reads and writes totals
Physical /O activity totals
Logical database /O totals
Page fault totals

Synchronous reads and writes

Synchronous response
5250 transaction totals

lob run times

Job Summary rankings filtered by <X> -> Other metrics rankings by generic job menu

MCCARGAR/ALL/Generic job totals - #1

ALL/CPU consumption by ge

QZDASOI"
Q1ACPDS*
QPYJWCO*
System™
QDBSRV1*
QDBFSTC*
QTSMTPC*
QZRCSRV*
QTSMTPS*
QTMSSMT"
QSLPSVR*
QSRVMON*
CRTPFRD*
ADMIN*
QZsOosIG*
QYPSPFR*
QPFRADJ*
QyuscmMmc*
QUSRDIR*

@ QDBSRVX*

Job namefuser/number: thread ID

ALL/Dispatched CPU rankings by generic job

-~
neric job

O = N O 9 W0 Wk 000 =M 0N W09
-t T T T T T T - v O

CPU time (seconds)

CPU consumption by generic job

ALL/CPU consumption by generic job 3

Sorted on: TOTCPUSEC DESC

¥-axis (Labels)
Job name/user/number: thread 1D |

Primary Y-axis (Bars)
Total CPU (seconds) (TOTCPUSEC)

Flyover Fields

Duration of job in hours (RUNTIME
Contributing collections (MBRCOUP
Start timestamp (STARTTIME]

End timestamp (ENDTIME)

Available Fields

Interval number (INTERVAL)
Collection name (MBRMAME)
Duration of job (seconds) (TDESEC!
start of job included 1-Yes, 0-Mo (J
End of job included 1-Yes, 0-Mo ()
Initial thread task count (ITASKCOU
Task count (uniquely identifies a tas
iDoctor grouping value (OBJVALUE
Generic job name (OBJNAME)

Job grouping identifier (O=thread,
Total pages allocated (TOTALLOC)
Total pages deallocated (TOTDEAL
Total pages allocated (thousands) |
Total pages deallocated (thousand
Met pages allocated (thousands) (M
I/0s per second (TOTRATE)

Total reads (thousands) (KTOTREAI
Total DASD reads (TOTREADS)
Tatal writes (thousands) (KTOTWRT
Total DASD writes (TOTWRTS)
KTOTIO

10.7.5 SQL Tables

The list of SQL tables generated by the analysis is shown below (where <<X>> is a unique number):
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SQL table Description

QAIDRIJW7SUM <<X>> Generic job totals
QAIDRJWBSUM <<X>> Generic job totals by collection
QAIDRIWA4SUM_<<X>> Job totals

QAIDRJW2SUM <<X>> Job totals by collection
QAIDRJW3SUM <<X>> Thread totals

QAIDRIJWI1SUM <<X>> Thread totals by collection

10.8 Lock Trace

This analysis is very specialized and requires that a PEX collection containing lock events has also been
collected at the same time as the Job Watcher collection to produce any PEX data. It looks at jobs and
call stacks in the Job Watcher data that identify certain wait conditions associated with performance
problems relating to locks.

Note: This analysis requires that the browse collections repository contains the associated PEX data
needed Use General Functions -> Browse Collections (right-click) -> Full rebuild option.

The analysis will:

1) identifies jobs/call stacks that have specific lock wait criteria (enum = 5, CURRSTATE = WAIT
and call stack contains both rmtmDelay* and program QDB¥*)

2) summarizes the time periods in #1 by lic wait object handle and taskcount, for each of these
results, pex lock data is retrieved

3) for each summarized time period in the JW data, build a table of PEX lock event results for the
same time period and job.

After running the analysis, access the data from the SQL tables -> Lock trace folder.

10.8.1 SQL Tables

The list of SQL tables generated by the analysis is shown below:

SQL table Description
QAIDRIJWLCKSUM_<MBR>> Lock trace job summary
QAIDRIJWLCK <MBR> Lock trace hits
QAIDRJWLCKPEX_<MBR> Lock trace PEX details
Note: This will only be generated if PEX data is found!

10.9 Long Transactions

The long transactions analysis is perhaps poorly named. This analysis does not look for long running
5250 transactions but instead looks for time periods in the job data where no normally 'idle' waits
occurred. It identifies time where jobs spent exclusively doing real work without pause. It also identifies
long running SQL statements (assuming those SQL statements also did not experience any ‘idle’ waits
during their execution).

From the SQL tables generated by this analysis a user can view the longest periods of activity in the
collection and the jobs that caused them.

After running the analysis, use the SQL Tables -> Long transactions folder to view results.

10.9.1 SQL Tables

The list of SQL tables generated by the analysis is shown below:
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SQL table Description

QAIDRIJWTXNSUM <MBR> Identifies time periods where no idle waits occurred

10.10 Situational Analysis

Situational Analysis is a function in iDoctor that looks for performance problems in a collection as an
optional analysis. When ran and if situations (problems) are found in the data, they will be highlighted as
background colors on the collection’s overview graphs. Each situation identifies the job(s) associated
with the situation and offers drill down options to view those jobs.

Note: Not all overview graphs will show the situations. Only some of the graphs in the Favorites and
Waits folders will show situations.

Users can control the Situations executed when running this analysis by using the Situations... button on
the Analyze Collection window.

After running the analysis, the following additional features become available:

- Collection properties -> Situation’s tab

- Interval Summary -> Situation’s tab

- Detail reports -> Situations

- Situation information is displayed in the background when SQL statements are running in the
Collection Overview Time Signature graphs.

10.10.1 SQL Tables

The list of SQL tables generated by the analysis is shown below:

SQL table Description
QAIDRIJWANL DTL <MBR>> Situational Analysis Detall file

10.11 Modules Waiting

This analysis identifies the top XPF program/modules/procedure and LIC procedures found in the call
stacks captured by wait object type and LICWO.

After running the analysis, access the data from the SQL tables -> Modules Waiting folder.

10.11.1 SQL Tables

The list of SQL tables generated by the analysis is shown below:

SQL table Description

QAIDRJWMOD <MBR> Modules waiting

An example follows:
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Modules waiting SQL table

ALL/Module waiting - #1 [
Total Total jobs/tasks/threads |Total Objtype type  |Program Module Procedure
(TOTAL) |(JOBCNT) intervals (hex) and name name (PROCNAME)
(INTERVALS) |LIC wait object |(PGMMNAME) | (MODNAME)
(LWAITOBN
523 27 31 0A-QMo QmRealDequeueMiQueue_FR11QmDeqPrefixPcR3MIiPtri3QmDequeueType
472 19 31 00-5LwW sleep_6CfSyncFUIRUIC2_4Rmpri8interruptLevelTypeQ2_8TDOSEnuM4EnUmT4
LY 1 31 0A-QMo QWTMCMML
254 1 31 1A-QQu waitOnSignal__8PxsghreaFR17PxsgSignalMessageR15PxsgWaitOptionsRUI
254 1 31 1A-QQu QPOSSRV2 QPOSWAIT qplswait_FP13qp0ssigwait_t
238 9 31 00-5LW Q505RV1 Q505Ys poll
230 10 31 00-5LwW QPOLLIBT QPOLLIBT select
121 27 31 00-Maow waitForObject_13MasoConditionFUIUTIRt
93 3 31 1A-Us2 nsleep_common_FUITTi
93 3 31 1A-Usz QP2USERZ QP2ARI runpase_common_FiPvT2
73 5 31 00-EMw emwaitonevent
69 8 31 DA-QMo QDBSERVE
63 4 31 0A-QMd QmRealDequeueMiQueue_FR11QmDeqPrefixPcR3MIiPtri3QmDequeueType
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11 Holder menu

If a holder is listed in any report a Holder menu will appear with options allowing you to drill down into the
holder. To perform a drill down on a specific job, simply right-click the row or bar for the waiting job and
pick one of the Holder menu options. Often the holder job (or its call stack) shows the cause of the
problem whereas the waiter job is usually just one of the “victims” of the holder.

The following shows an example of drilling down into a holder from a job within the Interval Summary ->
Objects waited on interface:

SPLIT/Collection overview time signature Interval Summary: Library Ibmdk?2, Collection Split - #1 [ SPLIT/Holder chase for interval 5 - #1
Quick View Waits  Wait bucket totals Objects wattedon  Holders SOL statistics Bad Cument Waits  Stuations  Physical disk 1/0s  Logical DB IFS Other statistics SQL  Columns
General:
Threadstasks using CPL: 11829 Interval: I
Threads tasks idle: 30159 CPU utilization: 48.55%
Threads Aasks waiting on objects: 3167 CPU time: 11.254 minutes
Threadstasks with holder identified 3 Interval duration: 30,921 seconds
Temp storage job allocations (GB): 316.3921 Interval end 2018-01-30-11.33.49.733000
Threads waiting on objects:  Max [Jinclude segments Fiterby: 14 - Machine level gate seralization =
Job name/user/number: thread ID Current wait Current or Current wait enum and descrijWait object |Wait object name Object type Segment type and description Record number |Holder job
(OBJNAME) duration last (WAITINFO) library (WOOBJNAN) and (SEGINFO) in DB record (HTASKMNAN
(usecs) wait bucket (WOOBILIB) description lock conflict
(CURRWTDUR) |(BLOCKBCKT) (OBJINFO) (RECNBR)
JOB922 / QPGMIR / 540647: 00005711 16,689,016 14 (2) Qu gate - high perfor..  LIB8 QIRDWH 0901-JOURMAL 20C5-JOURMAL RESERVED o
JOBA73 / USR348 / 664515: 00004FD1 16,522,051 14 (2) Qu gate - high perfor... LiB8 QIRDWH 0901-JOURNAL 20C5-JOURNAL RESERVED o
JOB877 / USR347 / 670538: 000008A0 16,456,691 14 (2) Qu gate - high perfor... LiB8 QIRDWH 0901-JOURNAL 20C5-JOURNAL RESERVED o
DbpmServer141: 3094 16,161,887 14 (2) Qu gate - high perfor... PORDER PORDER 0CS0-DB2 ACCESS PATH 0001-BASE MI SYSTEM OBJECT 0
JOB243 / USR399 / 675543: 00000A05 Hold R Displ I stack ACHINE INDEX RADIX4 SECONDARY 0
JOB221 / USRS / 118088: 00000001 1 41 e e URNAL RESERVED 0
JOB221 / USRS / 118129: 00000001 15.308,851 Thread wait time signature for JOB243 / USR309 / §75343: 0000DA05 Holder chase URNAL RESERVED 0
JOBY70 / QPGMR / 540175: 000000F1 12,694,286 Selected Threads > Waits. > IURMNAL RESERVED o
< Rankings filtered by selected Threads > CPU >
Display call stack Job counts >

Interval Summary — Objects waited on — Holder menu example
The Holder menu should appear in any of these situations:
1) The report contains HTASKCNT with a value > 0 or an HTASKNAME value.
2) Clicking on the Holder name within the Interval Details interface.
3) Any rankings or selection over time graph that contains an “H” within the FLAGS shown.

11.1 Holder chase

In the previous example, there is a “Holder chase” option. Sometimes holder jobs can be held up by
other holders. This report traverses the holder “chain” until no more holders are found.

SPLIT/Collection overview time signature Interval Summary: Library lomdk2, Collection Split - #1 SPLIT/Holder chase for interval 5 - #1 E4
Collection Call Interval Job name/user/number: thread ID Holder Current Current or Current or LIC wait |Current wait Wait object |Wait object name Curt
name level number (OBJNAME) taskcount or last last last object duration library (WOOBJINAK) user
(MBRNAME) |(LEVEL) |(INTERWAL) (HTASKCNT) |state wait bucket blocking enum [(LICWO) |(usecs) (WOOBJILIB) prot
(CURRSTATE) |(BLOCKBCKT) |(BLOCKENUM) (CURRWTDUR) (cul
SPLIT 1 5 JOB243 f USR399 / 675543: 00000A05 22,590,213 WAIT 14 2 QGa 16,158,302 PORDER PORDER UsI
SPLIT 2 5 JOB983 / QPGMR / 541372: D0000F23 0 WAIT 14 2 QGa 12,032,275 LIE3 QJRDWH QP

Holder chase example (The waiter job is at level 1 and the holder job is at level 2 with no other holders)
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12 Graph notes

This section provides tips about the graph metrics available in Job Watcher.

NOTE: It is critical that the View menu’s Report Visibility level is set to the desired option. This is
indicated in the title bar of the Main Window and Data Viewer. Otherwise graphs you might be trying to
find will not appear.

T ABVANCED JIBM iDoctor for IBM i C01525 [C:APROGRAM FILES (X86)\BM\
File Edit View [EMi ‘Window Help

a| € MDI Tabbed Style »| i | %

IBMiCoi  Report Visibility g Basic

E__m lob V' ¥ | Toolbar jgte

Lik v | Status Bar

Tip: In addition, if the collection status indicates that certain files are missing, then graphs or reports
using those files will NOT appear.

This section also covers briefly a discussion on “interesting” vs “idle” waits and on CPU related fields
shown in many Job Watcher graphs.

12.1 CPU metrics

Many of the Overview graphs show different types of CPU utilization.

Idoc720/Collection overview time signature X-axis (Labels)
5 100 Interval end time (3 second intervals) (INTENDSTR)
95 Primary Y-axis (Bars)
45 90 B Dispztched CPU (seconds) (TIMED1)
85 B Transferred CPU (seconds) (TIMEO1T)
4 Il CPU queueing (seconds) (TIMEOZ)
80 [ Disk page faults (seconds) (TIMEDS)
75 [ Disk non fault reads (seconds) (TIMEOE)
35 70 I Disk writes (seconds) (TIMEOS)
’ [ Disk other (seconds) (TIME10)
65 I Journaling (seconds) (TIME11)
- 3 0 [ Machine level gate serialization (seconds) (TIME14)
§ Q I Seize contention (seconds) (TIME15)
H 55 s Bl Object lock contention (seconds) (TIMETT)
@ =
a 25 50 I3 Secondary Y-axis (Lines)
@ o
E 45 2 |l Average partition CPU utilization (AVGSYSCPU)
=2 40 - — Maximurn partition CPU utilization (MAXSYSCPU)
. Average collection CPU utilization (AVGACTCPU)
WCPU delays a percentage of Dispatched CPU (VP_PCT)
1.5 30 Dispatched CPU counts per second (thousands) (CPU_SW
25 Flyover Fields
1 20 Total active threads/tasks (TOTACT)
15 Total idle threads/tasks (TOTIDL)
0.5 10 Hyvailable Fields
5 Collection name (MBRNAME])
[Interval] - timestamp (TIMEINT)
0= T T T T N I 1 0 Interval number (INTERVAL)
o — — o 31 ] 5] - - Minimum interval timestamp (MINDTETIM)
G G G G 2 2 2 2 2 Maximurm interval timestamp (MAXDTETIM)
v v v v v v v v v Time (seconds) (DELTATIME)
ju ju o o o o o o ] Interval delta time (usecs) (INTUSECS)
IS IS IS IS IS IS IS IS IS Dispatched CPU sharing (seconds) (TIMEDTD)
- - - - - - - - - Dispatched CPU active (seconds) (TIMEDTA)
Interval end time (5 second intervals) Virtual processor thread wait ready time (seconds) (SYPTR

Collection overview time signature
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Average partition CPU utilization (green line) — This is the average CPU utilization for each
summarized interval as collected by the LPAR.

— Maximum partition CPU utilization (black line) — Because each bar in the graph could contain
data from several intervals, this is the highest partition average CPU utilization that occurred. Itis not a
true maximum that occurred but the maximum of the average that occurred in those intervals being
summarized.

----- Average collection CPU utilization (blue dashed line) — This is CPU utilization as taken ONLY
from the Job Watcher jobs captured during the collection.

A Job Watcher collection is unlikely to contain all jobs on the system because Job Watcher will 'miss' job
CPU contributions if they live and die within a single Job Watcher interval. These contributions don't get
recorded in the main JW file QAPYJWTDE.

To account for this Job Watcher also collects CPU statistics for the entire system while the collection is
running. We call that "partition CPU utilization" above.

Given the reasons above, sometimes collection CPU utilization will be less than the partition CPU
utilization which can be interesting. (Possibly lots of short-lived threads/tasks started up and were within
the "collection CPU" statistic).

Avg vs maximum is used because the time interval grouping can be configured to something greater than
the collected interval size (1 min, 10 min, etc).

If you are looking at the collected interval size however, they will be the same and the green and black
lines merge together.

VCPU delays as a percentage of Dispatched CPU — This value shows the amount of time virtual
processors spent waiting to run in relation to the dispatched CPU time used.

The formula for this is (((SYPTREADY + SYPTLATEN) / DOUBLE(1000)) / TIMEO1) * 100.00 and is multiplied by 100 so
it will graph well with the other metrics on the secondary Y-axis.

SYPTREADY Virtual processor thread wait ready time. The elapsed time in milliseconds that
ready to run threads of the partition's virtual processors waited to be dispatched
while entitled capacity was exhausted.

SYPTLATEN Virtual processor thread dispatch latency. The elapsed time in milliseconds that
ready to run threads of the partition's virtual processors waited to be dispatched
while entitled capacity was not exhausted and a physical processor was not
available.

TIMEO1 This is the Dispatched CPU time spent (in seconds)

— ~ Average CPU rate — This value shows the effect of CPU power saving, also known as CPU
scaling that occurred over time. It is multiplied by 100 so it will scale with the rest of the fields on the
secondary Y-axis and will typically be at the top of the graph around 100%.

12.2 “Interesting” wait buckets

Job Watcher (and Collection Services Investigator) both make use the IBM i wait buckets instrumented on
the system. There are 32 wait buckets, and these cover all possible wait states that a job can be in.

Many of these buckets are associated with idle waits and generally are not of any interest from a
performance standpoint. For that reason, many iDoctor graphs only show the wait buckets that are
interesting for a performance perspective.

The interesting wait buckets are:
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Bucket Description

Dispatched CPU

CPU queueing

Disk page faults

Disk space usage contention

Disk op-start contention

1
2
5
6 Disk non-fault reads
7
8
9

Disk writes
10 Disk other
11 Journaling
14 Machine level gate serialization
15 Seize contention
16 Database record lock contention
17 Obiject lock contention
18 Ineligible waits
19 Main storage pool overcommitment
20 Journal save while active (7.2+ only)
31 Synchronization token contention
32 Abnormal contention

Additional buckets will appear on some graphs, but these are not “real” wait buckets. These are
produced through iDoctor calculations, and their usage is only in a few graphs.

Bucket Description

01T Transferred CPU
This value indicates CPU time spent in system tasks occurred. It is rare to see time spent
in this bucket with current IBM i releases.

01A Dispatched CPU active
Time dispatched to the CPU and using it
01D Dispatched CPU sharing

Time dispatched to the CPU and not using it (virtual processors/etc.)

Note: Because of processor virtualization, it is expected to see time spent in this bucket.
For more info, see the Virtualization best practices section
of https://www.ibm.com/downloads/cas/QWXA9XKN

02A CPU queueing — remainder
CPU queueing time NOT because of workload capping delays
02D CPU queueing —workload capping delay

12.3 Tips / FLAGS

Both Rankings and Selection over time graphs feature an indicator at the end of the label on most graphs
that provides more details behind that piece of data in the graph. A letter is used to communicate
different pieces of information that is available in the graph flyover. Use the flyover to see those details.

For example, the FLAGS of “PWM” indicates that the bar is a primary thread, with a wait object and SQL
statement.


https://www.ibm.com/downloads/cas/QWXA9XKN

Job namefuser/number: thread id

QZDASOQINIT/QUSER / 718288
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00000014 P

QDBSRV04/QSYS /707400: 00000001 PWM
QDBSRV05/QSYS/707401: 00000001 PWM

WEEKLYBA10/BSMENGES / 718324:
WEEKLYBACY9 /BSMENGES / 718323:
WEEKLYBACT | BSMENGES / 718321:
WEEKLYBACS | BSMENGES / 718322:
WEEKLYBAC2 /BSMENGES / 71831T:
WEEKLYBACG6 / BSMENGES / 718320:
WEEKLYBACS5 /| BSMENGES / 718319:

00000001 P
00000001 P
00000001 P
00000001 P
00000001 P
00000001 P
00000001 P

WEEKLYBA12/ BSMENGES / 718330: 00000005 PM

WEEKLYBAC4/BSMENGES / 718318:
WEEKLYBACK / BSMENGES / 718314:
WEEKLYBAC3 / BSMENGES / 718316:

00000001 P
00000001 P
00000004 P

WEEKLYBACK / BSMENGES / 718313: 000001CB P

WEEKLYBA12/BSMENGES / 718332:
WEEKLYBAC1/BSMENGES /| 718315:
WEEKLYBA12/ BSMENGES / 718331:

00000002 P
00000001 P
00000002 P

WEEKLYBA12 / BSMENGES / 718334: 00000003 PM

WEEKLYBA12/BSMENGES / 718335:

00000006 P

JWMONO01/Dispatched CPU rankings by thread

@ System: Idoc720: Collection(s): PEXLABEX1/JWMONO001(720)
K1: Job name/user/number: thread |D: QDBSRY04 / QSYS / 707400: 00000001

* PRIMARY THREAD, WAIT OBJECT, 5QL STATEMENT

*¥1: Dispatched CPU (seconds): 14,9578 (1.92% of total)

TIP: Total time (seconds): 779.8483

TIP: Total intervals: 155

TIP: Minimum interval timestamp: 2016-05-06-11.34.27.587776
TIP: Maximum interval timestamp: 2016-05-06-11.47.27.265000
TIP: Job/task name: QDBSRVI4 QSYS 707400

TIP: Current user profile: Q5Y5S

> TIP: Wait object name: QDBSVRO2

TIP: Primary threads: 1
TIP: Threads/tasks: 1

‘ TIP: SOL statement: MERGE INTO Q5Y52  /SYSIKADV AS ADV USING TABLE(VALUES(

CAST(? AS VARCHAR(238)), CAST(T AS VARCHAR(128)),

CAST(? AS CHAR(10), CAST(? AS CHAR(10}), CAST(? AS VARCHAR(16000)), CAST(? AS
VARCHAR(16000)), CAST(? AS CHAR(14)), CAST(? AS TIMESTAMP),
CAST(? AS BIGINT), CAST(? AS INTEGER), CAST(? AS CHAR(2)), CAST(? AS INTEGER),
CAST(? AS INTEGER), CAST(? AS INTEGER),
CAST(? AS BIGINT), CAST(? AS CHAR(10)), CAST(? AS CHAR(10)), CAST(? AS BIGINT),

CAST(? AS INTEGER), CAST(? AS TIMESTAMP),

CAST(? AS BIGINT), CAST(? AS INTEGER), CAST(? AS TIMESTAMP), CAST(? AS CHAR(10)),

CAST(? AS BIGINT), CAST(? AS TIMESTAMP),
CAST(? AS BIGINT))) MEW(TBMAME, DENAME, SYS_TNAME, TBMEMBER,
KEVSADV, LEADKEVS, INDEX_TYPE, LASTADY, TIMESADY,
ESTTIME, REASQN, PAGESIZE, QUERYCQST, QUERVEST, TABLE_SIZ

- o~ Lar ] < w (=] ~ -] [=2] Q - o™ L) ~ w
— - - - - -

Time (seconds)

2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

A complete list of identifiers used and what they mean is in the following list:

ID

Description

P

Primary Thread

Secondary Thread

System Task

Wait Object

Holder

Current wait bucket

SQL statement

SQL client job

PREEEERIER

QRO hash

(=]
-

o
P
-
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13 Overview graphs

The overview graphs are time-based and summarize the data in various ways over time. These show the
data over the entire collection.

These graphs are contained within several folders under the collection. You can also access this same
set of graphs by right-clicking the collection and picking the desired menus.

- @ 19 # | Report folder |Descr|'pt|'cn
-3 SOL tables 3 sQL tables
- @ Favorites - Travorites Top iDoctor graphs as well as access to your iDoctor Report Generator saved lists.
B @ Waits aits Dispatched CPU and wait buckets
w8 CPU | Dispatched CPU, CPU queueing and CPU utilization
- @ Job counts Various reports relating to numbers of jobs. Run Collection Summary analysis for more options.,
ary (disk) storage consumpti ti J ings. Running totals ire 7.3+

-8 Temporary stol Temporary (disk) storage consumption over time or by job groupings. Running totals require 7

5 . Permanent vs temporary pages allocated and memory page demand graphs
- @ Page allocation S S _

- Physical disk I/Os and page faults.
@ /0 Logical database 1/0s showing SQL vs non-SQL operations
- @ Logical /O S IFS statisti
- @ IFS )
E- @ VM 3 Top consumers Displays the top wait bucket consumers over time
(- @ Top consumers 3 Looks at call stacks captured for hits showing files opened
w- & Opens s L related graphs and reports
w5 saL & Other metrics tate t tions, numeric overflows, transactions and collection size reports

i | . . - - .

@ Other metrics EJ Collectlo.n size . Provides reports abo.ut the QAPYJW™* file/member sizes
58 Collection size 3 Server-side output files  Job Watcher output files
_____ EJ cerver-side rull8 3 User-defined reports Reports defined previously in repository C\Users\mccar\AppData\Roaming\|[BM\iDoctor\MyMNewDE

Overview Graphs in Job Watcher (selected)

Each folder contains a series of graphs. You can open one by expanding the folder and double-clicking
on the desired graph name. You can also open graphs by right-clicking them and choosing the desired
menu option to either open the graph in a new Data Viewer or into an existing one.

Tip #1: Use the clock icon on the toolbar to change the default time grouping. This is useful if you have
many thousands of intervals and wish to group those intervals into fewer bars than would be shown if you
graphed at the Collected interval size.

Tip #2: You can make time selections by clicking the 1st bar, hold down the shift key and clicking the last
bar of the desired time range and right-click a bar and wait bucket color within that time period in order to
drill down into the jobs experiencing the most amount of time in that wait bucket you right-clicked on.

Tip #3: If you wish to group job data in the ranking graphs with groupings larger than thread (by generic
job, etc) you must run the Collection Summary analysis first.

13.1 Drilling down to Rankings

When drilling down into ranking graphs (from overview graphs) you can select the desired time of interest
by holding down the shift key and clicking the 15t and last bars of the desired time range. Then right-click
on one of the bars in the time range and pick the desired drill down graph (typically first in the list).

This action will look something like this:
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ALL/Collection overview time signature

1 R g
0.28
0.26
E ]
0.24
0.22 .
o
£ m n
S 0.18
[ 1]
8 0.16
o« 014
E .
i: 0.12 |l
01 Dispatched CPU rankings by Thread: From 06:40:41 am to 06:41:31 am
WNETF e Dispatched CPU rankings >
0.06 Rankings »
0.04 Split Collection...
i >
0.02 Detail reports
All graphs/reports >
0 1 1 ] [
I b O ¢ & QuickView 0 S 3
% g g g g : Preferences... "q? g :
ow o w w w 1 o w L
o o o o o | Change S0QL Parameters o o o«
[18] [18] D [1a] (18] oo oo C
X = = = Graph Definition » I T 3
o o o o o | Query Definition e e
= 8 = T b S
Properties s N, N, €

[Interval] end time (Collected interval size)

Drilling down from a Collection Overview Time Signature graph into Dispatched CPU rankings

Tip: The first menu is Dispatched CPU rankings by thread. The bucket name shown will vary depending
on which bucket in the graph was right-clicked on.

However, if you don’t want to drill down into wait buckets, you can use one of the Rankings menus and
pick from there the desired graph you want which will be filtered on the desired time range.

13.2 Drilling down to Detail reports

Another drilldown option from the Overview (or Rankings) graphs is found under a menu called “Detall
reports”. This menu offers a series of table views that provide quick access to much of the raw data
found in the collection. Some of the reports summarize data and some do not.

An example of this menu and list of report categories it contains is:
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ALL/Collection overview time signature

1

0.28
0.26
0.24| ™
0.22 .
0.2
018| ‘
j—

0.16

0.14
0.12
0.1
X - — ii i
0.06 200 i ii
0.04 i —

0.02 Dispatched CPU rankings by Thread: From 06:40:41 am to 06:41:31 am
’ Dispatched CPU rankings

Time (seconds)

— = = o~ = = Rankings
g a = : - Split Collection...
= = = = = = .
g 8 8 g g g Detail reports > QRO hash ¥
® © m W o «© All graphs/reports > Situations »
=== E : . Intervals >
o &6 o b o o Quick View o .
= N o T b © Preferences..,
Activation groups >
Ch SQLP et
ange 50L Parameters TPROF 5
Graph Definiti b
e fnten 16 level call stacks ¥
- N
Query Definition N level call stacks ¥
[E]|O1.-"1S_06:f11:3.1 .\’1: 1571 [Dispatched CPU [seconc Properties 5 50 level call stacks 5

Detail reports menu options (truncated)

Note: These reports are based on either the single interval or time range selected. They may also be
used from Rankings graphs.

13.3 Split Collection option

The Split Collection option allows the user to create a new collection from the selected time period in the
current one.

PLEASE NOTE: This option is only shown if a time range (> 1 interval) has been selected.
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14 Ranking graphs

The ranking graphs are ordering jobs by a desired metric using a job grouping such as by thread, by job,
by current user, etc. A maximum of 14 job groupings are used. Most rankings folder show all 14, but

some may show fewer options depending on the graph.

JWMONO001/Dispatched CPU rankings by thread

QZDASOINIT/QUSER / 718288: 00000014 P
QDBSRV04 / QSYS / 707400: 00000001 PWM
QDBSRV05/QSYS / 707401: 00000001 PWM
WEEKLYBA10/ BSMENGES / 718324: 00000001 P
WEEKLYBAC9/BSMENGES / 718323: 00000001 P
WEEKLYBAC7 /BSMENGES / 718321: 00000001 P
WEEKLYBAC8/BSMENGES / 718322: 00000001 P
WEEKLYBAC2/BSMENGES / 718317: 00000001 P
WEEKLYBAC6/BSMENGES / 718320: 00000001 P
WEEKLYBAC5/BSMENGES / 718319: 00000001 P
WEEKLYBA12/ BSMENGES / 718330: 00000005 PM
WEEKLYBAC4 /BSMENGES / 718318: 00000001 P
WEEKLYBACK /| BSMENGES / 718314: 00000001 P
WEEKLYBAC3/BSMENGES / 718316: 00000004 P
WEEKLYBACK /| BSMENGES / 718313: 000001CB P
WEEKLYBA12/ BSMENGES / 718332: 00000002 P
WEEKLYBAC1/BSMENGES / 718315: 00000001 P
WEEKLYBA12/ BSMENGES / 718331: 00000002 P
WEEKLYBA12/ BSMENGES / 718334: 00000003 PM
WEEKLYBA12 / BSMENGES / 718335: 00000006 P

Job name/user/number: thread id
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- =

o

Time (seconds)

2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

X: QZDASOINIT / QUSER / 718288: 00000014 P V1: 37.8885 [Dispatched CPU (seconds))
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Average: 9 Count: 16 Sum: 143.94

o
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o
=
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IRERCRCNNENTNn

Sorted on: TIMED1 DESC

X-axis (Labels)

Job name/user/number: thread 1D (OBJI
Tips (P/S/T=TOE type, W=wait obj, H=h

Primary ¥-axis (Bars)

Dispatchec CPU (seconds) (TIMEQT)
CPU queueing (seconds) (TIMED2)

Disk page faults (seconds) (TIMEOS)
Disk non fault reads (seconds) (TIMEOS)
Disk space usage contention (seconds)
Disk op-start contention (seconds) (TIM
Disk writes (seconds) (TIMEQ9)

Disk other (seconds) (TIME10)
Journaling (seconds) (TIME11)

Machine Ievel gate serialization (second
Seize contention (seconds) (TIME1S)

Database record lock contention (secon
Object lock contention (seconds) (TIME!
‘Abnormal contention (seconds) (TIME3Z

secondary Y-axis (Lines)
CPU utilization (%) (PCTCPU)

Flyover Fields
Total time (seconds) (TOTALTIME)

Total intervals (INTERVALS)

Minimum interval timestamp (MINDTETI

Mazximum interval timestamp (MAXDTE
Jobytask name (TDEJOBNAME)
Current user profile (CURRUP)
Wait object name (WOOBJNAM)
Holder job or task name (HTASKNAME)
SQL client job (SQLIOBNAME)

>

Bars 1-20 of 475

Dispatched CPU rankings by thread

Note: If the Collection Summary analysis has not been ran yet, then the only rankings graph type

available is by thread.
The types of job groupings available in Job Watcher are:

by thread

by job

by job user

by generic job

by current user

by pool

by priority

by subsystem

by job type

by job function

by generic job | current user
by thread | current user
by gro hash

by sgl statement

Job groupings list for the Waits -> Dispatched CPU rankings folder

Ranking graphs are accessible from 1 of many possible ways:

- From one of the ranking graphs folders under the collection or popup menu.

- The 1st menu option (<graph name> rankings by thread) from an overview graph or selection over

time graph.
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2"d menu option (<graph name> rankings) in an overview graph or selection over time graph which
shows the same graph but using one of the 14 grouping types.

- The Rankings menu from an overview graph

The Rankings filtered by <X> menu from a rankings graph, or a list of jobs found in the Interval
Summary interface.

14.1 Drilling down to Selection over time

When drilling down from a Rankings graph to a Selection over time graph the option will look something
like this:

JWMONOO1/Dispatched CPU rankings by thread 3

QZDASOINIT/ QUSER | 718288: 00000014 P

QDBSRV04/ QSYS / 707400: 00000001 PWM

QDBSRVO05 QSYS | 707401: 00000001 PWM
WEEKLYBA10 / BSMENGES / 718324: 00000001 P ’ m Thread wait time signature for WEEKLYBA10 / BSMENGES / 718324: 00000001
WEEKLYBACS | BSMENGES | 718323: 00000001 P N 8

b}

Drilldown from Rankings to Selection over time

JWMONO001/Dispatched CPU rankings by thread
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15 Selection over time graphs

This graph type shows the currently selected thread (or job, generic job, user, etc) over time. The time

groupings are configurable using the clock icon on the toolbar.

By default, when opening this type of Job Watcher graph the data will be shown at the collected interval
size for the best level of granularity. However, if this requires too much scrolling to see a big picture view

of this job, use the clock icon to effectively “zoom out”.

JWMONOD1/Dispatched CPU rankings by thread JWMONO01/Thread wait time signature for WEEKLYBA10 / BSMENGES / 718324: 00000001 3

JWMONOO01/Thread wait time signature for WEEKLYBA10/ BSMENGES / 718324: 00000001

5.5 [ ] System: Idoc720: Collection(s): PEXLABEX1/JWMONOO1(720)
PRIMARY THREAD, WAIT OBJECT, HOLDER, CURRENT WAIT
5 X2: [Interval] end time (Collected interval size): [1] 05/06 11:39:34
45 " ¥1: Object lock contention (seconds): 4.4250
Y2: Primary threads: 1
w 4 V2 Threads/tasks: 1
2 TIP: Time (seconds): 5.020033
c 35 TIP: Total intervals: 1
H 3 TIP: Minimurm interval timestamp: 2016-05-06-11.38,34,393000
8 TIP: Maximum interval timestamp: 2016-05-06-11.39.34.398000
o 25 TIP: Job/task name: WEEKLYBATOBSMENGES 718324
E TIP: Current user profile: BSMENGES
= 2 TIP: Wait object name: SLOTI3  SLOTI3
15 : Holder job or task name: WEEKLYBAC3BSMENGES 718316

| S B et el Sl w, [=22] [N RN Ne) e
OO ONO0>0 000NN >000000X 005000050053
IIIIIIIa oIIlIlIIlIlIzIIz=zIlL IE&II;; IIIzI=zIz=z=
2222222 222222 azs 2 EES O e
[ [ o W il [ Faa o oa

[Interval] end time (Collected interval size)

Thread wait time signature graph
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syseyspealy Bugnquiuod |ejoL

ERRCONECONN
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Sorted on: INTENDSTR ASC

Situations (Background)

|All situations}

None

(1) Situational analysis not ran yet

X-axis (Labels)

Tips (P/S/T=TDE type, W=wait obj,
[Interval] end time (Collected interv
Primary Y-axis (Bars)

Dispatched CPU (seconds) (TIMEQT
CPU queueing (seconds) (TIMED2)
Other waits (seconds) (TIMED4)
Disk page faults (seconds) (TIMEQZ
Disk space usage contention (seco
Disk writes (seconds) (TIMEQ9)
Disk other (seconds) (TIME10)
Machine level gate serialization (se
Seize contention (seconds) (TIMET!
Object lock contention (seconds) (1
Abnormal contention (seconds) (Tl

Secondary Y-axis (Lines)

Primary threads (JOBS)
Threads/tasks (THREADS)

Flyover Fields

Time (seconds) (DELTATIME)

Total intervals (INTERVALS)
Minimurm interval timestamp (MIND
Maximum interval timestamp (MAX
Job/task name (TDEJOBNAME)
Current user profile (CURRUP)

Tip: If the flag indicator includes an “H” then a holder is available on that time intervals shown. From any
of these intervals you can double-click to go to the Interval details and view the call stack and holder

information. Or you can also right-click the desired interval and a “Holder” menu will appear allow you to
view the Holder’s call stack, perform a Holder chase or to graph the holder job over time.

15.1 Drilling up into Rankings

From the Selection over time graphs you can select a time period of interest and right-click to have the
same Rankings graphs options available to you but over the new time period. This allows you to navigate
through your job over time, find something of interest and then compare that time period with the rest of

the jobs on the system.
An example follows:
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JWMONO001/Dispatched CPU rankings by thread JWMOMO001/Thread wait time signature for WEEKLYBA10 / BSMENGES / 718324: 00000001 3 Interval Details: Library Pexlabex1, Collection Jwmon001 - #1
JWMONOO01/Thread wait time signature for WEEKLYBA10/ BSMENGES / 718324: 00000001
6
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[Interval] end time (Collected interval size)

Drilling up into Object lock contention rankings by thread

15.2 Display call stack

The Display Call Stack menu from a rankings or selection over time graph allows the user to quickly go to
the call stack for the job and time indicated by the selection.
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16 Favorites

This folder contains a list of graphs most used and are great starting points. If you are new to iDoctor
these are your recommended graphs to use.

Note: Some graphs only appear at certain IBM i releases or require the Collection Summary analysis to
be ran.

=N & 10 # || Report folder
+ 3 S0l tables
----- 2 lul Collection overview time signature
o & Waits ] Dispatched CPU rankings by generic job

cpU il Dispatched CPU rankings by generic job | current user
ful Job counts

lul Pages allocated/deallocated

il Reads and writes rates

utl Physical I/0 activity rates

Job counts
Tempaorary stol
Page allocation

= 170 fu] Logical database /O rates

H- @ Logical /O ful Job temporary storage allocations

- @ IFS il Synchronous reads and writes

+ A il Synchronous reads and writes with avg/max/in-progress response times
+ Top consumers ful QL statements executed

+ Opens ul SQL logical database I/0 rates

it Full opens rates

saL : .
] 5250 transaction response times

Other metrics
Collection size

3

F
B E= E= B=E B&E RE ORE EE ORE EEH RE EE EE EE

I

Favorites folder

Graph name Notes

Collection overview time signature

Collection overview time signature with workload capping  |Requires Collection summary and
QAPYJWTDE - TRESERVE11 must
contain values > 0.

Dispatched CPU rankings by generic job Requires Collection summary
Dispatched CPU rankings by generic job | current user Requires Collection summary
Job counts Requires Collection summary
Pages allocated/deallocated Requires Collection summary

Read and writes rates

Physical I/0 activity rates

Logical database I/O rates

Job temporary storage allocations Requires Collection summary

Synchronous reads and writes Requires Collection summary

Synchronous reads and writes with avg/max/in-progress Requires Collection summary
response times

SQL statements executed 7.2+
SQL logical database /O rates 7.2+
Full opens rates 7.2+

5250 transaction response times
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17 Waits

These graphs show running and waiting time across all jobs in the collection over time. These graphs are
wait bucket graphs which divides up the wait times into various buckets. These buckets contains enums
which are the individual types of common waits for each bucket. The wait buckets and enums are visible
from the Wait Buckets tab of the Collection’s Properties.

The folder contains many types of graphs related to the wait buckets including job ranking graphs and
graphs over the wait object information captured by Job Watcher.

- g IBMIW13

73 SOl tables
Favorites
CPU

Job counts
Tempaorary !
Page allocat
/O

Logical I/O
IFS

Top consurr
Opens

sQL

Other metri¢
Collection si

o
LTI =TT =TT T~ T ST < T S T T T

Server-side

uu

User-define:
- IBMIWO2
- g IBMIWOT
- IBMUWAS
- g IBMIWA4Z
- @ IBMIWAZ
- IBMUIWAT
- g IBMIWAD
J Ts025307ah
) Ts0253074a
) Ts026563ab
) TsO26565ac
J Ts039464ac

TeARn S A

Waits folder

T Oy O O O O
£
(F1E}

E

~ | Report folder Description

[i] Collection overview time signature

il Collection overview time signature with workload capping

[l Collection overview time signature with dispatched CPU breakd...
[ virtual CPU delays

[l Clients + Workers wait time

il Collection overview time signature with max waits in-progress
] Current wait duration time signature with max waits in-progress
i) Disk time signature with max disk waits in-progress

] Current wait duration time signature

[il] Seizes and locks time signature

i) Disk time signature

i) Journaling time signature

il Communications time signature

[l Time waiting on objects

il CPU queueing breakdown

i) Workload capping delay

il wait counts

] Average wait times

i) Average CPU times

i) Average disk wait times

& Dispatched CPU rankings Ranks jobs by dispatched CPU usage

& Clients + Workers wait time rankings Ranks QSQSRVR jobs (workers) or their clients jobs by dispatched CPU usage
& Clients Only wait time rankings Ranks client jobs only by dispatched CPU usage

@ CPU queueing breakdown rankings Ranks jobs by CPU queueing and breaks includes workload capping delays
B Workload capping delay rankings Ranks jobs by workload capping delay

& Time waiting on objects rankings Shows the jobs experiencing the most time waiting on wait objects

& Wait counts rankings Ranks jobs by wait bucket counts

@ Average wait times rankings Ranks jobs by average wait bucket time (all interesting waits in seconds)

B Average CPU times rankings Ranks jobs by average CPU/CPU queueing bucket times (in microseconds)
i Average disk wait times rankings Ranks jobs by average disk wait bucket time (in milliseconds)

3 Collection totals Pie charts showing wait bucket contributions across the entire collection

2 Ohiarts waitad an Rennrts disnlavinn the ahiarts waited nn in varinns waus

17.1 Collection overview time signature

This graph shows CPU time and the “interesting” wait bucket times added together across all jobs on the
system. Inthe example below, a user could right-click intervals where the dark blue object lock time is
showing and drill down to view the jobs which experienced the highest amount of object lock contention
time for the selected time period.
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JWMONO01/Collection overview time signature 3

JWMONOO1/Cellection overview time signature
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Sorted on: INTENDSTR.

Situations (Background)

None

(1) CPU queueing may be less

(8) High number of opens/clos
(2) Contention on user profile

X-axis (Labels)
Interval end time (15 second in

Primary Y-axis (Bars)

Dispatched CPU (seconds) (TIN
CPU queueing (seconds) (TIME
Disk page faults (seconds) (TIN
Disk non fault reads (seconds)
Disk space usage contention (s
Disk op-start contention (secor
Disk writes (seconds) (TIMEDS)
Disk other (seconds) (TIMET0)
Journaling (seconds) (TIME11)
Machine level gate serializatior
Seize contention (seconds) (TIk
Database record lock contentic
Object lock contention (seconc
Abnarmal contention (seconds

Secondary Y-axis (Lines)

Average partition CPU utilizatic
Maximum partition CPU utilizat
Average collection CPU utilizati
VCPU delays as a percentage ¢

3

Bars 1 - 52 of 52

Collection Overview Time Signature

This graph is also displaying situations in the background for 1 interval.

Placing the mouse over the bar

will provide more information. Note: Situations will only appear if the Collection Summary analysis and
Situational Analysis have been ran first.

Sorted on: INTEMDSTR

[nature
___________________ 100 Situations (Background)
I
a0 Mane
B (1) CPU queueing may
e
@ System: Idoc720: Collection(s): PEXLABEX1/JWMONO001(720) ::F
Performance situation(s) detected: High number of opens/closes -
Problem: Contention on 'DE in use' table possibly due to high number of opens and closes. |
Resclution: Reduce number of opens ce
X1 Interval end time (13 second intervals): 03/08 11:43:25
Y2 Average partition CPU utilization (%) 22,3300 ;
¥2: Maximum partition CPU utilization (3:): 40.8300
¥2: Awverage cellection CPU utilization: 14,3000 pds
*¥2: VCPU delays as a percentage of Dispatched CPU (%): 0026 o
¥2: Awverage CPU rate (3:): 99.9919 [se
TIP: Total active threads/tasks: 219 nte
TIP: Total idle threads,/tasks: 1343 iar
TIP: Tirme (seconds): 15,0904 T
TIP: Total intervals: 3 (Tl
'I'II:I Minimurm interval timestamp: 2016-05-06-11.43.10.703001
: Maximum interval timestamp: 2016-05-06-11,43.25.794000 (Tl
[ SiH
¥ I scize contention (secan

|
Situation

IGIIIIIIII_IIEILJD
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17.2 Collection overview time signature with workload
capping

This graph is the same as the previous one but divides up the CPU queueing bucket into 2 parts:
Workload capping delays and remainder.

I
I
-

Primary Y-axis (Bars)

Dispatched CPU (seconds) (TIMEQT)

* CPU queueing - remainder (seconds) (TIMEQDZA)

* (ZPU gueueing - workload capping delay (seconds) (TIMEQZD)

Note: This graph only appears if workload capping delay times exist in the collection AND Collection
Summary analysis has been ran.

17.3 Collection overview time signature with dispatched CPU
breakdown

This graph is identical to the Collection overview time signature graph except the Dispatched CPU time is

divided

into 2 parts:

Dispatched CPU active (red) — This is time spent burning CPU.

Dispatched CPU sharing (light yellow) — This is a type of time we can measure where we are dispatched
to the processor but NOT actually burning CPU. It is being shared with other tasks. This is perfectly
normal to have a large amount of time spent in this bucket and does not likely indicate a performance
problem. It is provided here for advanced users.

Note: If workload capping delays exist, then the CPU queueing bucket is also divided into 2 pieces.
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(1) Concurrent write support not enabled
(9) Journal cache could help performance
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(3) High synchronous write response time

X-axis (Labels)
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* Dispatched CPU active (seconds) (TIMEQTA)
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Disk page faults (seconds) (TIMEQS)
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Disk writes (seconds) (TIMEQS)
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Secondary Y-axis (Lines)
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17.4 Virtual CPU delays

This graph provides a summarized look at the virtual processor thread wait ready and thread dispatch

latency times across the entire LPAR.

JWMONO0D1/Virtual CPU delays [

JWMONOO01/Virtual CPU delays
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17.5 Clients + Workers wait time

This graph shows ONLY the contributions of QSQSRVR jobs and the client jobs that initiated them. This

graph will only appear if the Collection Summary analysis has been executed.

Tip: This can be used to compare with the Collection overview time signature to visually see how much of

the overall time is related to this type of work.

Tip #2: To drill-down and see only these same contributions use the Rankings -> Waits -> Clients +

Workers rankings or Rankings -> Waits -> Clients Only Rankings menu options.
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17.6 Collection overview time signature with max waits in-

progress

This graph is the same as the Collection Overview Time Signature except the longest waits that occurred
in any job are shown on the 2n Y-axis for any of the “interesting” types of waits. These longest waits are
captured from the current wait duration field (CURRWTDUR) in the QAPYJWTDE file.

If the values are increasing over multiple intervals this can indicate a performance problem. In the below
example, the increasing Y2 line shows job(s) that were likely ineligible to run for about a minute.
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17.7 Current wait duration time signature with max waits in-
progress

This graph is unlike the others in this folder since it only shows the wait times for the “current wait” added

up for all jobs.

The “current wait” is the wait time that occurs at the end of every snapshot interval for every job. By
adding these waits together and only showing the “interesting wait buckets” across all jobs we may begin
to see patterns or situations of interest that would not be otherwise readily apparent.

The 2™ Y-axis on this graph shows the longest single job current wait duration instead. This example

shows the same collection with the ineligible wait time as in the previous graph’s example.
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17.8 Disk time signature with max disk waits in-progress

This graph is like the Collection overview time signature with max waits in-progress except it only shows
fields related to disk times and journal times. (wait buckets 5 — 11)
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17.9 Current wait duration time signature

This graph is identical to the other “current wait duration” graph discussed previously but shows CPU
utilization on the 2" Y-axis.

17.10 Seizes and locks time signhature

This graph shows only the seizes, record locks and object lock times as well as CPU utilization on the Y2-
axis.
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17.11 Disk time signature

This graph shows only wait buckets associated disk related times. (buckets 05-10)
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IBMPEX01/Journaling time signature 3

Journaling time signature

This graph shows only wait buckets associated with journaling time. (buckets 11, 20)
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17.13

Communications time signature

These waits indicate time waiting to receive or send data or other types of socket waits. (Buckets 24-26)
An example of a socket receive is what a QZRCSRVS job (iDoctor remote command job servicing the
GUI) will do when it is idle waiting for requests from the PC. Once the job receives data over the comm
line other types of non-idle waits (CPU, disk 10) will be shown.
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17.14

Time waiting on objects

This graph adds up the current wait duration times only where a wait object was associated with each
“interesting” wait bucket times and graphs the results. The y2-axis displays the total wait objects found

per interval.

Note: This graph requires the Collection summary analysis to be ran to appear!
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Tip: You can drill down from here to see th,% jobs and wait objects detected for the desired time period.
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17.15 CPU queueing breakdown

This graph will focus just on the CPU queueing time and shows the breakdown between workload
capping delays and the rest of the CPU queueing time.

Note: This graph requires that workload capping delays exist, and the Collection summary analysis is
ran to appear!
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17.16 Workload capping delays

This graph only shows workload capping delay times.

Note: This graph requires that workload capping delays exist, and the Collection summary analysis is
ran to appear!
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17.17 Wait counts

This graph displays the “interesting” wait buckets’ number of distinct waits that occurred using the metric
counts per second (In thousands) for each.

Note: This graph requires the Collection summary analysis is ran!
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17.18

Average wait times

This graph displays the average wait time for each of the “interesting” wait buckets. This is the average
duration of each wait in seconds.

Note: This graph requires the Collection summary analysis is ran!
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17.19

Average CPU times

This graph displays the average dispatched CPU and CPU queueing bucket times in microseconds.

Note: This graph requires the Collection summary analysis is ran!
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17.20

Average disk wait times

This graph displays the average wait times for each disk related wait bucket in milliseconds (buckets 5-

10.)

Note: This graph requires the Collection summary analysis is ran!
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Average disk wait times

17.21 Dispatched CPU rankings

This folder contains the set of ranking graphs that rank job data by Dispatched CPU time. The jobs with
the most Dispatched CPU time will be listed first.

Tip: These graphs only show jobs that used CPU during the collection.

=-ig} Job watcher ~ | Report folder
Libraries

.. Bsmenges2 liu] Dispatched CPU rankings by thread
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Waits -> Dispatched CPU Rankings

Note: Only the Dispatched CPU rankings by thread graph will exist in this folder unless the Collection
summary analysis has been ran.

17.21.1 Dispatched CPU rankings by thread

This graph groups the selected time period’s wait bucket data by thread or task and sorts by Dispatched
CPU.
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17.21.2

Dispatched CPU rankings by job

This graph groups the selected time period’s wait bucket data by primary thread or task and sorts by
Dispatched CPU.
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17.21.3

Dispatched CPU rankings by job user

This graph groups the selected time period’s wait bucket data by job user (not current user profile) and
sorts by Dispatched CPU.
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Note: All system tasks are grouped together into one “System tasks” record within this report.
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17.21.4 Dispatched CPU rankings by generic job

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and generic job or
system task name. The length (and start position) of the generic name is controlled via the Preferences -

> Data Viewer options shown below:

Mame length for generic name grouping graphs: £ | Start position: 1
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17.21.5

Dispatched CPU.

Dispatched CPU rankings by current user

This graph groups the selected time period’s wait bucket data by current user profile and sorts by

Note: All system tasks are grouped together into one “System tasks” record within this report.
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CPU.
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Dispatched CPU rankings by pool

This graph groups the selected time period’s wait bucket data by memory pool and sorts by Dispatched
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17.21.7 Dispatched CPU rankings by priority

This graph groups the selected time period’s wait bucket data by LIC priority and sorts by Dispatched
CPU.

Tip: XPF priority can be calculated by subtracting 140 for those values shown exceeding 140.
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17.21.8 Dispatched CPU rankings by subsystem

This graph groups the selected time period’s wait bucket data by subsystem and sorts by Dispatched
CPU.

Note: Job times that had no subsystem listed are grouped into 1 bar called “No subsystem”. All system
tasks are grouped together into one “System tasks” bar within this report.
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17.21.9

Dispatched CPU rankings by job type

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and job type (such as
Batch, interactive, autostart, etc.) Job wait bucket times that had no job type associated with it are
grouped into 1 bar called “No job type”.
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17.21.10 Dispatched CPU rankings by job function

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and job function. Job
function is the same as what you would see normally on the WRKACTJOB command’s Function column.
Any wait bucket times that had no job function associated with it are grouped into 1 bar called “No job
function”.

Note: This graph can be misleading in some situations because the current job function for each process
is only captured at the end of each Job Watcher interval. The times given are not necessarily 100% from
each function listed.

JWMONO01/Dispatched CPU rankings by job function [

JWMONO01/Dispatched CPU rankings by job function Sorted on: TIMEO1 DESC___
PGM-WEEKLYMAIN P ¥-axis (Labels)

No job function Job function (OBJNAME)

JVM-Igibm/prod Tips (P/5/T=TDE type, W=wail
PGM-QTMSSMTPC Primary Y-axis (Bars)

CMD-STRJW PB I Dispatched CPU (seconds) (Tl
DLY-60 PW Il cPU queueing (seconds) (TIM
JVM-com.ibm.lw [ Disk page faults (seconds) (TIl
PGM-IsIp-keme I Disk non fault reads (seconds
c . [ pisk space usage contention (
'% ~JOBLOG PWH Il Disk op-start contention (secc
e CMD-WRKSBMJOB PW Il Disk writes (seconds) (TIMEQS
2 PGM-QTMSSMTPD [ Disk other (seconds) (TIME10)
8 JVM-ServiceMon [ Journaling (seconds) (TIMETT]
= [ Machine level gate serializatic
i DLY-5PW Il seize contention (seconds) (TI
PGM-jvmStartPa Il Database record lock content
PGM-QPMCOLUSRJ PW Il Object lock contention (secon
PGM-QZSRLOG PW Bl :bnormal contention (second

PGM-QZSRHTTP Secondary Y-axis (Lines)

PGM-QGLDSVR W CPU utilization (%) (PCTCPU)
PGM-QIDRPASTRN PW Fewrae
PGM-QRMCCTEXEC .

Total time (secands) (TOTALTI

SSgsscssscscscssssscsszggss
- N M 2° Wb O M~ ®© 6 0 r N MmO T O O~ ® 6 O - o Total intervals (INTERVALS)
L . - BT Minimum interval timestamp (

Maximum interval timestamp

Time (seconds) Jobytask name (TDEJOBNAME
-

2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

v <€

iAW mAk NAINREDH fakia S WAIT2IS 1885 L1TIN: 888 10 SREFMN 11 Mamnry - 1 549 nead - 1011 /RS535 22 Bare 120 nf 22

Dispatched CPU rankings by job function

I 2 R

17.21.11 Dispatched CPU rankings by generic job | current user

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and generic job/current
user profile combination. The length (and start position) of the generic job name is controlled via the
Preferences -> Data Viewer options shown below:

Mame length for generic name grouping graphs: § | Startposition: 1

Note: Job data without a current user profile are shown under the “No current user” value in the graph.
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17.21.12 Dispatched CPU rankings by thread | current user

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and thread/current user
profile combination.

Note: Job data without a current user profile are shown under the “No current user” value in the graph.
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17.21.13 Dispatched CPU rankings by QRO hash

This graph groups the selected time period’s wait bucket data by QRO hash and sorts by Dispatched
CPU. Note: The latest Job Watcher PTFs need to be loaded onto your system to produce data.

IBMJW13/Dispatched CPU rankings by aro hash ]

000000003366826B PBQ
00000000494FD634 PQ
0000000010A6772C PQ
000000004D020D00 PWQ
00000000AB4453F0 PWBQ
000000006251CEBF PWBQ
00000000E876D95A PBQ
00000000EB285ECB PBQ
00000000668EFC81 PQ
00000000DFF7878D PWQ
000000008DF2D688 PBQ
00000000582E280C PBQ
0000000029AA4A71 PWQ
00000000DA6B3734 PWBQ
000000003B63431D PWQ
00000000D82D42F5 PWQ
00000000CDDEA439 PWQ
000000000C72F163 PWQ
000000004BEESE06 PWQ

Qro hash

IBMJW13/Dispatched CPU rankings by qro hash

No QRO hash [N R |

o

20000

40000

60000

80000
100000
120000
140000
160000
180000
200000
220000
240000

Time (seconds)

260000

280000

300000

320000

2021-12-21-13.47.07.982000 to 2021-12-21-14.08.30.812000
Dispatched CPU rankings by QRO hash

340000

BORERONCENEROON

Sorted on: TIMED1 DESC

X-axis (Labels)

QRO hash (OBJNAME)
Tips (P/S/T=TDE type, W=w

Primary Y-axis (Bars)

Dispatched CPU (seconds) |
* CPU queueing - remaind
* CPU queueing - workloar

Disk page faults (seconds) (

Disk non fault reads (secom

Disk space usage contentio

Disk op-start contention (se

Disk writes (seconds) (TIME

Disk other (seconds) (TIME!

Journaling (seconds) (TIME

Machine level gate serializa

Seize contention (seconds)

Database record lock conte

Object lock contention (sect

Main storage pool overcan

Abnormal contention (secot

Secondary Y-axis (Lines)
CPU utilization (%) (PCTCPU

Flyover Fields

Total time (seconds) (TOTAI

Total intervals (INTERVALS)

Minimum interval timestamy
. . \

17.22

Clients + Workers wait time rankings

This folder provides the ranking graphs for QSQSRVR jobs and their client jobs that initiated them.

Note: These graphs require the Collection summary analysis to be ran to appear!

] Clients + Workers wait time rankings by thread
il Clients + Workers wait time rankings by job

] Clients
il Clients
il Clients
il Clients
il Clients
il Clients
il Clients
il Clients
il Clients
il Clients
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+ Workers wait time
+ Warkers wait time
+ Waorkers wait time
+ Workers wait time
+ Warkers wait time
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+ Waorkers wait time
+ Workers wait time
+ Warkers wait time
+ Waorkers wait time
+ Workers wait time

rankings by job user

rankings by generic job

rankings by current user
rankings by pool

rankings by priority

rankings by subsystem

rankings by job type

rankings by job function
rankings by generic job | current user
rankings by thread | current user
rankings by gro hash

Clients + Workers wait time rankings

An example is provided below:
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Note: The rest of the ranking graphs of this type will follow the same format as those described previously
in the Waits -> Dispatched CPU rankings folder.

17.23 Clients only wait time rankings

This folder provides the ranking graphs for the client jobs that initiated QSQSRVR jobs. The QSQSRVR
jobs are not included in these reports.

Note: These graphs require the Collection summary analysis to be ran to appear!

il Clients Only wait time rankings by thread

il Clients Only wait time rankings by job

] Clients Only wait time rankings by job user

] Clients Only wait time rankings by generic job

il Clients Only wait time rankings by current user

] Clients Only wait time rankings by pool

il Clients Only wait time rankings by priority

il Clients Only wait time rankings by subsystem

il Clients Only wait time rankings by job type

] Clients Only wait time rankings by job function

il Clients Only wait time rankings by generic job | current user
il Clients Only wait time rankings by thread | current user
il Clients Only wait time rankings by gro hash

Clients only wait time rankings
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Clients only dispatched CPU rankings by thread

Note: The rest of the ranking graphs of this type will follow the same format as those described previously
in the Waits -> Dispatched CPU rankings folder.

17.24 CPU queueing breakdown rankings

These graphs show the effects of workload capping delays on CPU queueing. The CPU queueing bucket
is divided into 2 parts in this chart.

Note: This graph only appears if workload capping delays exist in the collection.

il CPU queueing breakdown by thread

il CPU queueing breakdown by job

il CPU queueing breakdown by job user

il CPU queueing breakdown by generic job

il CPU queueing breakdown by current user

il CPU queueing breakdown by pool

il CPU queueing breakdown by priority

il CPU queueing breakdown by subsystem

il CPU queueing breakdown by job type

il CPU queueing breakdown by job function

il CPU queueing breakdown by generic job | current user
il CPU queueing breakdown by thread | current user

CPU queueing breakdown rankings

An example follows:
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Note: The rest of the ranking graphs of this type will follow the same format as those described previously
in the Waits -> Dispatched CPU rankings folder.

17.25 Workload capping delay rankings

This graph groups the workload capping delay times in one of 12 ways shown in the previous section.
Note: This graph only appears if workload capping delays exist in the collection.

An example follows:
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Workload capping delay by generic job

17.26 Time waiting on objects rankings

This folder contains the set of ranking graphs that rank current wait times for jobs experiencing interesting
waits AND having a wait object associated with it. The jobs are ranked by total time in the interesting
waits captured.

Note: These graphs require the Collection summary analysis is ran!
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objects by thread | current user
objects by gro hash

3 Dispatched CPU rankings

@ Clients + Workers wait time ranking:
3 Clients Only wait time rankings

- @ Time waiting on objects rankings

Waits -> Time waiting on objects rankings
An example follows:

QUERYPERF/Time waiting on objects by wait object ~ QUERYPERF/Time waiting on objects by generic job | wait object

QUERYPERF/Time waiting on objects by generic job | wait object

JOB206" | HDR83502 P26188117 PWH
JOB205* | HDR83501 P26188115 PWH
JOB211" | HDR83502 P26191197 PWH

JOB210" | DTL83502 P26191196 PW
JOB197* | HDR83502 P26177879 PWH
JOB200" | HDR83502 P26185256 PWH

JOB201"| DTL83502 P26185267 PWH

Generic job - wait object

JOB209" | HDR83501 P26191192 PWH
JOB199* | HDR83502 P26178009 PWH

JOB207* | HDR83502 P26188119 PWH

o w o w =] w =1 w o w o w =]
- - o~ o~ el - - = wn w ©w
Time (seconds)
2019-04-25-09.42.50.102000 to 2019-04-25-10.06.23.223000

Time waiting on objects by generic job | wait object

wn
©

70

v

Sorted on: WAITTIME_SEC DESC

X-axis (Labels)
Generic job - wait object (OBINAM
Tips (P/S/T=TDE type, W=wait obj,

Primary Y-axis (Bars)

Il ait object object lock contention

Flyover Fields

Total intervals (INTERVALS)

Total time (seconds) (TOTALTIME)
Time waiting on objects (seconds)
Total wait objects (WAITOBJTOT)
Jobj/task name (TDEJOBNAME)
Current user profile (CURRUP)
Wait object name (WOOBJNAM)
Holder job or task name (HTASKN:
SQL client job (SQLIOBNAME)
QRO hash (QRO_HASH)

SQL statement (SQLSTMT)

Available Fields

Minimum interval timestamp (MINC
Maximum interval timestamp (MAX
Thread ID (THREADID)
¥1: Wait object disk page faults (secon
¥1: Wait object disk non fault reads (se
¥1: Wait object disk space usage conte

17.27 Wait counts rankings

This graph rankings the “interesting” wait buckets’ number of distinct waits that occurred using the metric

counts per second (In thousands) for each. The standard 14 job groupings are provided.

Note: This graph requires the Collection summary analysis is ran!

An example follows:



QUERYPERF/Time waiting on objects by wait object

System tasks TH
JOBSBS6
QUSRWRK
QSYSWRK H
QHTTPSVR H
QCMNH

No subsystem H
QSERVERH
QPGMR HM
JOBSBS23 PH
QINTER H
QSPL PH
Q1ABRMNET PH
JOBSBS9H

SH

JOBSBS7 PWH

Subsystem name

‘QUERYPERF/Time waiting on objects by generic job | wait object
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QUERYPERF/Wait counts by subsystem [EJ

QUERYPERF/Wait counts by subsystem
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Wait counts by subsystem

Counts (thousands)
2019-04-25-09.42.50.102000 to 2019-04-25-10.06.23.223000

Sorted on: COUNTKO1 DESC

X-axis (Labels)

Subsystem name (OBJNAME)

Tips (P/S/T=TDE type, W=wait obj, +

Primary Y-axis (Bars)

NRRRRCINCANERCAN

Dispatched CPU counts (thousands)
CPU queueing counts (thousands) (C
Disk page faults counts {thousands)
Disk non fault reads counts (thousar
Disk space usage contention counts
Disk op-start contention counts (tho
Disk writes counts (thousands) (COL
Disk other counts (thousands) (COU
Journaling counts (thousands) (COU
Machine level gate serialization coul
Seize contention counts (thousands)
Database record lock contention co
Object lock contention counts (thous
Abnormal contention counts (thausz
Synchronization token contention ca

Flyover Fields

Total time (seconds) (TOTALTIME)

Total intervals (INTERVALS)

Minimum interval timestamp (MIND®
Maximum interval timestamp (MAXC

Jobjtask name (TDEJOBNAME)

17.28

Average wait times rankings

This graph displays the average wait time for each of the “interesting” wait buckets. This is the average

duration of each wait in seconds.

Note: This graph requires the Collection summary analysis is ran!

An example follows:

QUERYPERF/Average wait times by thread [

JOB17/USR4/421329: 00001AC9 SH
JOB17 ] USR4/421329: 00001AC8 SH
JOB42/USR18/421278: 00000C6D SH
JOB42 /USR18/421278: 00000C71 SH
JOB216/USR18/421223: 00003483 SH
SMXCAGERO6: 7388489 TH

JOB37 /USR17/420900: 0008FA36 SWH
JOB216 / USR18/421223: 0000347E SH
SMXCAGERO01: 2516 TH

JOB217 /USR18/421159: 00000C23 SH
JOB217 /USR18/421159: 00000C1F SH
QDBFSTCCOL /QSYS/108797: 00000951 SWH
JOB217 /USR18/421160: 000036F2 SH
JOB217 /USR18/421160: 000036EE SH
SMXCAGEROC: 4006 TH
JOB42/USR18/421278: 00000C6F SH
JOB217 /USR18/421160: 000036E8 SH
JOB217 / USR18/421159: 00000C1B SH
JOB217 /USR18/421157: 00000D4B SH
JOB217 /USR18/421157: 00000D47 SH

Job name/user/number: thread id

QUERYPERF/Average wait times by thread

o

0.01
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0.04
0.05
0.06
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Average wait times by thread
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0.1
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0.15
0.16
017
0.18
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0.2
0.21
0.22

Average time (seconds)
2019-04-25-09.42.50.102000 to 2019-04-25-10.06.23.223000

L]

Sorted on: AVGTIMEQT DESC

X-axis (Labels)

Job name/user/number: thread IC
Tips (P/S/T=TDE type, W=wait ob
Primary Y-axis (Bars)

Dispatched CPU avg time (secanc
CPU queueing avg time (seconds]
Disk page faults avg time (secanc
Disk op-start contention avg time
Disk writes avg time (seconds) (&'
Machine level gate serialization a
Seize contention avg time (secont

Flyover Fields

Total time (seconds) (TOTALTIME
Total intervals (INTERVALS)
Minimum interval timestamp (MIM
Maximum interval timestamp (M2
Job/task name (TDEJOBMNAME)
Current user profile (CURRUP)
Wait object name (WOOBJNAM])
Holder job or task name (HTASK?
SQL client job (SQLIOBNAME)
QRO hash (QRO_HASH)

Primary threads (JOBS)
Threads/tasks (THREADS)

SQL statement (SQLSTMT)

17.29

Average CPU times rankings

This graph displays the average dispatched CPU and CPU queueing bucket times in microseconds.

Note: This graph requires the Collection summary analysis is ran!

An example follows:
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QUERYPERF/Average CPU times by thread [EJ

QUERYPERF/Average CPU times by thread

JOB17 /USR4/421329: 00001AC9 SH
JOB17 /USR4/421329: 00001AC8 SH
JOB42/USR18/421278: 00000C6D SH
JOB42/USR18/421278: 00000C71 SH
JOB216 / USR18 / 421223: 00003483 SH
SMXCAGERO06: 7388489 TH

JOB37 /USR17 / 420900: 0008FA36 SWH
JOB216 /USR18/421223: 0000347E SH
SMXCAGERO1: 25616 TH

JOB217 /USR18/421159: 00000C23 SH
JOB217 /USR18/421159: 00000C1F SH
QDBFSTCCOL / QS8YS [ 108797: 00000951 SWH
JOB217 /USR18/421160: 000036F2 SH
JOB217 /USR18/421160: 000036EE SH
SMXCAGEROC: 4006 TH
JOB42/USR18/421278: 00000C6F SH
JOB217 /USR18/421160: 000036E8 SH
JOB217 /USR18/421159: 00000C1B SH
JOB217/USR18/421157: 00000D4B SH
JOB217 /USR18/421157: 00000D47 SH

Job namefuser/number: thread id

o

20000
30000
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50000
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90000

100000
2 110000
120000
130000
140000
150000
160000
170000
180000
190000
200000

Average time (microseconds
2019-04-25-09.42.50.102000 to 2019-04-25-10.06.23.223000

Average CPU times by thread

210000
220000

Sorted on: AVGTIMEQ1 DESC

X-axis (Labels)

Job namejuser/number: thread
Tips (P/S/T=TDE type, W=wait ¢

Primary Y-axis (Bars)

Dispatched CPU avg time (micrn
CPU queueing avg time (micros

Flyover Fields

Total time (seconds) (TOTALTIM
Total intervals (INTERVALS)
Minimum interval timestamp (v
Maximum interval timestamp (M
Jobj/task name (TDEJOBNAME)
Current user profile (CURRUP)
Wait object name (WOOBJNAN
Holder job or task name (HTAS
SQL client job (SQLIOBNAME)
QRO hash (QRO_HASH)
Primary threads (JOBS)
Threads/tasks (THREADS)

SQL statement (SQLSTMT)

Available Fields

Starting interval (MININT)
CPU time (seconds) (CPUTOT)
Asynchronous DB reads (ASDBF

17.30 Average disk time rankings

This graph displays the average wait times for each disk related wait bucket in milliseconds (buckets 5-

10.)
Note: This graph requires the Collection summary analysis is ran!
An example follows:

QUERYPERF/Average disk wait times by thread [

QUERYPERF/Average disk wait times by thread

JOB187 | USR38/421379: 0009030A SWH
QZLSFILE / QUSER / 419879: 00004746 PWH
QZLSSERVER /QPGMR / 274731: 00001EC5 SH
QDBSRV06/QSYS/108766: 00000020 SH |
QDBX033XR2/QSYS/108809: 00000021 SH
QDBS033V09/QSYS/108818: 00005F7B SWH
QDBS033V06/QSYS/108815: 00005F1B SWH
JOB187 / USR38/ 420910: 0008FA39 PHM
QDBS033V07/QSYS/108816: 00005FB2 SWH
QDBS033V08/QSYS/108817: 00006025 SWH
QDBS033V09/QSYS /108818: 00005F7A SWH
QDBS033V07 /QSYS/108816: 00005FB3 SWH
QDBSRV07/QSYS/108767: 00000001 PWH
QTRTD00098 / QTCP / 274753: 000026E8 PH
JOB17 /USR4/421329: 00001AC8 SH
QDBS033V06 / QSYS /108815: 00005F1A SWH
QDBSRV06/QSYS/108766: 00000001 PWH
QDBS033V08/QSYS/108817: 00006026 SWH
QRWTSRVR /| QUSER / 420891: 00001A7D SH
QDBS033V09/QSYS /108818: 00005F78 SWH

ﬁj

Job name/userinumber: thread id

o = N m % v © ~ o o 2 T« o
- - -

13
14
15
16

Average time (milliseconds)
2019-04-25-09.42.50.102000 to 2019-04-25-10.06.23.223000

X: QDBSRVOG / QSYS / 108766: D0DOD020 SH  Y1: 7.4627 (Disk page faults avg time (milliseconds))

17

v

Il [ i

<

Sorted on: AVGTIMEQS DESC

X-axis (Labels)

Job name/user/number: thread ID
Tips (P/S/T=TDE type, W=wait obj,

Primary Y-axis (Bars)

Disk page faults avg time (millisecc
Disk space usage contention avg ti
Disk op-start contention avg time (
Disk writes avg time (milliseconds)
Disk other avg time (milliseconds)

Flyover Fields

Total time (seconds) (TOTALTIME]
Total intervals (INTERVALS)
Minimum interval timestamp (MINI
Maximum interval timestamp (MA>
Joby/task name (TDEJOBNAME)
Current user profile (CURRUP)
Wait object name (WOOBJNAM)
Holder job or task name (HTASKN.
SQL client job (SQLICBNAME)
QRO hash (QRO_HASH)

Primary threads (JOBS)
Threads/tasks (THREADS)

SQL statement (SQLSTMT)

Available Fields

Bars 1 - 20 of 347

Average disk times by thread

17.31 Collection totals

Under the Collection totals subfolder are a set of pie charts showing some of the same graphs from the
Waits folder except the times are added together across the entire collection instead of on a per interval

basis.
Note: This folder requires the Collection summary analysis is ran!
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innections Job Watcher- 81 [J  Job Watcher - £3

3 & QUERYPERF # || Report folder Descr
3 SQL tables
3 Favorites ] Collection overview time signature
- & Waits ] Seizes and locks time signature
- @ Dispatched CPU rankings il Disk time signature
i & Clients + Workers wait time ra fii] Communications time signature
- @ Clients Only wait time rankings

Time waiting on objects rankin
----- @ Wait counts rankings

----- @ Average wait times rankings
----- @ Average CPU times rankings
----- @ Average disk wait times rankin

..... “f Collection totals

F- B Ohierts waited on
Waits -> Collection totals folder

=l Rl=

=l

17.31.1 Collection overview time signature

This graph shows interesting wait bucket times added up and show as a percentage among ONLY the
interesting types of wait buckets.

It's important to realize that these percentages shown are only based on the waits given in the legend and
NOT for all possible wait types. The wait types that are typically NOT of interest like idle communications
or PASE waits are excluded. You can modify the legend to add or remove fields by right-clicking the
desired bucket or use drag and drop.

Tip: You can drill down from these graphs in the same way that you drill down from the Collection
overview time signature graph, but keep in mind that all drill downs will be against the entire collection.

(QUERYPERF/Collection overview time signature 3

X-axis (Labels)

QUERYPERF/Collection overview time signature M

Primary Y-axis (Pie)
Il Dispatched CPU (minutes) (TMIN
Il cPU queueing (minutes) (TMINOZ
=t ts (minutes) (TMIN
@ System: Idoc730: Collection(s); DEMO2/QUERYPERF(730): Partition collected on: SYSTNAME  |reads (minutes) (Tt

X1: Collection time span: 04/25 09:42 - 04/25 10:06 age contention (mir
" ¥1: Object lock contention (minutes): 41,4479 contention (minutes
o TIP: Total active threads/tasks: 435 inutes) (TMINDS)
414479 (38.22%) TIP: Total idle threads/tasks: 4054 hutes) (TMINTO)

ToUTRANmg TMinutes) (TMINT1)

Machine level gate serialization (
Seize contention (minutes) (TMIN
Database record lock contention
Object lock contention (minutes)
Abnormal contention (minutes) (1
Synchranization token contention

493476 (4.55%)
5.04547 (4.65%)

L L

4.76723 (4.40%) Flyover Fields
Total active threads/tasks (TOTAt

28.6869 (26.45%) Total idle threads/tasks (TOTIDL)

Percent of displayed wait bucket time

17.1538 (15.82%
2.03374 (1.88%) Available Fields

Interval end timestamp (INTENDS

Minimum interval timestamp (MIF

Collection time span- 04/25 09:42 - 04/25 10:06 Maximum interval timestamp (W
Time (seconds) (DELTATIME)

Collection overview time signature
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17.31.2 Seizes and locks time signature

This graph displays only the wait bucket times related to seizes, DB record locks and object lock
contention for the entire collection.

'QUERYPERF/Seizes and locks time signature 3]

X-axis (Labels)
Collection time span (TIMERNG)

QUERYPERF/Seizes and locks time signature

Primary Y-axis (Pie)

Seize contention {minutes) (TMIN15)
Database record lock contention (minutes)
Object lock contention (minutes) (TMIN1T)

Flyover Fields

Total active threads/tasks (TOTACT)
Total idle threads/tasks (TOTIDL)

Available Fields

Interval end timestamp (INTENDSTR}
Minimum interval timestamp (MINDTETIM)
Maximum interval timestamp (MAXDTETIM,
Time {secands) (DELTATIME)
Interval delta time (usecs) (INTUSECS)
Dispatched CPU (minutes) (TMINOT)
1.62191 (3.77%) CPU queueing (minutes) (TWING2)
Other waits (minutes) (TMINO4)
Disk page faults (minutes) (TMINOS)
Disk non fault reads (minutes) (TMINDG)
Disk space usage contention (minutes) (Th
Disk op-start contention (minutes) (TMINOS
Disk writes (minutes) (TMINOZ)
Disk other (minutes) (TMIN10)
Collection time span: 04/25 09:42 - 04/25 10.06 Journaling (minutes) (TMIN11)
Semaphore contention (minutes) (TMIN12)
Mutex contention (minutes) (TMIN13)

41.4479 (96 23%)

Percent of displayed wait bucket time

Seizes and locks time signature

17.31.3 Disk time signature

This graph shows only wait buckets associated disk related times.

QUERYPERF/Disk time signature 3

X-axis (Labels)

QUERYPERFIDisk time signature Collection fime span (MMERNG,
Primary Y-axis (Pie)

Disk page faults (minutes) (TMIF
Disk non fault reads (minutes)
Disk space usage contention (m
Disk op-start contention (minute
Disk writes (minutes) (TMINOS)
Disk other (minutes) (TMIN10)
Journaling (minutes) (TMIN11)

04547 (17.84%) Flyover Fields

Total active threads/tasks (TOT/
Total idle threads/tasks (TOTIDL

BUNREND

4.76723 (16.86%)

0.453647 (1.60%)
Available Fields

Interval end timestamp (INTENC
Minimum interval timestamp (M
Maximum interval timestamp (M
Time (seconds) (DELTATIME)
Interval delta time (usecs) (INTU
Dispatched CPU (minutes) (TMIF
174538 (60.67% CPU queueing (minutes) (TMINC
1538 (60.67%) Other waits (minutes) (TMINOZ)
Semaphore contention (minutes
Mutex contention (minutes) (TM

Collection time span: 04/25 09:42 - 04/25 10:06 Machine level gate serialization

Seize contention (minutes) (TMII

Percent of displayed wait bucket time

Disk time signature

17.31.4 Communications time signature

This graph displays wait bucket times related to socket communications only.
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X-axis (Labels)

QUERYPERF/Communications time signature Collection time span (TIMERNG)

Primary Y-axis (Pie)
Socket other (minutes) (TMIN26)
Socket receives (minutes) (TMIN25)

Flyover Fields

Total active threads/tasks (TOTACT)
Total idle threads/tasks (TOTIDL)

Available Fields

Interval end timestamp (INTENDSTF
Minimum interval timestamp (MIND
o Maximum interval timestamp (MAXI
574113 (BET%) Time (secands) (DELTATIME)
Interval delta time {usecs) (INTUSEC
Dispatched CPU (minutes) (TMINOT
CPU queueing (minutes) (TMINO2)
QOther waits (minutes) (TMINO4)

6050.34 (91.33%) Disk page faults (minutes) (TMINOS]

Percent of displayed wait bucket time

Disk non fault reads (minutes) (TMIT
Disk space usage contention (minut
Disk op-start contention (minutes) {
Disk writes (minutes) (TMINOZ)
Disk ather (minutes) (TMIN10)
Journaling (minutes) (TMIN11)

Collection time span: 04/25 09:42 - 04/25 10:06 Semaphore contention (minutes) (T!
Mutex contention (minutes) (TMIN1

Communications time signature

17.32 Objects waited on

This folder contains a set of reports that summarize information about the wait objects found in the data.
Note: This folder requires the Collection summary analysis is ran!

- @ Average disk wait times rankin ~ || Report folder

- @ Collection totals

. T 53] Objects waited on for all waits of interest
CPU FH Objects waited on due to page faulting
Job counts FH Objects waited on for all waits of interest by job/thread

FH Objects waited on due to page faulting by job/thread

EH Objects waited on for all waits of interest by job/thread, SQL statement
BH Objects waited on due to page faulting by job/thread, SQL statement

Temporary storage
Page allocations

[l

Waits -> Objects waited on folder

el el el el sl

Some of the columns shown in these reports are described further in the table below:

Column description Notes

Total intervals This is the total time periods found in the data where the given wait object/job
and/or SQL statement was detected.

Total wait time (ms) This is the total time spent waiting (in milliseconds) in an "interesting" wait

associated with the wait object shown at the snapshots collected. It includes
time for intervals where no CPU was used. It would NOT include short lived
time waiting on object between snapshot boundaries not captured by Job
Watcher.

Total waits at snapshot This count is the bare minimum number of waits that occurred for this wait
object. The true value is unknown and possibly more than this.

Total wait counts (could be|This count is the maximum number of waits that occurred for this wait object.
for other wait objects) Because of the way Job Watcher works this count may not entirely apply to
the wait object shown and could be much higher than reality.

Maximum wait time (ms) [The maximum time waiting (in milliseconds) on a wait object.

Average wait time (ms) The average time waiting (in milliseconds) on a wait object.

Total jobs/tasks/threads |The number of taskcounts (jobs/tasks/threads) associated with the detected
wait object.




IBM iDoctor for IBM i

17.32.1

Objects waited on for all waits of interest

This report only shows wait objects detected and associated with the “interesting” waits included with the
Collection overview time signature graph. The report sorts the wait objects/wait buckets detected by the
total intervals and total wait time.

Objects waited on for all waits of interest

QUERYPERF/Objects waited on for all waits of interest - #1 QUERYPERF/Objects waited on for all waits of interest - #2 EJ
Total Total wait Total waits Total wait counts Maximum Average Wait object |Wait object name 'Wait object type description 'Wait bucket Wait bucket
intervals time at (could be for wait wait library (WOOBJNAM) (WOOBJITYPD) number description
(INTERVALS) |(ms) snapshat other wait objects) |time (ms) time (ms) (WOOBJLIB) (BUCKETNUM) |(BUCKETDESC)
(WAITTIMEMS) |(TOTWAITS_SNAP) |(TOTWAITCOUNTS) |(MAXWAITMS) |(AVGWAITMS)

50 110.3710 51 100,886 44,9460 21641 ARPOH  ARPOH PHYSCIAL FILE MER - DATA PART 6 Disk non-fault reads
31 24.8910 31 57,953 11.6830 8029 CUPOHSVEIDCUPOHSVEID DB2 ACCESS PATH 5 Disk page faults

29 50.1950 29 62,696 23.3370 1.7309 CUIOHSVID3CUIOHSVIDS  DB2 ACCESS PATH 5 Disk page faults

23 21.7160 23 48,965 3.8250 8442 CUIOHSVID4CUIOHSVID4  DB2 ACCESS PATH 5 Disk page faults

21 5.9440 21 69,186 1.1470 .2830 CULIF6  CULIFG DE2 ACCESS PATH 5 Disk page faults

16 7.3330 16 50,195 3.5000 4583 CULOHT  CULOH1 DB2 ACCESS PATH 5 Disk page faults

13 61,805.7320 1 13 61,805.7370 31,634.6112 HDR83502 P26188117 PHYSCIAL FILE MBR - DATA PART 17 Object lock contention
n 53,290.3680 1 n 53,200.3730 28,145.3304 HDR&3501 P26188115 PHYSCIAL FILE MER. - DATA PART 17 Object lock contention
n 51,268.8980 1 n 51,268.9030 26,035.9197 HDR&3502 P26191197 PHYSCIAL FILE MER. - DATA PART 17 Object lock contention
1 51,168.1250 2 n 29,991.3490 14,538.2766 DTL83502 P26191196 PHYSCIAL FILE MBR - DATA PART 17 Object lock contention
9 42,128.0030 1 9 42,128.0060 22,009.8387 HDR83502 P26177879 PHYSCIAL FILE MBR - DATA PART 17 Object lock contention
9 42,124.2750 1 18 42,124.2790 22,006.1544 HDR83502 P26185255 PHYSCIAL FILE MER - DATA PART 17 Object lock contention
9 42,116.7540 1 18 42,116.7590 21,992.6646 DTL83502 P26185267 PHYSCIAL FILE MER. - DATA PART 17 Object lock contention
7 3.7040 7 12,361 2.3020 5291 CUPOHT  CUPOHT PHYSCIAL FILE MEBR - DATA PART 6 Disk non-fault reads

7 2.8700 7 21,779 1.8990 4100 CULOE3 CULOE3 DB2 ACCESS PATH 5 Disk page faults

6 35.1810 13 3,961 6.0340 2.7062 MNODC000345HSFEPRSF PHYSCIAL FILE MER - DATA PART 15 Seize contention

5 21,047.7110 1 5 21,047.7130 10,992.4344 HDR&3501 P26191192 PHYSCIAL FILE MER. - DATA PART 17 Object lock contention
5 8.3660 5 23,029 6.8370 1.7132 CULOHT10 CULOHT1Q DE2 ACCESS PATH 5 Disk page faults

5 1.0280 5 16,141 3520 2056 CULIFS  CULIFg DB2 ACCESS PATH 5 Disk page faults

4 18,971.0560 1 4 18,971.0580 11,398.5465 HDR83502 P26178009 PHYSCIAL FILE MBR - DATA PART 17 Object lock contention
4 18,849.9430 1 8 18,849.9510 11,278.4353 HDR&3502 P26188119 PHYSCIAL FILE MER. - DATA PART 17 Object lock contention
4 9.4650 4 6,961 87420 2.3663 ARLOHZ  ARLOHZ DE2 ACCESS PATH 5 Disk page faults

4 2.5610 4 5413 11550 6402 MNO00000345HSFEPRSF DB2 ACCESS PATH 9 Disk writes

4 1.2910 4 18.019 4300 3227 CULOHT11 CULOHT11 DB2 ACCESS PATH 5 Disk paqge faults

<

17.32.2

Objects waited on due to page faulting

This report displays the time spent waiting on page faulting with a wait object present in the data.

Objects waited on due to page faulting

E\‘ ADVANCED - iDoctor Data Viewer - #1 - [QUERYPERF/Objects waited on due to page faulting - #1]
File Edit View Window Help
6B HF AER| LB /| B T [« o R
'QUERYPERF/Objects waited on due to page faulting - #1 [
Total Total wait Total page faults Maximum Average Wait object |Wait object name Wait object type description Total jobs/tasks/threads
intervals time (could be for wait wait library (WOOBJNAM) (WOOBJTYPD) (JOBCNT)
(INTERVALS) |(ms) other wait objects) |time (ms) time (ms) (WOOBILIB)
(WAITTIMEMS) |(TOTFLTS_SNAP) |(TOTFLTS_OTHERS) |(MAXWAITMS) |(AVGWAITIMS)
31 24,8910 31 57,953 11.6830 8029 CUPOHSVEIDCUPOHSVEID DB2 ACCESS PATH 8
29 50.1950 29 62,696 23.3370 1.7309 CUIOHSVIDSCUIOHSVIDS  DB2 ACCESS PATH 8
23 21.7160 23 48,965 3.8250 8442 CUIOHSVID4CUIOHSVID4  DB2 ACCESS PATH 8
21 5.0440 21 69,186 1.1470 .2830 CULIFG  CULIF& DB2 ACCESS PATH 1
16 7.3330 16 50,195 3.5000 4583 CULOHT  CULOH1 DB2 ACCESS PATH 3
7 2.8700 7 21,779 1.8990 4100 CULOE3 CULOE3 DB2 ACCESS PATH 1
5 8.5660 5 23,029 6.8370 1.7132 CULOHT10 CULOHT1Q DB2 ACCESS PATH 2
5 1.0280 5 16,141 3520 .2056 CULIFg  CULIF DB2 ACCESS PATH 1
4 9.4650 4 6,961 8.7420 2.3663 ARLOHZ  ARLOHZ DB2 ACCESS PATH 2
4 1.2810 4 18,019 4800 3227 CULOHT11 CULOHT11 DB2 ACCESS PATH 1
3 1.9930 3 13,756 1.3300 6643 CULOHTE CULOHTS DB2 ACCESS PATH 1
3 1.9140 3 7,316 1.3200 6320 ARLOHZ  ARLOH3 DB2 ACCESS PATH 2
3 8150 3 12,187 6310 2717 CULIF4  CULIF4 DB2 ACCESS PATH 1
2 52.0090 2 1,698 51.2970 26.0045 CULOH17 CULOH17 DB2 ACCESS PATH 1
2 51.5770 2 8,843 50.8080 25.7885 CULOH31 CULOH31 DB2 ACCESS PATH 2
2 8.9600 2 7.264 8.3580 44800 CULOHE4 CULOH&4 DB2 ACCESS PATH 2
2 4.3390 2 9,243 41610 2.1695 CULOHT16 CULOHT16 DB2 ACCESS PATH 1
2 1.5320 2 10,727 1.0830 7660 CULOHT4 CULOHT4 DB2 ACCESS PATH 1
2 1.2980 2 8,683 8960 6490 CULOHT11B CULOHTT1B DB2 ACCESS PATH 1
2 1.1510 2 7,722 8100 5755 CULOHT15 CULOHT13 DB2 ACCESS PATH 1
2 1.1480 2 4,282 6810 5745 CUPPYSVEIDCUPPYSVEID ~ DB2 ACCESS PATH 2
2 1.0290 2 8,099 5870 5145 CULOHTS CULOHTE DB2 ACCESS PATH 1
2 7600 2 5,258 4230 3800 CUIPYSVIDACUIPYSVID4 DB2 ACCESS PATH 2
2 7090 2 4,322 3820 3545 CUPIF  CUPIF PHYSCIAL FILE MEBR - DATA PART 1
2 5090 2 4125 .3400 2545 CULPY14 CULPY14 DB2 ACCESS PATH 1
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17.32.3

Objects waited on for all waits of interest by job/thread

This report only shows wait objects and job/threads detected and associated with the “interesting” waits
included with the Collection overview time signature graph. The report sorts the wait objects/wait
buckets/jobs detected by the total intervals and total wait time.

/BSMENGES/RUN1/Objects waited on for all waits of interest - #1

/BSMENGES/RUN1/Objects waited on due to page faulting - #1

/BSMENGES/RUN1/Objects waited on for all waits of interest by job/thread - £1 |

Total Total wait Total waits Total wait counts | Maximum Average Wait object |Wait object Bucket Description Jeb namefuser/number: thread ID Task count

intervals time at (could be for wait wait name type number (BUCKETDESZ) |(JTTHREAD) identifies

(INTERVAL |({ms) snapshot other wait objects) |time (ms) time (ms) (WOOBIMA | description (BUCKETMU a task/thre
(WAITTIME ('I'O'I"I\"AITS,SNAF’]I ('I'O'I".'\"A\TCOUI'\ITS]I (MAXWAIT | (AVGWAITM (WOOBITYPD) (TASKCOU

42 9,505.8780 H 136 A7 BSMENGES ~ USER PROFILE 15 Seize contention QPADEVOD03 / BSMENGES / 011021: 00000038

25 7,341.2060 23 160 2 T36. 0.7224 BSMEMNGES USER PROFILE 15 Seize contention DRIVERS / BSMENGES / 011790: 00000002

24 4,187.0390 23 165 1,273.6820 183.2477 BSMENGES  USER PROFILE 15 Seize contention DRIVERS / BSMENGES / 011795: 00000006

23 5,817.4040 21 174 1,729.0290 285.1277 BSMENGES  USER PROFILE 15 Seize contention DRIVERS / BSMENGES / 011785: 00000002

23 4,507.5860 23 149 765.9810 195.9820 BSMENGES  USER PROFILE 15 Seize contention DRIVERZ / BSMENGES / 011767: 00000006

23 4,252.1270 23 136 7449280 184.8751 BSMENGES  USER PROFILE 15 Seize contention DRIVERZ / BSMENGES / 011762: 00000003

22 5,458.6570 21 150 1,127.2210 2321128 BSMENGES  USER PROFILE 15 Seize contention DRIVER4 / BSMENGES / 011804: 00000006

22 5174.7130 20 183 2.455.2140 314.8657 BSMENGES  USER PROFILE 15 Seize contention DRIVER4 / BSMENGES / 011794: 00000004

FETL R -

aca 44T anTn neRArRLeTC

Objects waited on for all waits of interest by job/thread

HErR ARATT

Cloe cmeiooiioo RALIFRA FACKACRLATC [ A41T00. AARAARNT

17.32.4

Objects waited on due to page faulting by job/thread

This report shows where page faulting was detected as occurring the most by job/thread/wait object.

SBSMENGES/RUN1/Objects waited on for all waits of intere...

SBSMENGES/RUN1/Objects waited on due to page faulting ...  /BSMENGES/RUN1/Objects waited on for all waits of intere...  /BSMENGES/RUN1/0bjects waited

Total Total wait Total page Total page faults | Maximum Average Wait ohject name Wait ohject type description Job name/user/number: thread 1D Task cou
intervals time faults (could be for wait wait (WOOBINAM) (WOOBITYPD) (JTTHREAD) identifie:
(INTERVAL |{ms) at snapshot other wait objects) |time (ms) time (ms) a task/th

(WAITTIME (FC]TFLTS_SI'*JAF'JI (TOTFLTS_OTHERS)| (MAXWAIT | (AVGWAITM (TASKCO
g 8362910 9 1,737 722.8320 93,1434 QAPYJWTDE RUN1 PHYSCIAL FILE MER - DATA PART QZDASOINIT / QUSER /011234: 00000023
5 1,288.3560 5 192 911.1820 2576712 QAPYJWSTK RUN1 PHYSCIAL FILE MBER - DATA PART QDBFSTCCOL / QSYS / 009542: 00000005
3 307.2180 3 36 157.7510 1024060 OQOXTEMP1 FILE FORMAT DRIVER4 / BSMENGES / 011333: 00000003
3 17.6380 3 409 12,9620 5.8793 PCS TEMPORARY - PROCESS CTL SPACE  QWCTIOBS / QSYS / 008544: 00000001
3 13.9610 3 205 89510 46537 Q5YS USER PROFILE QWCPJOBS / QSYS / 009543: 00000001
2 550.9420 2 23 550.2060 2834710 QIDRPATPRF PROGRAM QZDASOINIT / QUSER / 011866: 00000020
2 343.5780 2 23 3194670 171.7885  QXCFQDT SPACE OBJECT DRIVER2 / BSMENGES / 011536: 00000002
2 3347140 2 23 3166770 167.3570 DATA SPACE DRIVERZ / BSMEMNGES / 011336: 00000002

Objects waited on due to page faulting by job/thread

17.32.5
SQL statement

Objects waited on for all waits of interest by job/thread,

This report only shows wait objects and job/threads with an SQL statement detected and associated with
the “interesting” waits included with the Collection overview time signature graph. The report sorts the
data found by the total intervals and total wait time.

Note: This report will only appear if

QUERYPERF/Objects waited on for all waits of interest by job/thread, 5QL

Total Total wait Total waits Total wait counts

QAPYJWSQL contains data.

statement - #1 1

Maximum

-

Average Wait object |Wait object name Wait object type description Wait bucket Wait bucket Job name/user/nun
intervals time at (could be for wait wait library (WOOBJNAN) (WOOBJTYPD) number description (JTTHREAD)
(INTERVALS) |(ms) snapshot other wait objects) |time (ms) time (ms) (WOOEBJLIE) (BUCKETMNUM) |(BUCKETDESC)

(WAITTIMEMS) (TOTWAITS_SNAP) |(TOTWAITCOUNTS) |{MAXWAITMS) | (AVGWAITMS)
1 1,211.9010 1 1 1,211.8010 1,211.9010 ARPOH  ARPOH PHYSCIAL FILE MER - DATA PART 15 Seize contention JOB47 /USR10 / 4
1 1,132.0870 1 1 1,132.0870 1,132.0870 ARPOH  ARPOH PHYSCIAL FILE MER - DATA PART 15 Seize contention JOB47 / USR10 / 4
1 1,070.6670 1 1 1,070.6670 1,070.6670 ARPOH  ARPOH PHYSCIAL FILE MEBR - DATA PART 15 Seize contention JOBAT / USR10 / 4.
1 33.5570 1 31 33,5570 33,5570 REMITOOO0TREMITOO00T  PHYSCIAL FILE MER - DATA PART 9 Disk writes QRWTSRVR / QUSI
1 33.5570 1 31 33.5570 33.5570 REMITQOO0TREMITO000T PHYSCIAL FILE MER - DATA PART 9 Disk writes QRWTSRVR / QUSI
1 1.70%0 1 16 17090 17090 REMITINFO REMITINFC  PHYSCIAL FILE MEBR - DATA PART 9 Disk writes QRWTSRVR / QUSI
1 1.1550 1 400 1.1550 1.1550 MNOODDD0345HSFEPRSF DB2 ACCESS PATH 9 Disk writes QZDASQINIT / QUE
1 7550 1 10 7550 7550 REMITOO00TREMITO000T PHYSCIAL FILE MER - DATA PART 9 Disk writes QRWTSRVR / QUSI
1 1260 1 2,324 1260 1260 ARPOH  ARPOH PHYSCIAL FILE MEBR - DATA PART 6 Disk non-fault reads JOB37 / USR17 / 4i
1 1260 1 2,324 1260 1260 ARPOH  ARPOH PHYSCIAL FILE MER - DATA PART 6 Disk non-fault reads JOB37 / USR17 /4.

Objects waited on for all waits of interest by job/thread, SQL statement
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17.32.6  Objects waited on due to page faulting by job/thread, SQL
statement

This report shows where page faulting was detected as occurring the most by job/thread/wait object and
SQL statement.

Note: This report will only appear if QAPYJWSQL contains data.
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18 CPU

These graphs show CPU utilization and CPU times for the collection in various ways.

18.1 CPU consumption

This graph displays the total CPU time consumed over time with the CPU utilization percentages of the

Y2-axis.

‘QUERYPERF/CPU consumption [
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18.2 CPU utilization

This graph displays the CPU utilization average on the Y1-axis and the Y2-axis displays the maximum

and minimum utilizations.
graphing multiple intervals per bar.
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18.3 Dispatched CPU breakdown and CPUQ

This graph shows CPU utilization, CPU queuing and CPU dispatched time divided into 2 different

buckets:

Dispatched CPU active (red) — This is time spent burning CPU.

Dispatched CPU sharing (light yellow) — This is a type of wait time we can measure where we are
dispatched to the processor but NOT actually burning CPU and sharing it with other work. This is normal
behavior and many environments and not typically cause for concern.

CPU Queuing — The time indicates the process is not dispatched to the processor and waiting (in line) to
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18.4 Dispatched CPU/CPUQq usage by high/low priority

This graph shows CPU and CPU queuing times grouped by high or low priority jobs. For the purpose of
the graph, high priority is considered 29 or less. Low priority jobs are considered priority 30 or higher.

The graph also shows the average number of threads/tasks and the average number of low priority

threads/tasks each interval.
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18.5 Dispatched CPU/CPUQqQ usage by high/low priority with

CPU utilization

This graph shows the same graph as the previous one but with CPU utilization on the secondary Y-axis.
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18.6 Active processors

This graph displays the active virtual processors on the system over time along with CPU utilization on

the Y2-axis.
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18.7 Dispatched CPU rankings

These graphs are identical to the graphs in the Waits -> Dispatched CPU rankings folder.

18.8 CPU utilization rankings

These graphs display CPU utilization ranked by one of many different types of job groupings.

e s e B e e

Job counts

Temporary storage

Page allocations
e

Logical 1/0

IF5

CPU utilization rankings

An example follows:

§ Dispatched CPU rankings
@ CPU utilization rankings
-8 CPU consumption rankings

= @ ALL ~ || Report folder
@~/ 3 sQL tables
- B Favorites il CPU utilization by thread
0@ Waits il CPU utilization by job
=@ cPU fu] CPU utilization by job user

il CPU utilization by generic job
il CPU utilization by current user
il CPU utilization by poaol

futl CPU utilization by priority

il CPU utilization by subsystem
il CPU utilization by job type

il CPU utilization by job function

il CPU utilization by generic job | current user

il CPU utilization by thread | current user
il CPU utilization by gro hash



QUERYPERF/CPU utilization by thread ]

JOB37 / USR17 / 420900: 0008FA31 PH
JOB42 /| USR18 [ 421278: 00000C6A PH
JOB42/USR18/421278: 00000C6B SHB
JOB215/USR10/421078: 00002AB3 PHM
JOB216 1 USR18/421223: 0000347C PHM
SMXCAGERO06: 7388489 TH
JOB17/USR4/421329: 00001AC1 PHM
JOB31/USR10/421029: 00002AB2 PHM
JOB28/USR10/421317: 00001FEQ PH
JOB30/USR17/420880: 0008F94F SHM
JOB30/USR17/420880: 0008F94D SHM
JOB30/USR17/420880: 0008F951 SHM
JOB30/USR17 / 420880: 0008F94E SHM
JOB30/USR17/420880: 0008F950 SHM
JOB30/USR17/420880: 0008F954 SHM
JOB30/USR17/420880: 0008F952 SHM
JOB30/USR17/420880: 0008F953 SHM
JOB195/ USR18/421269: 00001F48 PHB
SMXCAGERO01: 2516 TH
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18.9 CPU consumption rankings

These graphs display CPU time consumed ranked by one of many different types of job groupings.

This type of CPU time is different than Dispatched CPU time. These graphs show time spent burning
CPU rather than just dispatched to the processor and potentially sharing it with other threads.
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CPU consumption rankings

An example follows:

# | Report folder

il CPU consumption by thread

il CPU consumption by job

il CPU consumption by job user

il CPU consumption by generic job

il CPU consumption by current user

il CPU consumption by pool

il CPU consumption by priority

il CPU consumption by subsystem

il CPU consumption by job type

il CPU consumption by job function

il CPU consumption by generic job | current user
] CPU consumption by thread | current user
il CPU consumption by gro hash
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19 Job counts

The graphs in this folder show job counts and/or jobs submitted. Note: The Job counts graph requires
the Collection Summary analysis is ran.

onnections Job Watcher - #1 EJ  Job Watcher - £3

+ H # | Report folder Description Tr
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+ § Page allocations il Job counts

5 8 1/0 il Jobs submitted

+ 2 Logical I/O E Job munts_rankmg; Ranks job Faunts b],r_Jab grouping _

-3 IFS @ Jobs submitted rankings  Jobs submitted rankings by job grouping

Job counts folder

The job counts graph shows the total jobs (primary threads), system tasks and threads (secondary
threads) that exist on the system.

Tip: Job Watcher is a snapshot taker and frequently misses short-lived jobs/tasks/threads because they
live and die in between snapshots. The numbers shown are always an estimate and are not guaranteed.

19.1 Job counts

This graph shows the total number of active tasks, processes (primary threads) and secondary threads
over time. The number of created and destroyed taskcounts is shown on the 24 Y-axis.

This graph in mosts cases will also display a 4t bucket called “Always idle jobs/threads/tasks”. These
are jobs/tasks/threads on the system (we don’t know which kind) that never used CPU. Job Watcher
doesn’t know what type of work it is because no CPU was used.
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Job counts

Note: The only way to avoid seeing the “Always idle jobs/threads/tasks” is to either use Collection
Services Investigator to get more accurate counts (recommended), or start Job Watcher with the force 1st
interval option on the Job Watcher definition. This causes all jobs/tasks/threads to have a record written
in the QAPYJWTDE file on interval 1. This in some cases can take a long time and could be resource
intensive.
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19.2 Jobs submitted

This graph displays the number of submitted jobs over time during the collection. The Y2-axis contains

CPU utilization metrics.
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19.3 Job counts rankings

These graphs are used to rank the number of job/tasks/threads that exist on the system for the time
period selected (if using a drill-down) or the entire collection.
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19.3.1 Job counts by job

This graph ranks the total number of job/tasks/thread by job. This will show you jobs with the highest

number of secondary threads.
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Note: This will typically include the always idle bucket discussed in the previous section.
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19.3.2

Job counts by job user

This graph shows the total job counts ranked by job user name. All system tasks are grouped together in

this graph.
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19.3.3 Job counts by generic job

This graph shows the total job counts ranked by generic job name or generic task name.



IBM iDoctor for IBM i

QUERYPERF/Job counts by genericjob 3

QUERYPERF/Job counts by generic job

ADMIN2* H
ADMINS" H
QRWTSRV*
DbpmSer® TH
DBL3Bas* TH
SMPGMOV* TH
QDBSRV0*H
JOB214" H
J0B222* HM
JOB44" HM
QZDASOI" P
ADMIN4" H
QINAVMN* H
QYPSJSV*H
JOB217° H
QSQSRVR"H
SMIOSTC* TH
QYPSPFR" WH
QDBS033* H
JOB221"H
o (=] o o o o o (=] o (=] o o o (=] o (=] o o
2 2 8 &8 8 8 % % 8 8 8 8 R B 8 8

Generic job name

900

Number of jobs/tasksithreads
2019-04-25-09.42.50.102000 to 2019-04-25-10.06.23.223000

Job counts by generic job

Hon

Sorted on: (TASKS + JOBS + ¢

X-axis (Labels)

Generic job name (OBJNAME)
Tips (P/S/T=TDE type, W=wail

Primary Y-axis (Bars)

System tasks (TASKS)
Primary threads (JOBS)
Secondary threads (SECTHRE:

Flyover Fields

Total time (seconds) (TOTALTI
Total intervals (INTERVALS)
Minimum interval timestamp (
Maximum interval timestamp
Job/task name (TDEJOBNAME
Current user profile (CURRUP]
‘Wait object name (WOOBINA
Holder job or task name (HT2
SQL client job (SQLIOBNAME)
QRO hash (QRO_HASH)

SQL statement (SQLSTMT)

Available Fields

¥1: Always idle jobs/threads/tasks

CPU time (seconds) (CPUTOT)
Starting interval (MININT)
Ending interval (MAXINT)
Task count {uniquely identifies
Initial thread task co Sk

19.34 Job counts by current user

This graph shows the total job counts ranked by current user profile. It will include an entry for all system

tasks and another row for “No current user.”
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19.35 Job counts by pool

This graph shows the total job counts ranked by memory pool.

Note: Pool 0 is not a real memory pool, but this shows the total of additional jobs on the system where

the pool is unknown.
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19.3.6 Job counts by

priority

This graph shows the total job counts ranked by LIC priority. If the value is > 140, then subtract 140 to

determine XPF priority.

Note: -1is not a valid LIC priority, but these are from the always idle bucket and the actual priority value

is unknown!
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19.3.7 Job counts by

subsystem

This graph shows the total job counts ranked by subsystem. This graph will include a System tasks bar
that groups all the system task counts together. A “No subsystem” entry is also included in this graph.
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19.3.8 Job counts by job type

This graph shows the total job counts ranked by job type (i.e. Batch, Interactive, etc).

entry is shown on this graph.
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19.3.9 Job counts by job function
This graph shows the total job counts ranked by job function (i.e. as shown in WRKACTJOB.) A “No job

function” entry is shown on this graph.
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19.3.10 Job counts by generic job | current user

This graph shows the total job counts ranked by generic job and current user combination. A “No current
user” entry is included in this graph.
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Job counts by generic job | current user

19.3.11 Job counts by job | current user

This graph shows the total job counts ranked by job and current user combination. A “No current user”
entry is included in this graph.
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19.3.12 Job counts by QRO hash

This graph shows the total job counts grouped by QRO hash. A “No QRO hash” entry is included in this
graph.
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20 Temporary storage

These graphs show the estimated consumption of temporary storage used by jobs on the system.

Note: This folder requires the Collection summary analysis to be ran. Some graphs such as the
“running totals” graphs only appear at 7.3+.

Keep in mind that Job Watcher may miss and not capture very short-lived jobs which may result in the
temporary storage values shown being less than reality. Jobs that lived and died within a single time
interval are not included!

The only way to partially mitigate this is to decrease the Job Watcher interval size to capture more of
these short-lived jobs.

Note: Because the total disk space of the system ASP within the Job Watcher metrics is not known it is
not possible to give temporary storage as a percentage of the system ASP.

+ 3 SOL tables » | Report folder
+ 3 Job Summary
= & SPLITO2 il Job temporary storage allocations
+ 3 sql tables il Running total net active job current temp storage
+ T Favorites ] Met active job current temp storage
S 3 aits fil Met active job current temp storage for QZD* jobs
+ 5 cpu ] Mt act@ve job current temp storage for QZD*jobs TOP 10 current user breakdown
Eog il Net active job current temp storage for QZD* jobs current user breakdown
£ Job counts i Job temporary storage rankings
@ Temporary storage § Average/peak/max temporary storage rankings
#-.@ Page allocations # Met active job current temp storage rankings
= T B

Temporary storage

20.1 Job temporary storage allocations

This graph adds up the current temporary storage allocations across all jobs on the system and displays it
over time. Please note that this total may likely not include 100% percent of all jobs because jobs that
never used CPU are not included typically in Job Watcher (unless the force 1%t interval option is used on
the JW definition) and jobs that are short-lived are not included either.
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Job temporary storage allocations

20.2 Running total new active job current temp storage

This graph displays the cumulative increases or decreases to active job temporary storage over time.
The 2™ Y-axis displays the net (increases — decreases) temporary storage. This graph requires 7.3+.
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20.3 Net active job current temp storage

This graph displays the net increases or decreases in temp storage over time.
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20.4 Net active job current temp storage for QZD* jobs

This graph is the same as the previous one, except only shows contributions from jobs hamed QZD*.

20.5 Net active job current temp storage for QZD* jobs TOP

10 current user breakdown

This graph is the same as the previous one except uses a different color for each of the top current users

contributing to temp storage growth.
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20.6 Net active job current temp storage for QZD* jobs
current user breakdown

This graph is identical to the previous graph except does not limit the number of colors to the top 10
current user profiles. Note: On very large systems, this may not work well or at all if the number of users
is too high.

20.7 Job temporary storage rankings

These graphs rank the temporary storage consumption for jobs found in the collection. These statistics
are based on job-based metrics found in QAPYJWPRC and do not include any system tasks.

The metrics in this graph include:
1) Peak temp storage allocations for life of the job
2) Maximum temp storage allocations in the current time range

3) Average temp storage allocations
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o 3 cpu ] Job temporary storage allocations by generic job

il Job temporary storage allocations by current user
il Job temporary storage allocations by pool

il Job temporary storage allocations by priority

il Job temporary storage allocations by subsystem
il Job temporary storage allocations by job type

""" § Dispatched CPU rankings
""" @ CPU utilization rankings

----- @ CPU consumption rankings
—- @ Job counts

""" § Job counts rankings liul 1ob temporary storage allocations by job function

----- 4 Jobs submitted rankings il Job temporary storage allocations by generic job | current user
—-- @ Temporary storage liu] Job temporary storage allocations by job | current user
: ----- 3 Job temporary storage rankings il Job temporary storage allocations by gro hash

Temporary storage -> Job temporary storage rankings

Note: These graphs offer an optional Y2-axis showing the peak and maximum temp storage used for
each job grouping. Use toggle graph format toolbar button to view.

An example is provided below:

SPLITO2/Job tempaorary storage allocations by job SPLITO2/Job temp Y ge allocati by job type 3
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20.8 Average/peak/max temporary storage rankings

These graphs show the same data as in the previous chart but uses an overlapping bar graph instead
and do not provide a 2" Y-axis.
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Temporary storage -> Average/peak/max temporary storage rankings

An example is provided below:
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20.9 Net active job current temp storage rankings

This graph displays the net increases or decreases in temp storage grouped in one of several ways.
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Temporary storage -> Net active job current temp storage rankings
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An example is provided below:
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21 Page allocations

This folder contains graphs related to memory page usage in Job Watcher.

Note: Some graphs will only appear if the Collection Summary analysis has been ran.

Tip: For graphs related to memory pool sizes and consumption you will need to use Collection Services

Investigator.

+- [ Jwmontest
+ | Locktrace
+ | Mccargar
+ | Mccargar33
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+ | Pexlabdtaq
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+- 3 SOl tables
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Temporary storage

+e

# | Report folder

fistl iemory page demand
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fistl et pages allocated
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# Memory page demand rankings
% Memory page space allocation rankings

i Net page frames requested rankings

I |

@ Temporary storage pages allocated rankings
i Pages allocated/deallocated rankings

i |

@ Met pages allocated rankings

L |

@ Met perm/temp pages allocated rankings

I}

@ Pages marked easy to steal rankings

T
RE N 1 T 1~ T

SF

Job temporary storage rankings
Average/peak/max temporary storage rankings

ST

+- B Net active job current temp storage rankings
eS8 Page allocations

Page allocations folder

21.1 Memory page demand

This graph displays the memory pages requested and released which together gives a sense of how
much memory is being utilized by the jobs captured by Job Watcher.

The bars display the total of the page frames requested and released. The 2" Y-axis displays the 2
values as separate lines instead.
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21.2 Memory page space allocations

This graph is the same as the previous graph but rather than showing 4K page counts it shows the values

in Gigabytes.
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21.3 Net page frames requested

This graph shows the net 4K page frames requests (FRMESTOL — SREMOVE in file QAPYJWTDE.)

The net space allocations are provided on the 2" Y-axis on this graph.
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21.4 Temporary pages allocated/deallocated

This graph displays 4 metrics, but they are overlapping with the highest values shown at the top of each

bar. The smaller values will be displayed at the bottom. The metrics are:
1)
2)
3)
4)

Total pages allocated (millions)

Total pages deallocated (millions)

Total temporary pages allocated (millions)
Total temporary pages deallocated (millions)

Note: The metrics shown on these graphs are the total changed values within each time interval.

They do NOT include totals for any pages left allocated from the past.

The 2M Y-axis displays the net storage allocated for all pages or just the temp storage pages.

Note: This graph requires the Collection Summary analysis is ran.
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21.5 Pages allocated/deallocated

This is a simplified version of the previous graph but removes the temporary storage metrics.
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21.6 Net pages allocated

This graph displays the net pages allocated (allocations — deallocations) as well as the net storage

allocations in GBs on the 2" Y-axis.
Note: This graph requires the Collection Summary analysis is ran.
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21.7 Net perm/temp pages allocated

This graph is the same as the previous graph but divides up permanent vs temporary net page

allocations.
Note: This graph requires the Collection Summary analysis is ran.
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21.8 Net temporary storage pages allocated

This graph displays the net temporary storage pages allocated over time.
(in gigabytes) as well on the Y2-axis.

Note: This graph requires the Collection Summary analysis is ran.
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21.9 Pages marked easy to steal

This graph displays the total pages marked easy to steal (in millions) for all jobs in the collection.
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21.10 Memory page demand rankings

This graph displays the memory pages requested and released which together gives a sense of how
much memory is being utilized by the jobs captured by Job Watcher. The data is ranked in several
possible ways.

The bars display the total of the page frames requested and released. An optional 2" Y-axis displays the
2 values as separate lines instead.
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Page allocations -> Memory page demand rankings
An example follows:
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21.11

Memory page space allocations rankings

This graph is the same as the previous graph but rather than showing 4K page counts it shows the values
in Gigabytes.
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21.12

Net page frames requested rankings

This graph shows the net 4K page frames requests (FRMESTOL — SREMOVE in file QAPYJWTDE.)
The net space allocations are provided on the optional 2" Y-axis on this graph.
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21.13 Temporary pages allocated/deallocated rankings

These graphs rank 4 metrics related to page allocations either for the entire collection or as a drill-down
from a selection on the overview charts within this folder. These statistics are based on thread-based
metrics found in QAPYJWTDE. The metrics are:

1) Total pages allocated (millions)

2) Total pages deallocated (millions)

3) Total temporary pages allocated (millions)

4) Total temporary pages deallocated (millions)
An example follows:
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21.14 Pages allocated/deallocated rankings

This is a simplified version of the previous graph but removes the temporary storage metrics.
An example follows:
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21.15

Net pages allocated rankings

This graph displays the net pages allocated (allocations — deallocations) as well as the net storage
allocations in GBs on the 2" Y-axis.

Note: This graph requires the Collection Summary analysis is ran.

An example follows:
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21.16

Net perm/temp pages allocated rankings

This graph displays the net temporary storage pages allocated over time. It includes the net storage size

(in gigabytes) as well on the Y2-axis.

Note: This graph requires the Collection Summary analysis is ran.

An example follows:
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21.17

Pages marked easy to steal rankings

This graph displays the total pages marked easy to steal (in millions) grouped in various possible ways.

An example follows:
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22 1/0

This folder contains graphs related to disk reads/writes, page faults and synchronous or asynchronous
physical disk 1/0s. Both overview graphs and ranking graphs (by job) are provided.

Note: Some graphs require the Collection Summary analysis is ran.
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22.1 Read and writes totals

This graph displays the total disk reads and writes for all jobs captured in the collection. The Y2-axis
displays the total page faults.
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22.2 Read and writes rates

This graph displays the disk reads and writes rates per second for all jobs captured in the collection. The
Y2-axis displays the page faults per second.
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22.3 Physical 1/O activity totals

This graph shows physical I/O totals for jobs added together per time interval.
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These counters include synchronous or asynchronous, database or non-database reads and writes. The
Y2-axis displays total page faults as well as IO pending page faults.
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22.4 Physical I/O activity rates

This graph shows physical I/O rates per second for jobs added together per time interval.

These counters include synchronous or asynchronous, database or non-database reads and writes. The
Y2-axis displays page faults per second and 10 pending page faults per second.
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22.5 Physical 1/0 activity totals with synchronous percentage

This graph shows physical I/O totals for jobs added together per time interval.
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These counters include synchronous or asynchronous, database or non-database reads and writes. The

Y2-axis displays the percentage of synchronous 1/Os of the total physical disk 1/Os.
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22.6 Physical 1/0 activity rates with synchronous percentage

This graph shows physical 1/O rates per second for jobs added together per time interval.

These counters include synchronous or asynchronous, database or non-database reads and writes. The
Y2-axis displays the percentage of synchronous 1/Os of the total physical disk I/Os.
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22.7 Page fault totals

This graph shows total page faults, total I/O pending page faults as well as the rates for each on the
secondary Y-axis.
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22.8 Page fault rates

This graph shows page faults per second, I/O pending page faults per second on the primary Y-axis with
the totals for each on the secondary Y-axis.
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22.9 Synchronous reads and writes

This graph shows the total number of synchronous reads and writes as well as the average response

times.
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This graph is the same as the previous one but adds 4 additional Y2-axis lines intended for advanced
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Synchronous reads and writes with avg/max/in-progress response times

22.11

Average synchronous read response

This graph shows the average synchronous read response times along with the total occurrences on the

2nd Y-axis.
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Average synchronous write response

This graph shows the average synchronous write response times along with the total occurrences on the

2nd Y-axis.
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the 2nd Y-axis.

Maximum synchronous read response

This graph shows the maximum synchronous read response times along with the total occurrences on
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the 2 Y-axis.

Maximum synchronous write response

This graph shows the maximum synchronous write response times along with the total occurrences on
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Reads and writes totals rankings

This folder contains the set of job rankings graphs for the Reads and writes totals graph.
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I/O -> Reads and writes totals rankings

An example follows:
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22.16 Reads and writes rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.

22.17 Physical I/O activity totals rankings

This folder contains the set of job rankings graphs for the Physical I/O activity totals graph.

This graph contains synchronous or asynchronous, database or non-database reads and writes.

I/O -> Physical I/O activity totals rankings
An example follows:

= E /0 # | Report folder
- @ Reads and writes totals rankings
& Reads and writes rates rankings liul Physical I/0 activity totals by thread
-8 ohysical I/0 activity totals rankings il Physical I/O activity totals by job
- B Physical I/0 activity rates rankings gphys!cal /O activity totals by job user
B Page fault totals rankings Ph],rs!cal (Fle] act!'.f!ty totals by generic job
B page fault rates rankings fistl Physical 170 activity totals by current user
: g " d 3 , . fil physical 170 activity totals by pool
. : Synchronous reads and writes rankings . & physical 1/0 activity totals by priority
- @ Average synchronous read response rankings fiil Physical 1/0 activity totals by subsystem
B @ Average synchronous write response rankings il Physical 1/0 activity totals by job type
- @ Maximum synchronous read response ranking il Physical 110 activity totals by job function
3 Maximum synchronous write response ranking fiul Physical I/0 activity totals by generic job | current user
& B collection totals fisl physical 170 activity totals by thread | current user
@ @ Logical /O fiatl Physical 170 activity totals by gro hash



Job name/user/number: thread id

JWMONOU1/Reads and writes totals by job user

WEEKLYBA10/ BSMENGES / 718324: 00000001 P
WEEKLYBA12 /| BSMENGES / 718330: 00000005 PM
WEEKLYBACY /BSMENGES / 718323: 00000001 P
WEEKLYBAC7 / BSMENGES / 718321: 00000001 P
WEEKLYBACS / BSMENGES / 718322: 00000001 P
WEEKLYBA12 | BSMENGES / 718337: 00000004 PM
WEEKLYBA12 /| BSMENGES / 718336: 00000004 PM
WEEKLYBAC2/BSMENGES / 718317: 00000001 P
WEEKLYBA12 /| BSMENGES / 718334: 00000003 PM
WEEKLYBACK /| BSMENGES / 718313: 000001CB P
WEEKLYBA12/ BSMENGES / 718335: 00000006 P
WEEKLYBACE / BSMENGES / 718320: 00000001 P
WEEKLYBACS / BSMENGES / 718319: 00000001 P
WEEKLYBA12 /| BSMENGES / 718328: 00000002 PM
WEEKLYBACK / BSMENGES / 718314: 00000001 P
WEEKLYBA12/BSMENGES / 718332: 00000002 P
QTSMTPCLTD /QTCP /707667: 00000003 S
WEEKLYBA12/BSMENGES / 718331: 00000002 P
WEEKLYBAC4/BSMENGES /7 : 00000001 P
WEEKLYBAC3 / BSMENGES / 718316: 00000004 P

0
1000
2000
3000
4000

Physical I/O activity totals by thread

JWMONO01/Physical I/0 activity totals by thread EJ

IBM iDoctor for IBM i

JWMONOO1/Physical /O activity totals by thread

5000
6000
7000

8000
9000

Total /Os
2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

10000
11000
12000
13000
14000
15000

L

Sorted on: (SDERDT + SNDBRDT + ASDBRC

X-axis (Labels)
Job namejuser/number: thread ID (OBJNAK
Tips (P/S/T=TDE type, W=wait obj, H=holde

Primary Y-axis (Bars)

Sync DB reads (SDBRDT)

Sync non-DB reads (SNDBRDT)
Asynchronous non-DE reads (ASNDBRDT)
Sync DB writes (SDBWRTT)

Sync non-DB writes (SNDBWRTT)
Asynchronous DB writes (ASDBWRTT)
Asynchronous non-DB writes (ASNDBWRTT)

Flyover Fields

Total time (seconds) (TOTALTIME)

Total intervals (INTERVALS)

Minimum interval timestamp (MINDTETIM)
Maximum interval timestamp (MAXDTETIM)
Job/task name (TDEJOBNAME)

Current user profile (CURRUP)

Wait object name (WQOBJNAM)

Holder job or task name (HTASKNAME)
SQL client job (SQLIOBNAME)

QRO hash (QRO_HASH)

Primary threads (JOBS)

Threads/tasks (THREADS)

SQL statement (SQLSTMT)

Available Fields

16000
17000

Interval number (INTERVAL)

Sync DB reads/second (SDBRD)

Sync non-DB reads/second (SNDERD)

Sync DB writes/second (SDBWRT)

Sync non-DB writes/second (SNDBWRT)
Asynchronous DB reads/second (ASDBRD)
Asynchronous non-DB reads/second (ASND

22.18

Physical I/O activity rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.

22.19

Page fault totals rankings

This folder contains the set of job rankings graphs for the Page fault totals graph. Unlike the overview
graph, these rankings graphs do not provide a Y2-axis.

An example follows:

JWMONOD1/Page fault totals by genericjob E1

Generic job name

JWMONO001/Page fault totals by generic job

WEEKLYB" P
WEEKLY* PM
QZDASsOI
WEEKLY2" PW
QPADEV0" PW
QPYJWCO" P
DBOP-PL*T
QDBSRV0™ M
QWCTJOB" P
QBATCH" PW
QSPPF00" PW
PDC0010" T
QIDRPAC* PW
JO-EVAL* T
CRTPFRD" PW
QSCWCHP* P
QZRCSRV"P
Q1ACPDS* PW
DBIO04" T
QSPP200" PW

o
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14000
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22000
24000
26000
28000
30000
32000
34000

36000
38000
40000
42000
44000
46000
48000

Total faults

2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

Page fault totals by generic job

50000
52000
54000
56000
58000
60000

Sorted on: (TOTFLTS + IOPENDINC

X-axis (Labels)
Generic job name (OBJNAME)
Tips (P/S/T=TDE type, W=wait obj

Primary Y-axis (Bars)

Page faults (TOTFLTS)
1/0 pending page faults (IOPENDII

Flyover Fields

Total time (seconds) (TOTALTIME)
Total intervals (INTERVALS)
Minimum interval timestamp (MIN
Maximum interval timestamp (MAS
Jobytask name (TDEJOBNAME)
Current user profile (CURRUP)
‘Wait object name (WOOBJNAM)
Holder job or task name (HTASKN
SQL client job (SQLIOBMAME)
QRO hash (QRO_HASH)

Primary threads (JOBS)
Threads/tasks (THREADS)

SQL statement (SQLSTMT)
Available Fields

Interval number (INTERVAL)

Sync DB reads/second (SDBRD)
Sync non-DB reads/second (SNDB
Sync DB writes/second (SDBWRT)
Sync non-DB writes/second (SNDB
Asynchronous DB reads/second (2
Asynchronous non-DB reads/secal
Asynchronous DB writes/second (£
Asynchronous non-DB writes/seco
Faults per second (FLTRATE)

1/0 pending faults per second (IOF
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22.20 Page fault rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.

22.21

Synchronous reads and writes rankings

This folder contains the set of job rankings graphs for the Synchronous reads and writes graph.

An example follows:

JWMONOO1/Synchronous reads and writes by current user 3

JWMONO001/Synchronous reads and writes by current user
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Sorted on: TOTSYNCRD + TOTSYNCWR

X-axis (Labels)
Current user profile (OBINAME)

Primary Y-axis (Bars)

Total synchronous reads (TOTSYNCRD)
Total synchronous writes (TOTSYNCWR

Secondary Y-axis (Lines)

Average sync write response time (ms)
Average sync read response time (millis

Flyover Fields

Maximum read response time (millisece
Maximum write response time (millisecc

Available Fields

iDoctor grouping value (OBJVALUE)
Total intervals (INTERVALS)

Interval number (INTERVAL)

Job (P) or task (T) or secondary thread
Minimum interval timestamp (MINDTET!
Maximum interval timestamp (MAXDTE
Task count (uniquely identifies a taskythi
Initial thread task count (ITASKCOUNT)
Jobytask name (TDEJOBNAME)

Thread ID (THREADID)

Generic job name (GENJOBNAME)

Pool ID (POOL)

Minimum LIC priority (MINPRI)
Maximum LIC priority (MAXPRI)

LIC priority range (RANGEPRI)

Total synchronous [/Q waits (TOTSYNCH
Total time (seconds) (TOTALTIME)
Column separator (COLMBRK)

Job grouping identifier (0=thread, 1=jo

Tip: Press the Toggle Graph Format toolbar button to switch this graph to a horizontal bar graph if

desired.

CEEEI IR
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JWMONO1/Synchronous reads and writes by current user £

JWMONO001/Synchronous reads and writes by current user

Sorted on: TOTSYNCRD + TOTSYNC
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Available Fields
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Minimum interval timestamp (MIND'
Maximum interval timestamp (MAXT
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Maximum LIC priority (MAXPRI)
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Total synchronous /0 waits (TOTSY
Total time (seconds) (TOTALTIME)
Column separator (COLMBRK)
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22.22 Average synchronous read response rankings

This folder contains job groupings ranked by average sync read response times.

An example follows:

JWMONOOT /Synchronous reads and writes by current user JWMONO01/Average synchronous read response by subsystem 3

JWMONOO1/Average synchronous read response by subsystem

Q1ABRMNET
QIDRJW
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No subsystem
System tasks

QSYSWRK

Subsystem nhame
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Average response time (milliseconds)
2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

Average synchronous read response by subsystem

Sorted on; AVGSYNCRD DESC

X-axis (Labels)
Subsystem name (OBJNAME)

Primary Y-axis (Bars)

Average sync write response time (ms) (AVGSYMNCY

B ~verage sync read response time (milliseconds) (4

Flyover Fields

Total synchronous reads (TOTSYNCRD)

Maximum read response time (milliseconds) (MAX
Maximum write response time (milliseconds) (MAX

Available Fields

iDoctor grouping value (OBJVALUE)

Total intervals (INTERVALS)

Interval number (INTERVAL)

Job (P) or task (T) or secondary thread (5) (TDETYI
Minimum interval timestamp (MINDTETIN]
Maximum interval timestamp (MAXDTETIM)

Task count (uniquely identifies a tasksthread) (TASk
Initial thread task count (ITASKCOUNT)

Job/task name (TDEJOENAME)

Thread 1D (THREADID)

Generic job name (GENJOBNAME)

Pool ID (POOL)

Minimum LIC prigrity (MINPRI)

Maximum LIC priority (MAXPRI)

LIC priority range (RANGEPRI)

Total synchronous /O waits (TOTSYNCIO)

Total synchronous writes (TOTSYNCWRT)

Total time (seconds) (TOTALTIME]

Column separator (COLMBRK]
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22.23 Average synchronous write response rankings

This folder contains job groupings ranked by average sync write response times.

An example follows:
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JWMONOO1/Average synchronous write response by job user
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22.24

Maximum synchronous read response rankings

This folder contains job groupings ranked by the maximum sync read response times. The average is
also displayed for comparison purposes.

An example follows:

JWMONOQ01/Maximum synchronous read response by job type [

JWMONO001/Maximum synchronous read response by job type

Sorted on: MAXSYNCRD DESC

No job type

Batch

System

Job type

Interactive

Response time (milliseconds)

Maximum synchronous read response by job type

2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

il

H¥-axis (Labels)
Job type (OBJNAME)

Primary Y-axis (Bars)

Average sync read response time (millisecands
Mazximum read response time (milliseconds) (M

Flyover Fields

Total synchronous reads (TOTSYMCRD)
Average sync write response time (ms) (AVGSY
Mazximum write response time (milliseconds) (h

Available Fields

iDoctor grouping value (OBJVALUE]

Total intervals (INTERVALS)

Interval number (INTERVAL)

Job (P) or task (T) or secondary thread (S) (TDE
Minimum interval timestamp (MINDTETIM)
Maximum interval timestamp (MAXDTETIM)
Task count (uniquely identifies a task/thread) (T
Initial thread task count (ITASKCOUNT)
Job/task name (TDEJOBMNAME)

Thread ID (THREADID)

Generic job name (GENJOBNAME)

Pool ID (POOL)

Minimum LIC priority (MINPRI}

Mazximum LIC priority (MAXPRI)

LIC prionty range (RANGEPRI)

Total synchronous /O waits (TOTSYNCIQ)
Total synchronous writes (TOTSYNCWRT)

Total time (seconds) (TOTALTIME)

Column separator (COLMBRE)
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22.25 Maximum synchronous write response rankings

This folder contains job groupings ranked by the maximum sync write response times. The average is

also displayed for comparison purposes.
An example follows:

JWMONO01/Maximum synchronous write response by job type [

JWMONO0O01/Maximum synchronous write response by job type

wew I
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2
_‘E Subsystem monitor
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Interactive
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Response time (milliseconds)
2016-05-06-11.34.27.420000 to 2016-05-06-11.47.27.328000

Maximum synchronous write response by job type

Sorted on: MAXSYNCWRT DESC

X-axis (Labels)
Job type (OBIJNAME)

Primary Y-axis (Bars)

Average sync write response time (ms) (AVGSYN
Maximum write response time (milliseconds) (M

Flyover Fields

Total synchronous writes (TOTSYNCWRT)
Average sync read response time [milliseconds)
Mazximum read response time (milliseconds) (M2

Available Fields

iDoctar grouping value (OBJVALUE)

Total intervals (INTERVALS)

Interval number (INTERVAL)

Job (P) or task (T} or secondary thread (S} (TDET
Minimum interval timestamp (MINDTETIM)
Mazximum interval timestamp (MAXDTETIM)
Task count (uniquely identifies a task/thread) (TA
Initial thread task count (ITASKCOUNT)

Job/task name (TDEJOBNAME)

Thread 1D (THREADID)

Generic job name (GENJOBNAME)

Pool ID (POOL)

Minimum LIC priority (MINPRI)

Mazimurm LIC priority (MAXPRI)

LIC priarity range (RANGEPRI)

Total synchronous /0 waits (TOTSYNCIO)

Total synchronous reads (TOTSYNCRD)

Total time (seconds) (TOTALTIME)

Column separator (COLMBRK)
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22.26 Collection totals

This folder contains a set of pie charts that show high-level statistics about the entire collection related to

I/Os and page allocations.

4 Page allocations » | Report folder Desc
=B Vo
----- % Reads and writes totals rankings il Pages allocated/deallocated
----- & Reads and writes rates rankings il Reads and writes rates
----- 4 Physical I/O activity totals rankings ] Physical I/O activity rates
----- @ Physical 1O activity rates rankings
a

----- @ Page fault totals rankings

- @ Page fault rates rankings

----- 3 Synchronous reads and writes ran
----- @ Average synchronous read respot
----- @ Average synchronous write respol
----- @ Maximum synchronous read resp
- @ Maximum synchronous write resp
----- § Collection totals

I/0O -> Collection totals
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22.26.1

Pages allocated/deallocated

This pie chart simply compares pages allocated vs deallocated in the entire collection.

JWMONO01/Pages allocated/deallocated EJ

Percent of contributions displayed

JWMONO0O01/Pages allocated/deallocated

3777.88 (44.12%)

4784 (55.88%)

Collection time span” 05/06 11:34 - 05/06 11:47

Pages allocated/deallocated

X-axis (Labels)
Collection time span (TIMERNG)

Primary Y-axis (Pie}

Disk pages allocated per second (ALCRATE)
Disk pages deallocated per second (DEALCRATE

Flyover Fields

Available Fields

Interval end timestamp (INTENDSTR)

Minimum interval timestamp (MINDTETIM)
Maximum interval timestamp (MAXDTETIM)
Time (seconds) (DELTATIME])

Interval delta time (usecs) (INTUSECS)

Total active threads/tasks (TOTACT)

Total idle threads/tasks (TOTIDL)

Dispatched CPU (minutes) (TMING1)

CPU queueing (minutes) (TMINOZ2)

Other waits (minutes) (TMINO4)

Disk page faults (minutes) (TMINOS)

Disk non fault reads (minutes) (TMINOE)

Disk space usage contention (minutes) (TMINGT)
Disk op-start contention (minutes) (TMINDE)
Disk writes (minutes) (TMINDS)

Disk other (minutes) (TMIN10)

Journaling (minutes) (TMINT1)

Semaphore contention (minutes) (TMIN12)
Mutex contention (minutes) (TMIN13)

Machine level gate serialization (minutes) (TMIN
Seize contention (minutes) (TMIN15)

Database record lock contention (minutes) (TMIT
Object lock contention (minutes) (TMIN17)
Ineligible waits (minutes) (TMIN18)

Main storage pool overcommitment (minutes) 01

22.26.2 Reads

This pie chart compares disk read rates vs write rates for the entire collection.

JWMONO001/Reads and writes rates 3

480.519 (86.41%)

Percent of contributions displayed

Reads and writes rates

and writes rates

JWMONO001/Reads and writes rates

Collection time span: 05/06 11:34 - 05/06 11:47

75.5993 (13.59%)

X-axis (Labels)
Collection time span (TIMERMNG)

Primary Y-axis (Pie)

Reads per second (RDRATE)
Writes per second (WRTRATE)

i

Flyover Fields

Total DASD reads (TOTREADS)
Total DASD writes (TOTWRTS)

Available Fields

Interval end timestamp (INTENDSTR)
Minimum interval timestamp (MINDTETIM]
Maximum interval timestamp (MAXDTETIN
Time (seconds) (DELTATIME)

Interval delta time (usecs) (INTUSECS)
Total active threads/tasks (TOTACT)

Total idle threads/tasks (TOTIDL)
Dispatched CPU (minutes) (TMINO1)

CPU queueing (minutes) (TMINOZ)

Other waits (minutes) (TMINO4)

Disk page faults (minutes) (TMINOS)

Disk non fault reads (minutes) (TMINGE)
Disk space usage contention (minutes) (Th
Disk op-start contention (minutes) (TMING!
Disk writes (minutes) (TMINOS)

Disk other (minutes) (TMIN10)

Journaling (minutes) (TAINTT)

Semaphore contention {minutes) (TMIN12)
Mutex contention (minutes) (TMIN13)
Machine level gate serialization (minutes) {
Seize contention {minutes) (TMIN15)
Database record lock contention (minutes)
Ahiert Inrl contentinn fminies) AN T
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22.26.3  Physical 1/O activity rates

This pie chart compares physical disk I/0O metric rates for the entire collection.

JWMONOO1/Physical I/O activity rates [EJ]

X-axis (Labels)
Collection time span (TIMERNG)

JWMONOO1/Physical /O activity rates Primary Y-axis (Pie)

Sync DB reads/second (SDBRD)

Sync non-DB reads/second (SNDBRD)
Asynchronous DB reads/second (ASDBRI
Asynchronous non-DB reads/second (AS
Sync DB writes/second (SDEWRT)

Sync non-DB writes/second (SNDBWRT)
Asynchronous DB writes/second (ASDBW
Asynchronous non-DB writes/second (AS

NENCEERD

Flyover Fields
41.3337 (7 43%)

Available Fields

71.3241 (12.83%) Interval end timestamp (INTENDSTR)
Minimum interval timestamp (MINDTETI!
Maximum interval timestamp (MAXDTET
Time (seconds) (DELTATIME)

Interval delta time (usecs) (INTUSECS)
Total active threads/tasks (TOTACT)

331.879 (59.68%) 7.5092 (1.35%) Total idle threads/tasks (TOTIDL)
Dispatched CPU {minutes) (TMINO1)
64.837 (11.66%) CPU queueing (minutes) (TAMIND2)

Percent of contributions displayed

QOther waits (minutes) (TMINO4)

Disk page faults (minutes) (TMINOS)
35,9826 (6.47%) Disk non fault reads (minutes) (TMINOE)
Disk space usage contention (minutes)
Disk op-start contention (minutes) (TMIN
Disk writes (minutes) (TMINOS)

Disk other (minutes) (TMIN10)

. . . Journaling (minutes) (TMIN11)
Collection time span: 05/06 11:34 - 05/06 11.47 Semaphore contention (minutes) (TMINT

Physical I/0O activity rates
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23 Logical 1/0

This folder contains graphs related to logical database statistics. Both overview graphs and ranking
graphs (by job) are provided.

Note: These graphs include logical SQL contributions which were added to the OS at 7.2. As of February
2022, there appears to be accuracy problems with some of these metrics that do not make sense (SQL
logical counters can sometimes exceed the logical I/0O counters as shown in the below examples).

Tempaorary storage
Page allocations
/O

IF5

Top consumers
Call stack summary
Opens

saL

COther metrics
Collection size

Ba EE & BE RE EE EE EE EE EE EE E

Server-side output files
User-defined reports

| Pexlabex1b

| Pexlabex?

. Qidrdr7200

, Qidrdr7201

. Qidrdr7205

| Qjwdata

| Ts2977437

Jefinitions

(H]H}

T
(H]H}

lata repository
Wi analysis

Logical I/O Folder

B

fiul Logical database I/0 totals
fiul Logical database I/0 rates
il Advanced logical database I/O totals
fiul Advanced logical database /0 rates
il SQL logical database 1/0 totals
il SQL logical database 1/0 rates
il Non-5QL logical database 1/0 totals
il Non-5QL logical database 1/0 rates
fiul All logical database I/O totals
fiul All logical database I/C rates
fiul Logical database FEQDs, commits and rollbacks
fiul Logical database index rebuilds and sorts
i Logical database I/O totals rankings
i Logical database I/O rates rankings
i Advanced logical database 1/0 totals rankings
i Advanced logical database I/O rates rankings
SQL logical database /O totals rankings
SQL logical database /0 rates rankings
Mon-50L logical database 1/0 totals rankings
Mon-50L logical database 1/0 rates rankings
i All logical database I/O totals rankings
i All logical database IO rates rankings

Bl RB= B B

i Logical database FEODs, commits and rollbacks rankings
i Logical database index rebuilds and sorts rankings

23.1 Logical database I/O totals

This graph provides metrics for logical database reads, writes and other (which is updates and deletes

combined.)
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JW48HR096/Logical database I/O totals [

JW48HR096/Logical database I/O totals

(%) usasad

Legical database I/Os (thousands)

Interval end time (1 minute intervals)

Logical database 1/O totals

Sorted on: INTENDSTR ASC

X-axis (Labels)
Interval end time (1 minute inte

Primary Y-axis (Bars)

Logical reads (thousands) (LDIO
Logical writes {thousands) (LDIO
Logical others (thousands) (LDIC

Secondary Y-axis (Lines)

Average partition CPU utilizatior
Maximum partition CPU utilizatic
Average CPU rate (3) (SCALEDC
SQL LDIO operations (%) (SQLLD

Flyover Fields

Time (seconds) (DELTATIME)
Total intervals (INTERVALS)
Minimum interval timestamp (M
Mazximum interval timestamp (v

Available Fields

[Interval] - timestamp (TIMEINT)
Interval number (INTERVAL)
Primary threads (JOBS)

Logical writes per second (LDIO
Logical reads per second (LDIOI
Logical others per second (LDIC
Logical force end of data per se

23.2 Logical database I/O rates

This graph is identical to the previous one except shows the metrics as a rate per second.

23.3 Advanced logical database I/O totals

This graph provides 6 metrics which attempts to show both SQL and non-SQL contributions to logical

database /O operations.

The metrics shown on this graph are:
1) Non-SQL logical reads (thousands)
2) SQL logical reads (thousands)
3) Non-SQL logical writes (thousands)
4) SQL logical writes (thousands)
5) Non-SQL logical others (thousands)
6) SQL logical others (thousands)
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JWA4BHR096/Advanced logical database 1/0 totals [

JW48HRO096/Advanced logical database I/O totals
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Available Fields
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>

Bars 1 - 62 of 62

23.4 Advanced logical database I/O rates

This graph is identical to the previous one except shows the metrics as a rate per second.

23.5 SQL logical database /O totals

This graph shows the SQL logical reads, writes and others (in thousands.)

JW48HR096/5QL logical database I/O totals [
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23.6 SQL logical database I/O rates

This graph is identical to the previous one except shows the metrics as a rate per second.
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23.7 Non-SQL logical database I/O totals

This graph subtracts the SQL logical counts from the logical counts to provide the non-SQL logical I/O

metrics.
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23.8 Non-SQL logical database I/O rates

This graph is identical to the previous one except shows the metrics as a rate per second.

23.9 All logical database I/O totals

This graph shows all logical I/O metrics available in Job Watcher.

The metrics shown in this graph include the following:

1
2)
3)
4)
5)
6)
7

Reads
Writes

Others (Updates and deletes combined)

Commits
Rollbacks
Index rebuilds
Sorts
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23.10

All logical database I/O rates

This graph is identical to the previous one except shows the metrics as a rate per second.

23.11

Logical database FEODs, commit and rollbacks

This graph contains totals for just logical DB force end of data, commits and rollbacks over time.
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23.12

This graph contains totals for just logical DB index rebuilds and sorts over time.

Logical database index rebuilds and sorts
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Logical database I/O totals rankings

This folder contains a set of job ranking graphs based on logical DB metrics for all jobs in the collection.
The metrics shown in these graphs include the following:

Reads
Writes

U

pdates and deletes (combined)

Commits
Rollbacks
Index rebuilds

Sorts
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Physical /0 activity totals rankings
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Page fault totals rankings
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Average synchronous write response rankings
haximum synchronous read response ranking
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Collection totals
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23.14

Logical database I/O rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.

23.15

Advanced logical database 1/O totals rankings

This folder contains a set of job ranking graphs based on logical DB totals for all jobs in the collection.
These graphs show both SQL and non-SQL contributions to logical database 1/0O operations.

An example follows:
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23.16

Advanced logical database I/O rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.
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23.17

SQL logical database I/O totals rankings

This folder contains a set of job ranking graphs based on logical DB totals for all jobs in the collection.
These graphs show both SQL and non-SQL contributions to logical database 1/O operations.

An example follows:
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23.18

SQL logical database I/O rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.

23.19

collection.

Non-SQL logical database I/O totals rankings

This folder contains a set of job ranking graphs based on non-SQL logical DB totals for all jobs in the

An example follows:
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Non-SQL logical database 1/O totals by job type

23.20 Non-SQL logical database I/O rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.

23.21 All logical database 1/O totals rankings

This folder contains a set of job ranking graphs based on logical DB totals for all jobs in the collection.
The metrics shown in this graph include the following:

1) Reads

2) Writes

3) Others (Updates and deletes combined)
4) Commits

5) Rollbacks

6) Index rebuilds

7) Sorts

An example follows:
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23.22 All logical database I/O rates rankings

This graph is identical to the previous one except shows the metrics as a rate per second.

23.23 Logical database FEODS, commits and rollbacks
rankings

This folder contains a set of job ranking graphs based on logical DB force end of data, commits and
rollbacks totals over time.

An example follows:
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23.24 Logical database index rebuilds and sorts rankings

This folder contains a set of job ranking graphs based on logical DB index rebuilds and sorts for all jobs in

the collection.
An example follows:
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24 IFS

These graphs show IFS statistics for all jobs as either rates or totals over time. These statistics include
IFS lookup cache hits/misses, opens, reads (symbolic link reads and directory reads), and

creates/deletes.

@ JWNMOMNO02

- g JWMONOO1
501 tables

Favorites

Waits

CPU

lob counts

/0
Logical 1/0
IFS

Opens
saL

Ba E& EE & B&E EE O RE ERE RE EE RBE RE RE OO

ml

IFS Folder

Temporary stora
Page allocations

Top consumers
Call stack summz

Lt R e Lalel

Report folder

il IFS lookup cache totals

fiul IFS lookup cache rates

il IFS opens totals

il IFS opens rates

il IFS reads totals

il IFS reads rates

utl IFS creates/deletes totals

il IFS creates/deletes rates

4 IFS lookup cache totals rankings
4 IFS lookup cache rates rankings
i IFS opens totals rankings

4 IFS opens rates rankings

4 IFS reads totals rankings

4 IFS reads rates rankings

i IFS creates/deletes totals rankings
4 IFS creates/deletes rates rankings

24.1 IFS lookup cache totals

This graph shows the IFS lookup cache hits and misses as well as the percentage missed on the Y2-axis

along with CPU utilization.
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24.2 IFS lookup cache rates

This graph is identical to the previous one except shows the metrics as a rate per second.

24.3 IFS opens totals

This graph shows the IFS opens totals over time with CPU utilization on the second Y-axis.
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IFS opens totals

24.4 IFS opens rates

This graph is identical to the previous one except shows the metrics as a rate per second.

24.5 |IFS reads totals

This graph shows the IFS symbolic link reads and directory reads over time with CPU utilization on the
second Y-axis.
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24.6 |IFS reads rates

This graph is identical to the previous one except shows the metrics as a rate per second.

24.7 IFS creates/deletes totals

This graph shows the IFS creates/deletes totals for both directories and non-directories as well as CPU

utilization on the Y2-axis.

JWMOMDO1/IFS creates/deletes totals JWABHRO96/IFS creates/deletes totals JW2002/1FS creates/deletes totals SPLITO3/IFS creates/deletes totals ‘QUERYPERF/IFS creates/deletes totals [

QUERYPERFIIFS creates/deletes totals

Creates/deletes

W WD MWD WD WD WD - - - 00000000 0000 @m®m O 3D @D W00 0D - 00 M
E A L R L A R R R A R R R R s R R R A R R B R R R T TR R R
N O FONWN OO0 00 000 — 0O OMT 0N OOD000 000 — OO o W0 W o
T T T T T T T T T T T T T T DD NDWDNNDNDDW0nNn0nDonDononDomnnomo oo ooo o oooc
DO OO OO0 OO0 OO0 OOOOO0 0000000000000 0000
OO0 0000000000000 000CO00OC0O0O00O0OC0O0O00O000 0 ~— «— v~ v ~ v = ¥ ¥ v v ¥
01010 10 10 10 10 10 10 10 10 10 10 10 10 1D 10 1D 10 1D 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 0 10 10 10 10 0 0 © O 0
R N N I N N S S S S S
B R M e A S S (e e S S S S e A A ™ e A e A S (e e S e S S ™ A M ™ e ™ ™ A A M S B (s S S (e W A ™ M
OO0 0000000000000 000 0000000000000 00000000000 0000

Interval end time (30 second intervals)

IFS creates/delete totals

(54) 3uaauayg

| [BN

Sorted on: INTENDSTR ASC

H-axis (Labels)

Interval end time (30 second inte

Primary Y-axis (Bars)

IFS directory creates (IFSDIRCRT)
IFS non-directory creates (IFSND
IFS directory deletes (IFSDIRDLT)
IFS non-directory deletes (IFSND

Secondary Y-axis (Lines)

Average partition CPU utilization
Maximum partition CPU utilizatio
Average CPU rate (%) (SCALEDCI

Flyover Fields

Time (seconds) (DELTATIME)
Total intervals (INTERVALS)
Minimum interval timestamp (Ml
Maximum interval timestamp (M.

Available Fields

[Interval] - timestamp (TIMEINT)
Interval number (INTERVAL)
Primary threads (JOBS)

Logical writes per second (LDIO\
Logical reads per second (LDIOF
Logical others per second (LDIO
Logical force end of data per se

24.8 |IFS create/deletes rates

This graph is identical to the previous one except shows the metrics as a rate per second.

24.9 IFS rankings

Each of the overview graph offers 14 ranking graphs showing the same metrics but grouped in one of

several possible ways.
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An example is shown below:
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25 JVM

The JVM folder shows statistics related to the J9 JVMs (IBM Technology for Java) jobs and the JVMs
running within them found in the collection.

Tip: The JVM collection wait buckets graph shows the wait buckets for all JVM running jobs added up
together.

= g 1T » | Report folder D
- 3 SaL tables
Favorites il JvM collection wait buckets
- B Waits il Jvm heap sizes
CPU 8 VM collection wait buckets rankings
: Job counts & JVM heap sizes rankings

Page allocations
I/Q

Logical /O

IF5

AN

e e B e e e s e e

JVM Folder

Note #1: The data to build these graphs is NOT collected by default. You must define a definition that
includes the IBM Technology for Java data for the required files to get created which will then allow these
graphs to appear.

Note #2: A flaw in the STRJW engine when collecting these statistics may cause the collection intervals
to become longer than they should be. For example, 5 second intervals, may become 30 seconds or a
minute of random durations. As of April 2022, this is not yet fixed.

Other flaws in STRIW in table QAPYJWIJVM are:

1) The last GC cycle duration is sometimes incorrectly reported in file QAPYJWIJVM. Field
JMGCLTME (GC time last cycle) will often exceed IMTGCTTME (Total GC time) which should
not happen.

2) The mark, sweep and compact durations are frequently way too large and higher that GC
duration which is impossible. For that reason, those graphs have been removed.

3) The references cleared metrics are often negative and assumed to be trash. For that reason
those graphs have been removed.

4) Empty records in the file may exist like this with no taskcount.

Interval Process Task count (uniquely |V Garbage collection |Reserved JVM start time
number identifier identifies version (JMRESERVE2) |(JMSTRTIN]
(INTERVAL] |(JMPID) a task/thread) (JMVRSMN) | (JMTYPE) |(JMPOLICY)
(TASKCOUNT)

06.315000
06.315000

06.315000
06.315000
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25.1 JVM collection wait buckets

This graph summarizes the wait buckets in a way like the Collection overview time signature but only

includes jobs running J9 JVMs. Keep in mind that this graph does not include PASE time which is a
common type of wait for J9 JVMs, but it is typically used as an idle wait for jobs and is not an interesting

type of wait.
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JVM collection wait buckets (10 second intervals)

Regarding the issue with the STRJW command and this graph, this is a good example of the benefit of

using the variable-width bar mode toolbar button.

| BN R | B & | 4

£ variable-Width Bars
Displays wider bars for longer intervals
in time-based graphs.
U s

Using that, the graph is redrawn showing wider bars for longer duration intervals. The longest was 165

seconds!
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WATCH529/19 JVM collection wait buckets [J
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J9 JVM collection wait buckets (variable-width bars)

You can drill down and see the JVMs behind this graph by doing a right-click on the desired time period

and selecting the 1t option.

Note: The Collection summary analysis must be ran first in order for this drill-down option to appear.
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25.2 JVM heap sizes

This graph displays the following 6 metrics (all in megabytes) using overlapping bars:
1) Heap allocated size
2) Heap in use size
3) Malloc memory size
4) Internal memory size
5) JIT memory size
6) Shared class memory size

These values are added up across all JVMs found in the collection. This graph also includes the total last
GC cycle duration (in milliseconds) for all JVMs added up on the Y2-axis.
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JVM heap sizes graph flyover

25.3 JVM collection wait buckets by Thread

This graph provides a ranking of the J9 JVM job/threads sorted by Dispatched CPU time. All interesting
wait buckets will appear on this graph like the Dispatched CPU rankings by thread graph.

Tip: Next to each thread name the java thread name is also included.
Note: This graph requires the Collection summary analysis to be ran in order to appear!
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JVM collection wait buckets by thread
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JVM collection wait buckets by Thread
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25.4 JVM heap sizes by job

This graph adds up and ranks heap related metrics for each J9 JVM. You can right-click the desired
thread/JVM and take the default drill down to see the same metrics over time.
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26 Top consumers

These graphs are a special-type of graph called “flattened graphs” that will show a variable number of top
contributors of the desired metric over time. These show the top current users or generic jobs
experiencing the most time one of the “interesting” wait buckets.

The graphs work best with smaller number of contributors per bar (< 20 ideally) and will not handle many
contributors well as the graphs can be very slow to load and visualize. However, a filter option exists to
group many smaller values together. This defaults to 10 seconds and will group all values having < 10
seconds of the bucket time together into 1 color.

=1 Ibmdk2

3 50l tables

3 Job Summary
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Top consumers folder

# | Report folder

il Top current users with Dispatched CPU time signature
il Top current users with CPU queueing time signature
il Top current users with Disk page faults time signature
il Top current users with Disk non fault reads time signature
il Top current users with Disk space usage contention time signature
il Top current users with Disk op-start contention time signature
il Top current users with Disk writes time signature
il Top current users with Disk other time signature
il Top current users with Journal time signature
il Top current users with Machine level gate serialization time signature
il Top current users with Seize contention time signature
ul Top current users with DB record locks time signature
il Top current users with Object locks time signature
il Top current users with Ineligible waits time signature
il Top current users with Main storage pool overcommitment time signature
il Top current users with Synchronization token contention time signature
il Top current users with Abnormal contention time signature
i By generic job

An example of this type of graph is:
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SPLIT/Top current users with Dispatched CPU time signature 3
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[Interval] end time (Collected interval size)
iDoc/W.mdb QAIDRGPH table SUM WAITUSRIOBSIG 1700 ALTIDs 111, 1 SREFNO 116; Memory - 2.67% used - 1750/65535 931
(R A - o - - o

Top current users using Dispatched CPU time signature (10 second filter)

[29] 01/30 11:48:23

To change the filter, right-click the graph and use the Change SQL Parameters menu:

patched CPU time signature

Preferences...

Run Collection Summary
Choose Collection or DB members

Change S50L Pararneters

Change SQL Parameters menu

Here you can make the “Flattened” graphing filter value larger or smaller as desired.

B Change SOL Parameters

This interface allows you to modify the current SQL statement by changing the parameters shown.

I |
(OCANERERONECNORORONRERCOO N

[30] 01430 11:49:20

<

Sorted on: 1
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[Interval] end time (Collected inte
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Label contains (filter) (<<STACKEDNAME=>) ‘

Change SQL Parameters window
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iDodJW.mdb QAIDRGPH table SUM WAITUSRIOBSIG 1700 ALTIDs 111, 1 SREFNO 116; Memory - 2.59% used - 1699/65535 830 Bars 1-300f30

Top current users using Dispatched CPU time signature (20 second filter)
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27 Long Transactions

This contains reports that shows periods of time where bursts of activity occurred where zero “idle” wait
bucket time exists. These reports look at and apply to only the wait bucket times and do not show
anything related to 5250 transactions.

Note: This folder appears after running the Long Transactions analysis.

+ 3 Page allocations ~ | Report folder

+ E /O

+ 8 Logical IO Bl Long transactions for DB server jobs
0 B IFS EH Long transactions for all jobs

-8 Jg VM

+ 3 Top consumers

S H]

Long transactions

Long transactions folder

27.1 Long transactions for DB server jobs

This report contains only jobs and periods of time related to database server jobs.

The job information, number of intervals and start and end intervals where bursts of activity occurred is
indicated in the report.

SPLIT/Long transactions for DB server jobs - #2 3

\ Total Job/task name Thread ID Job user profile |Interval Ending Task count {uniquely
1 intervals (TDEJOEMNAME) (THREADID) (if number interval identifies

o [INTERWALS) constant) (INTERWVAL) |(MAXINT) |a task/thread)

i (JOBCURRUP) (TASKCOUNT)

fl 2 QZDASOINITQUSER 665534 (0000000000000919 -1 1 3 22,793,476

Long transactions for DB server jobs
Tip: Right-click the desired job for drill down options such as graph the job over time.
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SPLIT/Lang transactions far DB server jabs - 42
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SPLIT/Thread wait time signatuwre for

J QUSER 66553 =]

SPLITIThread wait time signature for QZDASOINIT/ QUSER / 665534: 00000919
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27.2 Long transactions for all jobs

This report contains all jobs where bursts of activity with no idle waits were detected.

The job information, number of intervals and start and end intervals where bursts of activity occurred is
indicated in the report.

SPLIT/Long transactions for DB server jobs - #2

SPLIT/Thread wait time signature for QZDASOINIT / QUSER / 665534: 00000919

SPLIT/Long transactions for all jobs - #

Total Jobytask name Thread ID Job user profile |Interval Ending Task count (uniquely
intervals (TDEJOBMNAMIE) (THREADID) (if number interval identifies
(INTERVALS) constant) (INTERVAL) |(MAXINT) |a task/thread)
(JOECURRUPR) (TASKCOUNT)
8 JOBg%86 QPGMR 676832 0000000000000097 QPGMR 17 25 22,815,285
<] JOB926 QPGMR 540452 0000000000000C27 QPGMR 19 25 22,586,427
6 JOBSG4 QPGMR 5342070 00000000000073D4 QPGMR 19 25 22,594,805
G JO-RECRA-U-03-00 0000000000000000 20 26 5,859
] JO-RECRA-U-03-1 0000000000000000 20 26 5,880
6 JO-RECRA-U-05-0 0000000000000000 20 26 5,864
3 JOB924  QPGMR 5530409 00000000000002DE8 QPGMR 5 o 22,608,659
5 JOBGZ QPGMR 676596  0000000000000823 QPGMR 13 18 22815241
5 JOB32  USR34% 674752 0000000000007030 USR349 13 18 22,816,412
5 JOBSG4  QPGMR 540409 00000000000004F4 QPGMR 19 24 22,586,157
5 JOB1007 QPGMR 541087 000000000000712B6 QPGMR 19 24 22,580,276
5 JOBB3 673990  0000000000000752 19 24 22,810,335

QPGMR

Long transactions for all jobs

QPGMR

Tip: Right-click the desired job for more options.
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28 Call stack summary

This folder contains reports that summarize the call stacks found in the collection. The most commonly
occurring call stacks are grouped together based on the options taken when the analysis was last
executed.

Note: This folder requires that the Call stack summary analysis is ran!

3 SQL tables » | Report folder De
3 Job Summary
= @ SPLIT BH Programs causing activation group destroys
w- 3 SOl tables EH Programs calling reclaim APls
I Favorites EH Call stacks by procedure, generic job,task
3 \Waits EH Call stacks by procedure, job,thread
3 cpu B Call stacks by pmcedgre o
s EH Call stacks by instruction, generic job/task
4 Job counts FH Call stacks by instruction, job/thread
4 Temporary storage EH Call stacks by instruction
®- @ Page allocations
E F{e]
3 Logical I/O
i B IFS
w8 19 VM
3 Top consumers
- B Long transactions
o

Call stack summary folder

Tip: Only the by instruction reports contain the offset and statement number columns.
An example follows:



SPLIT/Call stacks by instruction - #1 [

IBM iDoctor for IBM i

Total Call Program |Program|Module |Procedure Offset Staternent  |Ir
(TOTAL) |level model name name |(PROCMNAME) (ADDR_OFFSET) |number a
(LEVEL) |(MODEL) |(PGMN...|(MOD... (STMTNER) |(I

146655 1 LC qutde_block trace 000000FS 248
146655 2 LC longwaitBlock_23QusingleTaskBlockerCodeFP20QuBaseLongWaitObjectR12RmprReceiverQ2_8TDQSEnumM4EnuUm 000002CC 716
146655 3 LC do_sleepWait_12PpPaseThreadFQ2_8STDQSEnum4Enumu! 000000F8 248 |
146655 4 LC do_tsleep_FUIT1 000000D0O 208
146655 5 LUC tia_schandler 0000012C 300
146655 & PASE P3 00000008 ot
146655 7 PASE Ps8 00000584 ot
146655 8 PASE Pgg 00000350 ot
146655 9 PASE Pa3 000004FC ot
146655 10 PASE paz oooooocs ot
148655 11 PASE p2125 00000140 ot
146655 12 PASE P1936 00000804 ot
146655 13 PASE Pig42 00000038 ot
146655 14 PASE p2439 00000168 ot
146655 15 PASE P1437 00000200 ot
146655 16 PASE P1836 000002EC ot
44314 1 LC qutde_block trace 000000FS 248 |
44814 2 LC longwaitBlack__23QusingleTaskBlockerCodeFP20QuBaseLongWaitObjectR12RmprReceiverQ2_8TDQSEnumM4EnuUm 000002CC 716
44814 3 LC do_sleepWait_12PpPaseThreadFQ2_STDQSEnum4Enumu! 000000F8 248
44874 4 LC do_tsleep_FUIT1 000000D0O 208
44874 3 LUC tia_schandler 0000012C 300
44874 & PASE P4 00000008 ot
44314 7 PASE Ps8 00000584 ot
44314 8 PASE Pgg 00000348 ot
443174 9 PASE Pg3 000004EQ ot
443174 10 PASE Pg2 000000CC ot
44514 11 PASE P2125 00000140 ot
44314 12 PASE P1936 00000884 ot
44314 13 PASE Pig44 00000044 ot
44514 14 PASE P1939 00000190 ot
00000020 ot

44814 15 PASE

Call stacks by instruction

P3589
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29 Opens

This folder contains a set of reports relating to file opens and helps identify what programs are causing
opens to occur. These statistics are based entirely on the Job Watcher call stacks that are captured each
interval. It is normal to have no (or very little) data produced by these reports because of how Job
Watcher works. Since Job Watcher is a snapshot taker and only captures a call stack at the end of each

interval many opens will be missed.

To increase the numbers of call stacks captured where opens occurred, you will need to decrease the
collection’s interval duration or collect data “as fast as possible.” By doing so, you can increase the
number of opens caught in the call stacks and improve the analysis you can do with these reports.

Tip: An easier option is to use PEX Analyzer’'s Database opens analysis instead.

+- 3 Job Summary
g SPLIT

- 3 SQL tables
+ Favorites
Waits
CPU

Job counts

|-

S

Temporary storage
Page allocations
/O

Logical 1/0

IF5

19 WM

Top consumers
Long transactions
Call stack summary

- 28

Opens folder

¥
B Ee B= He Be R RE e Be R B R

Elai

B Total full opens

B Full opens summary

BH Programs causing full opens

B Programs/procedures causing full opens

B Programs/procedures/jobs causing full opens

BH Jobs causing full opens

FH Jobs causing full opens with 14 levels of program names
B Total closes

29.1 Total full opens

This report simply counts the total full opens captured in the collection.

SPLIT/Total full opens - #1 [

Hit
count
(PROCCMT)

1029

Total full opens

29.2 Full opens summary

This report identifies the types of opens found in the collection.
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SPLIT/Full opens summary - #1 [EJ

(1 Hit Program Procedure
count open (PROCMAME)
1 (PROCCNT) [type
(OPENTYPE)
1027 ILE RPG Mative _QRMNX_OPEN
3 CQE OPEMUFCE

Full opens summary

29.3 Programs causing full opens

This report shows which programs most commonly caused the full opens found in the Job Watcher call
stacks sampled.

SPLIT/Programs causing full opens - #1 EJ

Hit Program Procedure |Program |Program
count open type library name
(PROCCNT] |type (PROCTYPE]) |(PGMLIB) |(PGMMAME]
(OPEMTYPE)
12 ILE RPG Mative ILE LIBS PGM4E
68 ILE RPG Mative ILE LIBS PGMBET
B4 ILE RPG Mative ILE LIEG PGMA4G
35 ILE RPG Mative ILE LIEG PGMA43
48 ILE RPG Mative ILE LIBS PGM32
43 ILE RPG Mative ILE LIBS PGM22
34 ILE RPG Mative ILE LIEG PGMBT
20 ILE RPG Mative ILE LIEG PGM25
25 ILE RPG Mative ILE LIBS PGM28
24 ILE RPG Mative ILE LIBS PGMBES5
22 ILE RPG Mative ILE LIEG PGMI13
22 ILE RPG Mative ILE LIEG PGMES
22 ILE RPG Mative ILE LIES PGME2
21 ILE RPG Mative ILE LIBS PGMZ3
149 ILE RPG Mative ILE LIETO PGMI156T
18 ILE RPG Mative ILE LIEG PGM4D
18 ILE RPG Mative ILE LIES PGM54
18 ILE RPG Mative ILE LIB1O PGM325
18 ILE RPG Mative ILE LIEG PGMSE3
16 ILE RPG Mative ILE LIEG PGM35

Programs causing full opens

29.4 Programs/procedures causing full opens

This report shows which programs and procedures most commonly caused the full opens found in the
Job Watcher call stacks sampled.
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SPLIT/Programs/procedures causing full opens - #1

Hit Program Procedure |Program |Program Procedure Open
count open type library name (PROCMAME) |procedure
] (PROCCNT) [type (PROCTYPE) |(PGMLIE) |(PGMMAME) (PROCCALLER)
[OPEMTYPE)
112 ILE RPG Mative ILE LIES PGM4E P125 _QRMN¥_OPEM
63 ILE RPG Mative ILE LIES PGMET P125 _ORMX_OPEM
ILE RPG Mative ILE LIES PGM4G P125 _ORMX_OPEM
35 ILE RPG Mative ILE LIES PGM43 P125 _ORMX_OPEM
46 ILE RPG Mative ILE LIES PGM32 P125 _ORMX_OPEM
43 ILE RPG Mative ILE LIES PGM22 P125 _ORMX_OPEM
34 ILE RPG Mative ILE LIES PGMBT P125 _ORMX_OPEM
29 ILE RPG Mative ILE LIES PGM25 P125 _ORMX_OPEM
25 ILE RPG Mative ILE LIES PGM23 P125 _ORMX_OPEM
24 ILE RPG Mative ILE LIES PGMSS5 P507E _QRMNX_OPEM
22 ILE RPG Mative ILE LIES PGMB2 P125 _ORMX_OPEM
22 ILE RPG Mative ILE LIES PGMES P125 _ORMX_OPEM
22 ILE RPG Mative ILE LIES PGMT3 P125 _ORMX_OPEM
21 ILE RPG Mative ILE LIES PGM23 P125 _ORMX_OPEM
19 ILE RPG Mative ILE LIETD PGM1367 p4g20 _ORMX_OPEM
18 ILE RPG Mative ILE LIES PG40 P125 _ORMX_OPEM
18 ILE RPG Mative ILE LIB1O PGM325 P3383 _ORMX_OPEM
18 ILE RPG Mative ILE LIES PGMS4 P125 _ORMX_OPEM
158 ILE RPG Mative ILE LIES PGMS3 P125 _QRMNX_OPEMN
16 ILE RPG Mative ILE LIES PGM35 P125 _ORMX_OPEM
14 ILE RPG Mative ILE LIB1O PGM252 p30e2 _ORMX_OPEM
13 ILE RPG Mative ILE LIBa2 PGM1519 P3251 _ORMX_OPEM
13 ILE RPG Mative ILE LIES PGMT4 P125 _ORMX_OPEM

Programs/procedures causing full opens

29.5 Programs/procedures/jobs causing full opens

This report is the same as the previous one but also includes the job name and job user.



IBM iDoctor for IBM i

SPLIT/Programs/procedures causing full opens - #1 SPLIT/Programs/procedures/jobs causing full opens - #1 £

Hit Program JOB USER Procedure |Program |Program Procedure Open

count open (JOB) (USER) |[type library name (PROCMAME] |procedure
(PROCCNT) |type (PROCTYPE) |(PGMLIB) |(PGMMAME] {PROCCALLER)

[OPEMTYPE)

33 ILE RPG Mative 10BBE QPGMR ILE LIES PG4T P125 _QRMNX_OPEN
32 ILE RPG Mative JOB77 QPGMR ILE LIES PGN4E P125 _QRMNX_OPEMN
21 ILE RPG Mative JOBGS QPGMR ILE LIES PGM4E P125 _QRNX_OPEN
17 ILE RPG Mative 10B114 QPGMR ILE LIES PGM4G P125 _QRMNX_OPEN
17 ILE RPG Mative JOBG3 QPGMR ILE LIES PGN4E P125 _QRMNX_OPEMN
16 ILE RPG Mative JOBGS QPGMR ILE LIES PGM43 P125 _QRNX_OPEN
16 ILE RPG Mative 10B63  QPGMR ILE LIES PGM43 P125 _QRMNX_OPEN
13 ILE RPG Mative JOB205 QPGMR ILE LIBTO PGM156T P45920 _QRMNX_OPEN
12 ILE RPG Mative JOB&3 QPGMR ILE LIES PGM32 P125 _QRMNX_OPEMN
12 ILE RPG Mative JOB68 QPGMR ILE LIES PGMET P125 _QRMNX_OPEN
12 ILE RPG Mative JOBGE OQPGMR ILE LIBS PGMB2 P125 _QRMNX_OPEN
12 ILE RPG Mative JOB114 QPGMR ILE LIES PGM2Z2 P125 _QRMNX_OPEMN
12 ILE RPG Mative JOB68 QPGMR ILE LIES PGM30 P125 _QRMNX_OPEN
11 ILE RPG Mative 10BBE QPGMR ILE LIBES PGMBT P125 _QRMNX_OPEN
10 ILE RPG Mative JOBG8 QPGMR ILE LIES PGM32 P125 _QRMNX_OPEMN
10 ILE RPG Mative JOB&3 QPGMR ILE LIES PGMET P125 _QRNX_OPEN
10 ILE RPG Mative 10BBE QPGMR ILE LIES PG54 P125 _QRMNX_OPEN

Programs/procedures/jobs causing full opens

29.6 Jobs causing full opens

This report shows the job/thread (and SQL statement) most commonly causing full opens based on the
call stacks sampled in the collection.

SPLIT/Programs/procedures causing full opens - #1 SPLIT/Programs/procedures/jobs causing full opens - #1 SPLIT/Jobs causing full opens - #1 [3
Hit Job/task name Thread 1D SQL statement |Task count (uniquely
count (TDEJOBMNAME] (THREADID) (SQLSTMT) identifies
(PROCCIMT) a task/thread)
(TASKCOUMT)

1 JOBGE QPGMR 676156 Q0000000000061 C 22,814,105
g JOB208 OQPGMR 676777 0000000000000EGE 22,815,753
8 JOB63Z QPGMR 676473 0000000000000CT0 22,814,778
8 JOB6E QPGMR 676047 00000000000004FB 22,813,962
8 JOBE3 QPGMR 676664 0000000000000B06 22,815,356
7 JOB114 QPGMR 677078 00000000000015B88 22,816,142
7 JOBE3  QPGMR 676301 0000000000000020 22,814,436
7 JOBS63 QPGMR 676520 0000000000000605 22,815,068
7 JOBBE QPGMR 676568 0000000000000B5F 22,815,133
7 JOBBE  QPGMR 676783 000000000000176F 22,815,761
7 JOBB3  QPGMR 676773 0000000000000FE4 22,815,748
7 JOBG8 QPGMR 670449 000000000000080C 22,814,657
7 JOBes QPGMR 676013 00000000000010F2 22,813,910
7 JOBGZ QPGMR  &7erel 0000000000001538 22,815,730
7 JOBGE QPGMR 676807 0Q00000000000B4F 22,815,805
7 JOB963 QPGMR 676036 0000000000001 1AG 22,813,944
7 JOB6E QPGMR 676824 000000000000050D3 22,815,846

Jobs causing full opens
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29.7 Jobs causing full opens with 14 levels of program

before the open.

names

This report summarizes the jobs causing the most full opens with the 14 call levels occurring in the stack

Jobs causing full opens with 14 levels of program names

SPLIT/Programs/procedures causing full opens - £1 SPLIT/Programs/procedures/jobs causing full opens - #1 SPLIT/Jobs causing full opens - #1  SPLIT/Jobs causing full opens with 14 levels of program na... £
Tatal Job name |Gener’|r Ending Interval Task count (uniquely |Program |Program Procedure Program  |Program Procedure name 3 Program |Program
call and job interval number identifies lib name name lib name (PROCNAME3) lib name
stacks user name name (MAXINT) |(INTERVAL) |a task/thread) 2 2 2 3 3 4 4
(STACKCNT) |(JOB_AND_USER)  |(GENJOBNAME) (TASKCOUNT) (PGMLIB2) |(PGMNAMEZ) |(PROCNAMEZ) |(PGMLIB3) |(PGMMNAMES) (PGMLIB4) | (PGMMNAME4)
32 JOB77  QPGMR  JOB77 27 5 22819779 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
20 JOBGE QPGMR JOB62 25 7 22,819,430 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
13 JOB205 QPGMR  JOB205 30 1 22,773,210 chlabranch aiuser_program_call_partal QSYS QDMCOPEN
12 JOB114 QPGMR JOB114 23 7 22,819,611 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
1 JOB6S  QPGMR  JOB6S 20 7 22,817,601 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
10 JOB114 QPGMR JOB114 25 7 22,817,016 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
10 JOBGE QPGMR JOB62 26 9 22,819,603 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
10 JOB77  QPGMR  JOBT77 26 8 22,819,755 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
g JOB62  QPGMR  JOB6S 26 ) 22,817,601 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
g JOB6S  QPGMR  JOB6S 19 5 22,817,981 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
g JOBG6E QPGMR JOB6S 24 8 22,818,953 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
8 JOB6E QPGMR JOB62 22 10 22,818,155 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
8 JOB6Z QPGMR  JOBGZ 26 3 22,817,167 cblabranch aiuser_program_call_portal Qsys QDMCOPEN
7 JOB114 QPGMR JOB114 23 10 22,819,164 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
7 JOBGE QPGMR  JOB68 24 6 22817811 cblabranch aiuser_program_call_portal QSYS QDMCOPEN
= imR1ia ARcRan 1ARaas a1 = Am e A PRI it s mall wbal  ACVE ArnasAnER

Tip: Double-click a row to get into the Record Quick View to make the display of the call stack information

easier.
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Record Quick View  Cal stack Waits Objects waited on  Physical disk [#0s  Logical DB IFS JSJVM  SGL.
Selected record|s): Hide all { or blank values
Field Description Record 11
STACKCMT Taotal call stacks g
JOB_AMD_USER  Job name and user name JOBBE8  QPGMR
GEMJOBMAME  Generic job name 1OBBE
hAXINT Ending interval 24
INTERWAL Interval number 2
TASKCOUMNT Task count (uniquely identifies a task/thread) 22818953
PROCMAMEZ Procedure name 2 chblabranch
PROCMAMES Procedure name 3 aiuser_program_call_portal
PGMLIB4 Program lib 4 QsYS
PGMMAME4 Program name 4 QDMCOPEM
PROCMAMES Procedure name 5 chblabranch
PROCMAMES Procedure name & aiuser_program_call_portal
PGMLIBY Program lib 7 QsYS
PGMMAMET Program name 7 QRMXIO
PROCMAMET Procedure name 7 _QRMX_OPEM
PGMNLIBS Program lib 8 LIBS
PGMMAMES Program name 8 PGM23
PROCHAMES Procedure name 8 P125
PGNLIBS Program lib 9 LB
PGMMAMED Program name 9 PGMZ3
PROCHMAMESD Procedure name 8 p3322
PGMLIE1D Program lib 10 LIBS
PGMMAMETD Program name 10 PGM14
PROCMAMEID  Procedure name 10 P2a7e
PGMLIETT Program lib 11 LIBg2
PGMMAMETT Program name 11 PGM1248
PROCMAMETT  Procedure name 11 P3673

Record Quick View

Note: The call stack tab may not work as a drill down from this report, because the taskcount listed in the
report is only a single instance that occurred which may not have had an open at the interval range listed.
So you may need to use the arrows to navigate through the intervals to find the call stack with the open (if
desired.)

29.8 Total closes

This report counts the total closes captured in the collection.

e am - s G e | W

SPLIT/Total closes - #1 [

Hit
count
(PROCCNT)

Total closes
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30 SQL

This folder contains reports related to SQL usage. It contains both overview graphs and ranking graphs
against the desired metrics.

Note: Most of these graphs are only available at 7.2+.

Note #2: Additional SQL metrics are found in the Job Watcher data in files QAPYJWTDE and
QAPYJWPRC but contain inaccurate metrics (SQL high-level statements, SQL CPU, SQL PDIO and SQL
statements in progress) and are therefore not graphed here.

Tip: SQL logical 1/0s are found under the Logical I/O folder but also may be inaccurate due to SQL
logicals and exceed the logical 1/0Os.

+ 3 Job Summr ~ | Report folder Description

= g RUN4
+ 3 SOl ta [l SOL statements executed
..... 2 Favorit il QL statements captured
- B Waits fi] Full opens rates
2B cpU fiwl Full opens totals
i fiwl pseudo opens rates
+- i Job co
il Pseudo opens totals
+- @ Tempc .
e il GZDA* connections
i Page a # SOL statements executed rankings  SQL statements executed rankings by job grouping
e i o i SOL statements captured rankings  SQL statements captured by Job Watcher rankings by job grouping
+- @ Logica d Full opens rates rankings vs native full opens rates rankings
@ L & Full op t king sqaL tive full op t king
+ & IFS & Full opens totals rankings SQL vs native full opens rankings
5. @ i Psuedo opens rates rankings -based psuedo opens rates rankings by job groupin
i@ Topcc | @ Psuedoop t king 5QL-based psuedo op t kings by job grouping
o # Psuedo opens totals rankings -based psuedo opens rankings
- B Opens i Psuedo opens total king 5QL-based psuedo op king
- al * connection rankings * connection rankings by job groupin
-8 el % azoa cti king QZD& cti kings by job grouping
H i} - .. .
: Detail reports Additional reports in table format
= & Other a P P

SQL Folder

30.1 SQL statements executed

This graph shows a total count of SQL statements executed across all jobs on the system over time.
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SPLT/Total doses - #1 SPLIT/SQL statements executed [
SPLIT/SQL statements executed Sorted on: INTENDSTR
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20000 10 .

SQL lagical writes per second (JBLWTS
SQL logical reads (thousands) (JBLRDS
0 0 5QL logical reads per second (JBLRDS!

SR LTILERBEBITEIESEZIRE8EE8IA88YT -AQE QL logical others (thousands) (JEDBU
s B ) T w0 o o @ @ [ = o 3 0 oo @ © & SQL logical others per second (JEDBU:
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Native DE file full opens (NSQLOPENS)
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<
cJW.mdb QAIDRGPH table SUM SQL 2299 SREFNO 1790; Memory - 1.60% used - 1050/65535 129 Sel Row: 11 Average: 5,704,748.50 Count: 4 Sum: 22,818,994 Bars 1 - 30 of 30

SQL statements executed

30.2 SQL statements captured

This graph shows how many unigue SQL statements were captured by Job Watcher over time. Tip: This
is typically just a small sample of the total SQL statements executed.

Note: This graph will only appear if QAPYJWSQL contains data.

SPLIT/SQL statements captured 3

Sorted on: INTENDSTR
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30.3 Full opens rates

This graph displays the 2 types of full opens available over time as a rate per second:
1) SQL-file full opens
2) Native DB file full opens
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X-axis (Labels)
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Native DB file full opens per second (NSQLOPENSRATE)

Secondary Y-axis (Lines)
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Maximum partition CPU utilization (3%) (MAXSYSCPU)
Average CPU rate (%) (SCALEDCPU)

Flyover Fields
Time (seconds) (DELTATIME)

Total intervals (INTERVALS)

Minimum interval timestamp (MINDTETIM)
Maximum interval timestamp (MAXDTETIM)
percent SQL full opens (%) (PCTFULLOPENS)

Available Fields

[Interval] - timestamp (TIMEINT)

Interval number (INTERVAL)

spool files created (JBSPLFC)

Jobs submitted or spawned (JBSBMIOBS)

SQL statements executed (JBSQLSTMT)

SQL logical writes (thousands) (JBLWTSQL)

SQL logical writes per second (JBLWTSQLRATE)

sql logical reads (thousands) (JBLRDSQL)

SQL logical reads per second (JBLRDSQLRATE)

Al logical others {thousands) (JBDBUSQL)

sqL logical others per second (JEDBUSQLRATE)

SQL PAS compressions (JBPASCMP)

QL package compressions (JEPKGCMP)

Activation groups created (JBAGCRT)

Program and service program activations created (JEPGN
SQL-file full opens (SQLOPENS)

Native DE file full opens (NSQLOPENS)

sQL-file pseudo opens (SQLPOPENS)

saL-file pseudo opens per second (SOLPOPENSRATE]
Interval delta time (usecs) (INTUSECS)

30.4 Full opens totals

This graph displays the 2 types of full opens available over time.
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30.5 Pseudo opens rates

This graph displays SQL pseudo opens as a rate per second.
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30.6 Pseudo opens totals

This graph displays SQL pseudo opens over time.
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30.7 QZDA* connections

This graph displays the total QZDA* connections detected over time.
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30.8 SQL statements executed rankings

These graphs display the total SQL statements executed ranked by various job groupings.
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An example follows:

# | Report folder

il SOL statements
il SQL statements
il SOL statements
il SOL statements
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executed by job

executed by job user
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executed by current user
executed by pool

executed by priority

executed by subsystem
executed by job type
executed by job function
executed by generic Job | current user
executed by job | current user
executed by gro hash
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30.9 SQL statements captured rankings

These graphs display the unique SQL statements captured by Job Watcher and ranked by various job

groupings.
Note: This graph will only appear if QAPYJWSQL contains data.
An example follows:
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30.10 Full opens rates rankings

These graphs display the full opens (native and SQL) ranked by the one of the job groupings.

An example follows:

Full opens rates by job
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30.11 Full opens totals rankings

These graphs display the full opens (native and SQL) ranked by the one of the job groupings.

An example follows:
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30.12 Psuedo opens rates rankings

This graph shows the SQL pseudo opens as a rate per second and ranked by one of the job groupings.
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An example follows:
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30.13 Psuedo opens totals rankings
This graph shows the SQL pseudo opens ranked by one of the job groupings.
An example follows:
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30.14 QZDA* connections by job

The QZDA connections rankings subfolder contains a single graph that displays the total unique QZDA*
connections by job (taskcount.)

This graph shows the jobs with the highest total unique QZDA connections (servicing potentially different
users.)
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30.15 Detail reports

This folder contains additional reports intended for advanced users.
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31 Communications

These graphs contain metrics related to the TCP sockets found in the data and are intended for advanced
users so are not documented.

Note: This folder only appears if the socket metrics were captured.
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32 Other metrics

This folder contains some additional graphs covering other statistics not found in the previous graphs.
These statistics currently include spool file creations and 5250 transactions.
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32.1 5250 transaction totals

This graph displays the total 5250 display transactions that occurred during the collection along with their
average response times (in milliseconds) on the Y2-axis. These are recorded for interactive jobs only.
The transaction starts on detection of enter from the workstation; the transaction ends when the keyboard
is unlocked.
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32.2 5250 transaction response times

This graph is identical to the previous graph except the Y1 and Y2 axes are flipped around.
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32.3 Spool files created

This graph displays the number of spool files created over time during the collection. The Y2-axis
contains CPU utilization metrics.
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32.4 5250 transaction totals rankings

This folder contains a set of ranking graphs for 5250 display transactions totals. These allow you to rank
the number of transactions that occurred by several different types of job groupings.

This graph also includes an optional Y2-axis that shows average response times. Use the toggle graph

format toolbar button to hide or show the Y2-axis.
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32.5 5250 transaction response times rankings

This graph is identical to the previous graph except the Y1 and Y2 axes are flipped around.
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32.6 Spool files created rankings

These graphs rank the number of spool files created using various job groupings.

An example is shown below:
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33 Interval Summary Interface

The interval summary interface is a series of panels that provide more detailed information about the
desired interval for a collection.

To access this interface simply double-click the desired interval from any overview graph.
Several tabs are shown, each covering a specific set of metrics or purpose.

33.1 Quick View

The Quick View tab displays the data from the desired bar/row in a vertical list for easier readability. This
shows a complete list of all field descriptions and values from the SQL statement used to build the graph.

Tip: This panel is shown when coming from a graph and offers the options to hide/show the X, Y1, Y2
parts of the graph.

Using the hide all 0 or blank values option is recommended. That is like how the graph legend works as
well.

Interval Summary: Library Ibmdk2, Collection Split - #1 3 SPLIT/Collection overview time signature

IF5 Other statistics saL Columns
Quick View Waits Wait bucket totals Objects waited on Holders SQL statistics Bad Cument Waits Situations Physical disk 1/0s Logical DB
Selected point details: Hide: all 0 or blank values ¥ 71 [#172 ] Pyovers [=] Other
Description |\-‘a|ue_4 | ~
X-axis:
[Interval] end time (Collected interval size) 2018-01-30-11.33.49.733000
Primary Y-axis (¥1):
*Clicked* Machine level gate serialization (seconds) 5768.4202
Dispatched CPU (seconds) 1918.1810
CPU queueing - remainder (seconds) 36.7291
CPU gueueing - workload capping delay (seconds) .0126
Disk page faults (seconds) 260.7024
Disk non fault reads (seconds) 2229426
Disk space usage contention (seconds) 0180
Disk writes (seconds) 281.6200
Disk other (seconds) 601.9360
Journaling (seconds) 815.4982
Seize contention (seconds) 1104101
Database record lack contention (seconds) 3440350
Object lock contention (seconds) 107.2275
Abnormal contention (seconds) 86.3893
Synchronization token contention (seconds) 0882
Secondary Y-axis (¥Y2):
Average partition CPU utilization (%) 48,59
Maximum partition CPU utilization (%) 48,59
Average collection CPU utilization 46.74
VCPU delays as a percentage of Dispatched CPU (... .0015
Average CPU rate (%) 101.4106
Flyover fields:
Total active threads/tasks 11889
Total idle threads/tasks 30159 4
Copy Copy LURL Cancel

Interval Summary — Quick View

33.2 General section

This section describes the common part of the interface found on all tabs except Quick View, SQL and
Columns. An example follows:
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General:

Threads.tasks using CPLI: 11885 Interval: e
Threads/tasks idle: 30159 CPU utilization: 43.55%

Threadstasks waiting on objects: 3167 CPU time: 11.254 minutes
Threads.Aasks with holder idertified: L) Interval duration:  30.927 seconds

Temp storage job allocations (GB): 316.3521 Interval end: 2018401-30-11.33.45.733000

General section
Some of the less obvious fields are described below:

Option Description

Threads/tasks This is the total number of threads/tasks in the interval where CPU usage was > 0.
using CPU

Threads/tasks idle [The total number of threads/tasks where CPU usage was 0.

Threads/tasks The total number of threads/tasks that were waiting on an object.

waiting on objects
Note: If the Collection summary analysis has not been ran, this value may be lower
than it really is.

Threads with holder|The total number of threads/tasks that had a holder (another thread/task preventing
identified work being done.)

Note: If the Collection summary analysis has not been ran, this value may be lower
than it really is.

33.3 Waits

The Waits tab by default shows the top 35 jobs in the interval that experienced wait time in the wait
bucket that was clicked on when this interface was opened. Use the Max text box to change this value if
desired.

In the example, below only jobs that had some machine level gate time are included. The data is sorted
in descending order by the bucket indicated in the filter by drop down list.
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Interval Summary: Library Ibmdk2, Collection Split - #1 3 SPUT/Collection overview time signature

IFS Cther statistics SaL Columns

Quick View Waits Wait bucket totals Objects watted on Holders SOL statistics Bad Cument Waits Sttuations Physical disk 1/0s Logical DB
General:
Threads/tasks using CPL: 11885 Interval: 1
Threads/Aasks idle: 30158 CPU utilization: 43.55%
Threads/tasks waiting on objects: 3167 CPU time: 11.254 minutes
Threads/tasks with holder identified: | Interval duration:  30.921 seconds
Temp storage job allocations (GB): 316.39521 Interval end: 2018-01-30-11.33.45.733000

Threads/tasks: Max [] Exclude jobs not in cument wat ~ Fiterby: |14 - Machine level gate seralization v

Job name/user/number: thread 1D Current wait Current or Current wait enum and descri|Dispatched |Dispatched |CPU queueing »
(OBJMAME) duration last (WAITINFO) CPU CPU counts  |(seconds)

(usecs) wait bucket (seconds) |per second |(TIMEOZ)
(CURRWTDUR) |(BLOCKECKT) (TIMEQ1) (COUNTROT)
JOBB3 / QPGMR / 676029: 00000876 11,882,003 14 (2) Qu gate - high perfor... .0080 6830 .000¢
JOB983 / USR153 / 675939 Q0000ESE 12,493,482 14 (2) Qu gate - high perfor... 0259 8860 0003
JOB1004 / QPGMR / 540874: 00000207 12,041,464 14 (2) Qu gate - high perfor... 0021 6323 .000¢
JOB1005 / QPGMR. / 540885 00000841 12,044,394 14 (2) Qu gate - high perfor... 0369 Agg7 .000¢
JOBSG3 / QPGMR / 541347 00000544 12,034,755 14 (2) Qu gate - high perfor... 0096 5846 000!
JOBSG4 / QPGMR / 540406 00005380 12,031,272 14 (2) Qu gate - high perfor... 0171 2439 0018
JOB1007 / QPGMR / 540820: 00000C3E 12,049,513 14 (2) Qu gate - high perfor... d122 2213 001t
JOB243 / USR39% / 676017: 0C00009CA 11,880,827 14 (2) Qu gate - high perfor... 3700 6830 000!
JOBSG3 / QPGMR / 341418: 00001057 12,027,956 14 {2) Qu gate - high perfor... 0314 2079 002«
JOBBS / QPGMR. / 676047: 000004FB 11,860,923 14 (2) Qu gate - high perfor... A015 5858 .000¢
JOBB3 / QPGMR / 673966: 00000CET 11,884,355 14 (2) Qu gate - high perfor... 1674 2819 001
JOBS63 / QPGMR / 676044, 00000664 11,885,493 14 (2) Qu gate - high perfor... 3044 2845 001%
JOB243 / USR39%9 / 676016 00000T9F 11,886,350 14 (2) Qu gate - high perfor... A116 5255 .000¢
JOBB3 / QPGMR / 676014: 0000009E 11,895,585 14 (2) Qu gate - high perfor... A566 B8E3 000!
JOBA973 / USR34% / 664515 00004FD1 16,522,051 14 (2) Qu gate - high perfor... AT89 7381 000 w
< >
1-160f 35

Interval Summary - Waits

Some of the less obvious fields are described below:

Max

Use this text box to increase/decrease the number of jobs shown in the list. Type a
new value and press enter to rerun the query.

Exclude jobs not in
current wait

If this option is unchecked, then all jobs that contain data in the selected wait bucket
are shown for the interval.

If this option is checked, then only jobs that were in the selected wait bucket during
the current wait (the wait that occurred at the end of the interval when the JW
shapshot was taken) will be shown.

Sort and filter by

This contains a list of all wait buckets available. Picking one of these wait buckets
will sort and filter by the desired wait bucket and only show jobs in the list that

experienced the selected wait bucket (or CPU) time.

Tip: Users can right-click a job in the list for additional options:
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Threads./tasks: Max |10 [] Exclude jobs not in cument wait ~ Fiterby: | 14 - Machine level gate seralization ~

Current wait Current ar
duration
(Usecs)

(CURRWTDUR]) |(BLOCKBCKT)

Job namejuser/number: thread ID
{OBINAME)

Current wait enum and descrijDispatched
(WAITINFC) CPU
(seconds)
(TINMEQT)

007 I

JOB&3 / QPGMR J 676029 00000876 ! )
JOB983 / USR153 / 675939: 00000BSE Thread wait time signature for JOB&3 / QPGMR /7 676025: 00000876 )

JOB1004 / QPGMR / 540874: 00000207 Selected Threads ,
JOB1005 / QPGMR / 540835: D0000BAT Rankings filtered by selected Threads s !
JOB963 / QPGMR / 541347: 00000544 Dicotan call stack F
JOB984 / QPGMR / 540406: 00005380 Isplay call stac

JOB1007 / QPGMR / 540620: D0000CSE All graphs/reports »

Drill-down example from Interval Summary — Waits

33.4 Wait bucket totals

This interface shows all wait buckets (except reserved ones) in the list with several metrics as follows:

Results:

Wait bucket |Wait bucket description Total bucket Total Average wait |C0ntributing
numkber (BUCKETDESC) time occurrences  [time Jobs/tasks
(BUCKET) (seconds) (BUCKETCMT) |(seconds) (BEUCKETIOES)

[TOTEUCKETTIME]) [AVGWAIT)

1 Dispatched CPU 1,918.1810 2,523,995 000759 11,303
2 CPU queueing 36.7418 2,523,994 000014 11,799
4 Other waits 204 488.5323 1,016,926 289586 11,022
5 Disk page faults 260.7024 115,044 002248 1,990
& Disk non fault reads 2220426 79,835 0o2yez 939
7 Disk space usage contention 0180 1,955 000009 590
g Disk writes 281.6200 255,744 001101 1,358
10 Disk other 601.9860 73,352 008206 586
11 Journaling 818.4982 475,740 001720 627
12 Semaphore contention 10,384.6604 17 610.862377 335
13 hutex contention 1.3657 172 007934 132
14 Machine level gate serialization 5,768.4202 115,293 050032 5,252
15 Seize contention 1104101 28,638 003855 1,610
16 Database record lock contention 3440350 6,883 049883 554
17 Chbject lock contention 107.2275 368 291379 151
25 Socket receives 16,590.1735 3,438 4825530 846

Interval Summary — Wait bucket totals

33.5 Objects waited on

The Objects waited on tab displays information about the wait objects that were detected by Job Watcher
for the jobs/threads running on the system in a single interval. Sometimes the current job may be waiting
for another job to release its lock on the object.

An example of this interface is:
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Guick View Waits Wat bucket totals Objects wated on  Holders SQL statistics Bad Cument Waits  Stuations  Physical disk 1/0s  Logical DB IFS Other statistics SGL  Columns

General:
Threads/tasks using CPU 11885 Interval “r
Threads/tasks idle 30159 CPU utilization: 48.59%
Threads/tasks waiting on objects: 3167 CPU time: 11.294 minutes
Threads/tasks with holder identffied: K]l Interval duration:  30.921 seconds
Temp storage job allocations (GB): 316.3521 Interval end: 201801-30-11.33.459.733000

Threads waiting on objects: Mazx [ Include segments Fiterby: |14 - Machine level gate senalization

Job namejuser/number: thread 1D Current wait Current or Current wait enum and descrijWait object |Wait object name Object type Segment type and descri ~
(OBJNAME] duration last (WAITINFO) library (WOOBJNAM] and (SEGINFO)

(usecs) wait bucket (WOOBJLIB) description
(CBJINFO)
JOB10 / USR22 / 675240: 00000C79 18,727,327 (2) Qu gate - high perfor... QJRDWH 0901-JOURNAL 20C5-JOURNAL RESERV
J0OB221 / USR5 / 118137 00000001 16,846,784 14 (2) Qu gate - high perfor..  LIB8 QIRDWH 08071-JOURNAL 20C5-JOURNAL RESERVI
JOB221 / USR5 / 118106: 00000001 16,840,817 14 (2) Qu gate - high perfor..  LIBS QIRDWH 08071-JOURNAL 20C5-JOURNAL RESERVI
JOB221 / USR5 / 118133: 00000001 16,818,154 14 (2) Qu gate - high perfor..  LIB8 QIRDWH 0801-JOURNAL 20C5-JOURNAL RESERVI
J0OB221 / USR5 / 050255: 00000361 16,805,877 14 (2) Qu gate - high perfor..  LIB2 QIRDWH 09071-JOURNAL 20C5-JOURNAL RESERVI
JOB221 / USR5 / 118094: 00000001 16,801,618 14 (2) Qu gate - high perfor..  LIB8 CURDWH 08071-JOURNAL 20C5-JOURMNAL RESERVI
JOBS22 / QPGMR / 540647: 00005711 16,688,016 14 (2) Qu gate - high perfor..  LIB8 QIRDWH 08071-JOURNAL 20C5-JOURMNAL RESERVI
JOBS73 / USR349 / 664515: D0004FD1 16,522,051 14 (2) Qu gate - high perfor..  LIBS QIRDWH 08071-JOURNAL 20C5-JOURNAL RESERVI
JOB&T7 / USR347 / 670538: 000008A0 16,456,691 14 (2) Qu gate - high perfor..  LIB2 QIRDWH 0801-JOURNAL 20C5-JOURNAL RESERVI
DbpmServeri41: 3094 16,161,887 14 (2) Qu gate - high perfor... PORDER PORDER 0C90-DB2 ACCESS PATH 0001-BASE MI SYSTEM ¢
JOB243 / USR399 / 673543: 00000403 16,158,302 14 (2) Qu gate - high perfor... PORDER PORDER 0C90-DB2 ACCESS PATH 001C-MACHIMNE INDEX F
JOB221 / USR5 / 118088: 00000001 15,356,341 14 (2) Qu gate - high perfor..  LIB2 QIRDWH 09071-JOURNAL 20C5-JOURNAL RESERVI
JOB221 / USR5 / 118129: 00000001 15,308,851 14 (2) Qu gate - high perfor..  LIB2 QIRDWH 09071-JOURNAL 20C5-JOURNAL RESERVI
JOBY70 / QPGMR / 540175: 000000F1 12,694,286 14 (2) Qu gate - high perfor..  LIBS QIRDWH 08071-JOURNAL 20C5-JOURMNAL RESERVI
JOBT0 / QPGMR / 540541: 000012DC 12,608,132 14 (2) Qu gate - high perfor..  LIBS QIRDWH 08071-JOURNAL 20C5-JOURMNAL RESERVI
< >
1-160f 35

Interval Summary - Objects waited on

Tip: If you want to include segments waited on in the output, then check the “Include segments”

checkbox.

On the Objects waited on page, the list contains all waiting jobs with a wait object identified where the
type of wait occurring matches the one shown in the filter by drop-down list.

Note: If the drop-down list is set to Dispatched CPU or CPU queuing then all jobs that had a wait object

are shown.
The list of jobs waiting on objects contains the following fields:
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Column Description

Job This is the complete job name/user/number: thread ID or task name that is waiting on
name/user/number: |the object.

Thread 1D

Current wait
duration (usecs)

This value is the current wait duration (in microseconds). This is how long the job
has been waiting on the object to become available. The type of wait is shown in the
next column

Current or last wait
bucket

Lists the wait bucket

Current wait enum
and description

This shows the wait enum (number identifying a specific type of wait), and eye
catcher (a SLIC code used to identify different types of waits) and a description of the
enum.

Wait object name

The name of the wait object. If the wait object is a file this will contain the library and
filename.

Obiject type and
description

This field contains the wait object type and description.

Segment type and
description

This is the segment type code and description.

Record number if
DB record lock
conflict

If the wait type happens to be a record lock, then this field shows the record number
where the record lock occurred.

Holding job or task
information

This is the job name/user/number (without thread ID) of the holder job. This is the
job that is holding/locking the object the current job is waiting on. A holder job will
not always be present.

Tip: If a Holder is present, a Holder menu will appear on a right-click.

33.6 Holders

The Holders page is very similar to the Objects waited on page except it only shows jobs in the list that
had a holder job. The drilldown options are like the ones described previously under the Objects waited
on section.

SPLIT/Collection overview time signature Interval Summary: Library Ibmdk2, Collection Split - #1 EJ SPLIT/Holder chase for interval 5 - #1

Quick View Waits Watt bucket totals Objects waited on  Holders  SQL statistics  Bad Cument Waits  Stuations  Physical disk 1/Os  Logical DB IFS Cther statistics SGL  Columns
General:
Threads/tasks using CPL: 11885 Interval: 4
Threads/tasks idle: 30153 CPU utilization: 48.59%
Threads/tasks wating on objects: 3167 CPU time: 11.294 minutes
Threads/tasks with holder identified: A Interval duration:  30.921 seconds
Temp storage job allocations (GB): 316.3921 Interval end: 2018-01-30-11.33.45.733000
Holders (at end of interval): ~ Max Fiter by: |14 - Machine leve! gate seralization -
Job name/user/number: thread ID Holder job or task name Current wait Current or Current wait enum and descrij\Wait object |Wait obje
(CBJNANE) (HTASKMNAME] duration last (WAITINFO) library (WOOBJMN
(usecs) wait bucket (WOOBJLIE)
(CURRWTDUR) |(BLOCKBCKT)
JOB243 / USR399 / 675543: 00000A05 JOBS63 / QPGMR / 541372: 00000F25 16,158,302 14 (2) Qu gate - high perfor... PORDER
JOB1003 / QPGMR. / 540220: 0000014C JOBB3 / QPGMR / 549820: 00000EDT 12112111 14 (2) Qu gate - high perfor... WOACTE
JOBS64 / QPGMR / 542070: 00001304 JOBB3 / QPGMR. / 548820: 00000EODT 12,022,483 14 (2) Qu gate - high perfor... WOACTS
QPADEVO46) / USR295 / 659999: 0000116F JOBB3 / QPGMR. / 649820: D0000EDT 11,850,508 14 (2) Qu gate - high perfor... WOACTB
JOBY78 / QPGMR / 540160: 00001378 JOBS63 / QPGMR / 541372: 00000F25 7,947,184 14 (2) Qu gate - high perfor... PORDER
JOBS78 / QPGMR / 540169: 000007B0 JOBZ63 / QPGMR / 541372: 00000F23 7,836,309 14 (2) Qu gate - high perfor... PORDER
JOB&76 / USR336 / 670537: 0000184F JOBB3 / QPGMR / 666733: 00001447 14,240 14 (2) Qu gate - high perfor... PKWORK

Interval Summary - Holders
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33.7 SQL statistics

This interface provides summarized metrics relating to SQL for the entire collection in the specified time
interval. Note: Additional metrics exist in the Job Watcher data but are not shown here because of
problems with the data in the OS.

Quick View Wats  Wait bucket totals  Objects watedon  Holders  SOL statistics  Bad Cument Waits  Stuations  Physical disk 1/C
General:
Threads/Aasks using CPL: 11885 Interval: PR
Threads/tasks ide: 30159 CPU utilization: 43 59%
Threads/tasks watting on objects: 367 CPU time: 11.2594 minutes
Threads/tasks with holder identified: k]| Interval duration:  30.5921 seconds
Temp storage job allocations (GB): 316.351 Interval end: 2018-01-30-11.33.45.733000
SQL statistics:
Description Taotal Rate per
(DESC) (TOTCNT) |second
(RATED)
SQL logical reads 372730 12,034..
Mative DE file full opens 128115 4,168.65
SQOL statements executed 41,2459 1,331.78
Fully opened SQL cursors 2,685 86.68
Psuedo closed SQL cursors 1,900 61.34
SQL logical updates and deletes 147 4.74
SaL logical writes 70 2.26
SQL PAS compressions o o
SQL package compressions o o
sQL-file full opens o o
SQlL-file pseudo opens o o

Interval Summary — SQL statistics

33.8 Bad Current Waits

The Bad Current waits tab shows the jobs that were experiencing a known “bad” or “interesting” type of
wait at the end of the interval.

Note: This tab will only appear if the Collection summary analysis has been ran!
For 7.1 the wait bucket numbers included are: 5, 6, 7, 8, 9, 10, 11, 14, 15, 16, 17, 18, 19, 31, 32.
For 7.2 and higher the wait buckets are the same as at 7.1 but also includes #20.
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Interval Summary: Library Ibmdk2, Collection Split - #1 [

Threads/tasks with holder identified: K]
Temp storage job allocations (GB):

316.3521

Interval duration: ~ 30.921 seconds

Interval end:

2018-01-30-11.33.453.733000

Quick View Waits Wai bucket totals  Objects watedon  Holders SQL statistics Bad Cument Waits  Siuations  Physical disk [/0s  Logical DB IFS  Other statistics SGL  Columns
General:
Threads/tasks using CPU: 11889 Interval: i
Threads/tasks idle: 30159 CPU utilization: 48.55%
Threads/tasks waiting on objects: 3167 CPU time: 11.294 minutes

Taskcount 2196/

Object lock contention

1,943,672

(117) Lock: exclusive no re...

Results: Max
Job name/user/number: thread ID Current wait Current Wait bucket description Current wait (enum) descripticTask count {uniquely
(OBJMNAME] time wait (BUCKETDESC) (WAITINFO) identifies
(microseconds) |bucket a task/thread)
(CURRWTDUR) |(BLOCKEBCKT) (TASKCOUNT)
JOBS8S / USR371 / 670690: D000047E 19 32 Abnormal contention (40) QuGateB, generic Qu... 22,804,727
LDDPST: 22728613 10,005,620 32 Abnormal contention (40) QuGateB, generic Qu... 22,728,813
JOB127 / QPGMR. / 541150: 00000DAC 336,558 17 Object lock contention (117) Lock: exclusive no re.. 22,589,425

QDBSRV4eG / QSYS / 115135 00000001 17 Object lock contention (114) Lock: shared read o.. 6,146
JOB1005 / QPGMR. / 540890: 00000AAT 4,300,068 16 Database record lock contention (123) DB record lock: weak 22,587,991
JOB1007 / QPGMR / 541087: D00012BE 18,521,913 16 Database record lock contention  (111) DB record lock: upd... 22,589,276
JOB983 / USR153 / 669527 D0000E3T 36,242,230 16 Database record lock contention (111) DB record lock: upd... 22,802,391
JOB116 f QPGMR. / 658236: 0000100F 10,728,074 16 Database record lock contention  (123) DB record lock: weak 22777775
JOB116 / QPGMR. / 658358: 0D000CE1 11,487,127 16 Database record lock contention (123) DB record lock: weak 22,778,002
JOB116 f QPGMR. / 5414086: 00000BA4 11,641,348 16 Database record lock contention (123) DB record lock: weak 22,582 131
JOB116 / QPGMR. / 643745: 00000ABC 9,749,152 16 Database record lock contention (123) DB record lock: weak 22,743,782
JOB116 f QPGMR. / 651635: 00000D94 3,833,019 16 Database record lock contention (123) DB record lock: weak 22,781,211
JOBBE / QPGMR / 652089: D0000ESD 10,793,708 16 Database record lock contention (123) DB record lock: weak 22,762,799
INR11A { OPGKR F ARTIZA NDNNNATS A OR? AGT 1A MNatahase rarard lack cantentinn 112201 DR racard lnck weale 22 7GT A1R
L4 >
1-150f 35

Interval Summary - Bad Current Waits

From the list the user can right-click the desired job and pick one of the “Selected Thread” drill down
graphs to graph the job’s data over time or view the call stack.

33.9 Situations

The Situations tab displays jobs that were detected by Situational Analysis as experiencing one or more
problems.

Note: This tab will only appear if the Collection summary analysis has been ran.
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SPLIT/Collection overview time signature Interval Summary: Library Ibmdk2, Collection Split - #1 EJ

Quick View Waits Wait bucket totals  Objects waited on  Holders  SOL statistics  Bad Cumert Waits = Situations P

General:

Threadstasks using CPL: 11889 Interval:

Threads/tasks idle: 30159 CPU utilization: 43 55%

Threads.tasks waiting on objects: 3167 CPU time: 11.2534 minutes

Threads/tasks with holder identified: 31 Interval duration:  30.921 seconds

Temp storage job allocations (GB): 316,391 Interval end: 2018-07-30-11..
Results: Max

Performance |Job name/user/number: thread ID Task count {uniquely |Total Job gro
situation (OBIMAME) identifies (TOTAL) |(0=thre:
0] a task/thread) 1=job, €
(SITID) (MTASKICOUMNT) (JOBGRF

1 IOB172 f USR182 / 673626; 000008EC 22,813,218 1

L | 11: Journal cache could help performance FH}FEIE 22,813,230 1

10 JOBYY f QPGME [/ 540572 00000073 22,586,876 1

10 IOB77 / QPGMER. / 636%61; 000010DE 22,730,405 1

10 JOBTT f QPGMER f 6o7o42; 00000B5E 22,798,281 1

10 JQBTT / QPGMER. f 667764: 00000TFE 22,798,523 1

10 JQOBTT f QPGMER f 676045: 000004ED 22,813,960 1

10 IOB77 / QPGMR f 676120: 00000ASF 22,814,078 1

7 JOB&S2 f OQTMHHTTP / 539288: 00000D2E 22,578,310 1

10 JOBS854 f QPGMR f 661234: 0000061C 22,784,010 1

Interval Summary - Situations
Tip: You can put your mouse over the situation ID column to get a description of the situation.

From the list the user can right-click the desired job and pick one of the “Selected Thread” drill down
graphs to graph the job’s data over time or view the call stack.

33.10 Physical disk 1/0s

This interface provides summarized metrics relating to page allocations and physical disk 1/Os for the
entire collection in the specified time interval.
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SPLIT/Collection overview time signature Interval Summary: Library lbmdk2, Collection Split - #1 EJ
Quick View Watts Wait bucket totals  Objects wated on  Holders  SQL statistics  Bad Cument Waits  Situations  Physical disk 1/0s
General:
Threads.tasks using CPLI: 11889 Interval: PR
Threads.tasks idle: 30159 CPU utilization: 438 55%
Threads/tasks waiting on objects: 3167 CPU time: 11.254 minutes
Threads/tasks with holder identified: £h| Interval duration:  30.521 seconds
Temp storage job allocations (GB): 3163521 Interval end: 2018-01-30-11.33 45 733000
Results:
Description Total Rate per
(DESC) (TOTCNT) |second
(RATED)
Pages deallocated 5,949 794 224.383.81
Page frames requested 6,825,013 220,355.08
Pages allocated 6,806,660 219,762.53
Page frames released 6,549 917 211,473.22
Asynchronous DB reads 951,956 31,058.09
Asynchronous DB writes 493 305 15,927.04
Synchronous DB writes 147,143 475071
Waits for asynchronous writes 135,446 4373.06
Synchronous DB reads 125,099 4038.99
Synchronous Mon-DB reads 121,973 3,938.06
Page faults 100,847 3,255.98
10 pending page faults 74,081 2,391.80
Asynchronous Mon-DB writes 39,559 1,277.21
Synchronous Non-DB writes 38,808 1,252.97
Asynchronous Non-DB reads 544 17.56

Interval Summary — Physical disk 1/0s

33.11 Logical DB

This interface provides summarized metrics relating to Logical I/Os for the entire collection in the specified
time interval.
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SPLIT/Collection averview time signature Interval Summary: Library Ibmdk2, Collection Split - #1 3
I Quick View Watts Wait buckettotals Objects wated on  Holders  SQL statistics  Bad Cument Waits  Stuations  Physical disk 1/0s  Logical DB |Fe
| General:
T Threads.tasks using CPLU: 11889 Interval: ol
; Threads-tasks idle: 30159 CPU utilization: 43.59%
| Threads/tasks waiting on objects: 3167 CPU time: 11.254 minutes
I Threads.tasks with helder identified: k3| Interval duration:  30.921 seconds
;.' Temp storage job allocations (GB): 316.3521 Interval end: 2018-01-30-11.33.49.733000
I Results:
i
4 Description Total Rate per
\ (DESC) (TOTCMT) |second
| (RATED)
|| Reads 33,139,3.. 1,069,949.32
1 MNon reads/writes (All Others) 1,852,538 58,811.77
¥ Writes 695,134 2244337
| Rollbacks 241 7.78
¥ Commits 9 .29
q Updates o o
A Deletes o o
| Forced end of data o o
¥ Opens o 0
1 Closes ] 0
X Index rebuilds 0 0
A Sorts o o
§

Interval Summary — Logical I1/0s

33.12 IFS

This interface provides summarized metrics relating to the IFS for the entire collection in the specified
time interval.
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SPLIT/Collection averview time signature Interval Summary: Library Ibmdk2, Collection Split - #1 3

l
| Quick View Waits Wait buckettotals Objects watedon  Holders SQL statistics  Bad Cument Waits  Sttuations  Physical disk 1/0s  Logical DB IFS
| General:

L Threads/tasks using CPL: 11889 Interval: A

|.I Threads/tasks idle: 30159 CPU utilization: 43.59%

| Threads/Aasks waiting on objects: 3167 CPU time: 11.294 minutes

I Threads.tasks with holder identified: K} Interval duration:  30.921 seconds

'|I Temp storage job allocations (GB): 316.3921 Interval end: 2018-01-30-11.33.45.733000
| Results:

J

i Description Total Rate per

\ (DESC) (TOTCNT) |second

| (RATED)

r Lookup cache hits 273,297 B,823.77

] Opens 12,038 388.60

[ Symbolic link reads 1,324 42,74

[ Directory reads 432 13.04

[ Lookup cache misses 380 12.26

! Maon-directory creates 79 2.55

5 Man-directory deletes 37 1.19

I Directory creates 18 51

i Directory deletes 0 0

Interval Summary - IFS

33.13 Other statistics

This interface provides summarized metrics relating to the 5250 transactions, stream file 1/Os and more
for the entire collection in the specified time interval.
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SPLIT/Collection overview time signature Interval Summary: Library Ibmdk2, Collection Split - #1

General:

Threads.tasks using CPL: 11885
ThreadsAasks idle: 30159
Threads./tasks watting on objects: 3167

ThreadsAasks with holder identffied: K]

Quick View Waits Wait bucket totals  Objects waited on

Holders SO statistics

Interval:
CPU utilization:
CPU time:

Interval duration:

Situations  Physical disk 1#0s  Logical DB IFS Cther statistics  SQL

ek

48.55%
11.294 minutes
30.921 seconds

Interval Summary — Other statistics

Temp storage job allocations (GB): 316.3521 Interval end: 2018-01-30-11.33.45.733000
Other statistics:
Description Total Rate per
(DESC) (TOTCNT)  |second
(RATED)
Display I/O response transactions time (ms)  107,047,.. 3,456,188..
Stream file reads 17,029 549,80
Stream file writes 2937 04,82
Display /O response transactions 420 13.56
Jobs submitted 114 3.68
Spool files created 66 213
Binary overflows 4 Az
Decimal overflows 4 Az
Float overflows o 0
Wait to ineligible transitions 0 0
Active to ineligible transitions o 0
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34 Interval Details Interface

This interface provides information about a thread or task during an interval. The information provided
includes the call stack, wait object, holder job, wait buckets, physical disk I/Os, IFS statistics, SQL
statements, logical I/Os and more.

Tip: See the previous section for more information on the Quick View tab.

34.1 General Section

The interval details property pages contain a section at the top that is consistent for all tabs except Quick
View, SQL and Columns. This section allows the user to consistently see required data about the thread
or task when viewing any of the property pages.

An example of this section is:

Quick View Call stack Waits  Objects waited on ~ Physical disk 110z Logical DB IFS J3JVM  SQL A Client  Other statistics  SQL

General:

Pimarythread:  [JOB&3/ QPGMR / 676025: 0000076 | Intenal o TR
Job subsystem: JOBSES45 Job status:  RLUN Job function: PGM-PGM1622 Job CPU % O Paol: &
Cument uger profile: QPGMR Cument state: WAIT Priorty (XPF/LIC):  20/160 Original LIC: 176
Current or last watt:  (2/0Ga) Qu gate - high performance, low-overhead ser Wait duration: 11.882 seconds

Object watted on: LIB&/QJRDWH Interval duration:  31.005 seconds

Holding job ortask: Mone detected this interval Interval end: 2018-01-30-11.33.49. 733000

SQL client job: Mone detected this interval Temp storage (MB): 7274 / 72 74 |peak)

Some of the less obvious data is described below:
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Option

Description

Primary thread,
secondary thread
or system task

This label of this first field varies depending on the type of thread or task.
This field simply shows the job name/user/number and thread ID or the system task
name and taskcount.

Tip: You may click this field to drill down into one of the Selected Thread graphs.

Interval

These buttons allow you to navigate through the intervals for the current job.

2|

4 or ﬂ Move to the previous or next interval where a QAPYJWTDE record
exists. Since Job Watcher only collects these records when CPU was used, gaps
may exist in the data and these buttons allow you to quickly jump over these gaps.

Refresh the data for the interval given in the text box.

M These buttons increase or decrease the interval number to the next or prior
one.

Job status

The status indicates what the job/thread was doing when the call stack was captured.
The possible field values are the same as those for the Status field in
WRKACTJOB'’s help text.

Current state

Indicates the running or waiting state for the thread. The possible values are: RUN,
CPUQ or WAIT

Current or last wait

Contains the ENUM and eye catcher as well as the enum description.
The enum uniquely identifies the type of wait.

Wait duration

The duration of the current wait.

Object waited on

The name of the object waited on. Several drill down reports are available based on
the wait object by clicking this field. These reports indicate how many times the wait
object was detected and by which jobs.

Holding job or task

If provided, this field contains the holder job or job that is most likely preventing the
current job from using CPU. A holder job could have another job holding it. You can
click this field to drill down into the holder job via the Selected Thread menu options.

Interval end The timestamp marking the end of the interval. This is the time (or very close to)
when the call stack was taken.
SQL client job This is primarily used to indicate the job that is causing the current QSQSRVR job to

perform work. Typically, you will see no value in this field unless you are viewing a
QSQSRVR job.

34.2 Call Stack

The Call Stack panel helps tell you what the job/application was doing at the end of the Job Watcher

interval.

The stack can be up to 1000 levels deep and provides complete information about the program/module
/procedure for each level. Call stacks are also provided for J9 (Pase) jobs. These have a different look to
them as the data must be retrieved from a separate file for J9 call stacks.

Above the call stack you may notice a label that indicates how many holder call stacks were collected.
This is an unintended feature of Job Watcher where call stacks are collected for holder jobs. If a holder
job is holding up many waiter jobs a call stack can be collected of the holder job for every waiter. These
are of the holder job for the same interval but at different very slightly different instances in time (perhaps
less than a microsecond apart). Most of these stacks are going to be identical and there is currently no
way to view these (you just see the 15t one). But the fact that this many holder stacks were collected
gives you a strong indicator of how many jobs this job was ‘holding up”.

An example of this interface is:




SPLIT/Collection overview time signature

SPLIT/Machine level gate serialization rankings by thread: F...
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Interval Details: Library Ibmdk2, Collection Split - #1 [

Quick View Callstack Waits Objects waited on  Physical disk [#0s  Logical DB IFS J9JVM  SOL/Client Otherstatistics 50L  Columns
General:
Prmarythread:  [JOBG3 / GPGNIR / 676025: 00000876 | itenal o CERENC
Job subsystem: JOBSBS45 Job status:  RUN Job function: PGM-PGM1622 Job CPU % 0 Pool: &
Current user profile:  QPGMR Cumert state: WAIT Priority (XPF/LIC):  20/160 Qriginal LIC: 176
Current or last wait:  (2/QGa) Qu gate - high pefformance, low-overhead ser Wait duration: 11.882 seconds
Object waited on: LIB2/QJRODWH Interval duration:  31.005 seconds
Holding job ortask: Mone detected this interval Interval end: 2018-01-30-11.33.49.733000
SGL client job: Mone detected this interval Temp storage (MB): 72.74 / 72,74 (peak)
Call stack contents: Advanced w Include LIC  Stack frames: 35 Save
Call Program |Program Module Procedure Offset LIC statement
level maodel number
& 001 LIC qutde_black_trace Q00000FS 248
&% 002 LC slowLock__10QuGateCodeFQ2_2QuilockModelUIN32Q2_STDQSEnum4Enum 000004FC 1276
am 003 LIC #journal Q0004BDC 19420
an 004 LIC #dbdelim 00004298 17048
& 005 LIC #dbdelen Q0001B50 6932
&5 006 LIC #cfmir 000000EE 232
&5 007 LIC syscall_a_portal 00000148 328
& 008 ILE QDEUDR QDEUDR QDBUDR Q00023E0
&5 009  LIC cblabranch 000001D0 464
& 010 LIC aiuser_program_call_portal 000000C0 192
& 011 ILE QRMNXIO QRMNXDEIO _QRMX_DB_DELETE 00000458
5w 012 ILE LIB3/PGMST MODE4 P4450 QO000FTS
&n 013 ILE LIB3/PGMZ28 MOD26 P3429 Q0000ACA
an 014 ILE LIB3/PGME3 MODA5 p2338 Q0001D1C
sn 013 ILE LIBE3/PGME3 MODA5 P131 00000284
S 06 10 rhlahranch MONIND - 464
<
Interval Details — Call Stack

A table that describes the options on this page (under the General section) is shown below:




IBM iDoctor for IBM i

Option Description
(Call stack mode) |This option controls the number of columns displayed for the call stack with varying
drop-down box levels of complexity. It contains these choices:

- Basic - Shows the call level, model, program, module and procedure
- Detailed — Basic + Offset, LIC statement number
- Advanced — Detailed + 4 addresses

Include LIC Uncheck this box to remove LIC call levels from the call stack

Label A label after the drop-down box indicates some additional information about the call

stack. The reason collected labels all indicate the call stack was captured for a job

that did not use CPU in the current interval, but it was captured anyway for one of the

reasons listed.

- Stack frames (number of call levels)

- Reason collected: Holder (call stack was collected because it is a holding
another job)

- Reason collected: Waiter (call stack was collected because it is held by another
job)

- Reason collected: Bad wait (call stack was collected because the job was stuck
in a bad wait)

Save Click this button to save the call stack to the current systems Job Watcher repository.
Tip: These saved call stacks are retrievable later from the Job Watcher -> Data
repository folder.

If you wish to include all intervals and not just the single call stack for the current
job/thread then check the “Include all intervals” checkbox in the window below.

B saveto Repository O x

This option allows you to save the current call stack and/or job's runfwait time signature to a
data repository of your choice for review later in the Data repository folder.

Description:

JOBE3 / QPGMR / 676029: 00000876

[Ulinclude all intervals (saves runjwait ime signature) Save to current system

Save Cancel

Save to Repository Window

34.2.1 Display Full Procedure Name

If there is a particularly long procedure name in the stack (they can be many hundreds of characters long)
and you need to see the entire name, you can right-click the row where the procedure is found and
choose the Display Full Procedure Name menu.

o 019 LIC __dt_15DbopStuffkeeperFy

F:q 020 DbopExecuteOptimizerfgg PEr R TR

& 021 LIC dbmaint Call stack reports

aw 022 LIC Fcfmir I Display Full Procedure Name I
g 023 LIC syscall_A_portal —

B nma nr AAEEAEIRNANR AT ALY S AT RIRRAA IRTEARARCR Record Cuick View

Display Full Procedure Name menu
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34.2.2 Call Stack reports

If you wish to know how frequently a program/procedure in the stack was found in other call stacks in the
collection, you can right-click (1 or more) selected rows from the call stack and a menu option is displayed
giving you several ways to look for that same call-level information in other jobs in the collection.

If you select one 1 row of the call stack, then the query will look for only call stacks that contain the
traceback table address of the entry selected. If you select multiple rows, then all traceback table
address entries for those call levels selected must exist to be returned in the resulting reports.

AIUSET_1 Oy arm_Ltdi_por Ll UULUUULY 19
QRMXIO QRNXDEIO _QRNX_DB_DELETE 000004358 | ‘
LIBS/PGMST MOD6B4 P4450 T
LIB3/PGM28 MOD26 P3420 Call stack reports b Total eccurrences: all intervals
LIBS/PGMSE3 MODS5 p2838 Display Full Procedure Name Total eccurrences: this interval
LIBS/PGME3  MODS5 P131 Recerd Quick View Total eccurrences: by job
d?labra c Total eccurrences by offset: all intervals
—— ° Total for this job/task: all interval
LIBS/PGMET  MODSS 5203 Find... otal eccurrences for this job/task: all intervals
LIBS2/PG.. MOD1108 P2580 Save N Jobs with this cccurrence: this interval
LIBE2/PG... MOD1108  P3412 Jobs with this cccurrence: all intervals
LIBS2/PG.. MOD1108  P623 Set Font... Occurrences by interval
:jul:::i Preferences... Occurrences by interval for this job/task
LIB70/PG.. MOD1436 PSQ?‘I_ ?earclh (joog!efor T‘MSD Jobs and programs (14 levels) calling the selected pgm/procedure:

Call Stack Reports Menu from Interval Details — Call Stack

PLEASE NOTE: None of these call stack reports return any data for J9 JVM call stack levels.

34.2.2.1 Total occurrences: all intervals

This report looks for the desired call stack entries in the entire collection and counts the total occurrences.

SPLIT/Collection overview time signature SPLIT/Machine level gate serialization ranki... Interval Details: Library Ibomdk2, Collection..,  SPLIT/Total occurrences: all intervals for ...

Library Collection Total Program |Program Module Procedure Procedure |Traceback
name name (TOTAL) |library name name (PROCNAME) |type table
(LIEMNAME] | (MBRMNAME]) (PGMLIE) |(PGMMNAME] |(MODMNAME) (PROCTYPE) |address
(TETADDR])
IBMDK2 SPLIT 29 LIBS PGMS57 MODe4 P4450 1 3895B8D2DDO0O3EBGD

Total occurrences: all intervals

34.2.2.2 Total occurrences: this interval
This report is the same as the previous one except it only looks for matches for the current interval.

] SPLIT/Collection overview time signature SPLIT/Machine level gate serialization ranki.. Interval Details: Library Iomdk2, Collection..,  SPLIT/Total occurrences: this interval for... B3
I

! Library Collection Total Program |Program Module Procedure Procedure  |Traceback
\ name name (ToTAL) |library name name (PROCNAME) |type table
| (LIBNAME]) [(MBRMAME) (PGMLIB) |(PGMMAME]) |(MODMNAME] (PROCTYPE) |address
(TETADDR)
IBMDK2 SPLIT 4 LIBS PGM5T MODGE4 P4450 1 3895B8D2DDO3EBGD

Total occurrences: this interval

34.2.2.3 Total occurrences: by job

This report looks for the desired call stack entries in the entire collection and counts the total occurrences
on a per job basis.
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SPLIT/Collection overview time signature SPLIT/Machine level gate serialization ranki... Interval Details: Library lbmdk2,

! Library Collection Total Task count (uniquely |Job/task name Thread ID |G
b name name (TOTAL) |identifies (TDEJOBMAME) (THREADID) jc
I (LIBMAME) |(MBRMANE) a task/thread) ni
(TASKCOUMT) (C

IEMDEZ SPLIT
IBMDKZ SPLIT
i IEMDKZ SPLIT
IEMDEZ SPLIT
IEMDEZ SPLIT
I[EMDKZ SPLIT
IEMDEZ SPLIT
IEMDEZ SPLIT
IEMDKZ SPLIT
IEMDKZ SPLIT
IEMDEZ SPLIT
IBMDKZ SPLIT
IEMDKZ SPLIT
IEMDEZ SPLIT
IBMDKZ SPLIT
I[EMDKZ SPLIT
IEMDEZ SPLIT
IEMDEZ SPLIT
IEMDKZ SPLIT
IEMDEZ SPLIT
IEMDEZ SPLIT

22,584,324 JOBB3  QPGMR 540180 QO000000000001B62
22,814 435 QPADEVZB4FUSR52 676300 00000000000009F2
22,814,151 JOBB3  QPGMR 678212 Q000000000000 CFE
22,738,891 QPADEVOSPBUSReE 641265 0O000000000000599
22,730,210 JOB1004 QPGMR 636924  0O0Q0000000000802
22,798,371 JOBB3 QPGMR 667726 QO0000000000111A
22,813,732 JOBe3 QPGMR 675966 QOC0000000000CeT
22,583,228 JOB1005 QPGMR 539924 QO0O0000000CC001FTD
22,814,603 JOBBE QPGMR 678412 QO00000000000461
22,729,626 JOB1004 QPGMR 636860  QOOQO0000C0C000110
22,814,436 JOBG3 QPGMR 676301 CO00000000000020
22,585,231 JOB1007 QPGMR 542706  0O00000000C00T1AE
22,760,062 JOBB3Z QPGMR 651350 QO00000000001255
22,583,591 JOBS966 WUSRI133 540033 CO00000000000043
22,707,636 JOB211 USR34% 621046 0000000000000ECS
22,584,425 JOB1002 QPGMR 540220  Q00Q000000000074C
22815371 JOB100Y QPGMR 6766658  QOQ00000000006CE
22,728,526 JOB1004 QPGMR 636843  0O0O0C00000CCCO0DFD
22,587,079 JOBYYD OQPGMR 540700  QO000000000000524
22,813,933 JOBB3 QPGMR 678029 QO0000000000087E
22,587,973 JOB1004 QPGMR 540874  QO000000000000207

B T T B e e e e T T T R R R S W [ S .
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Total occurrences: by job

34.2.24 Total occurrences: by offset, all intervals

This report checks for the desired trace back table entries as well as the offset listed in the call stack (in
detailed or advanced modes) and adds up the total occurrences for each offset.

SPLIT/Collection overview time signature SPLIT/Machine level gate serialization ranki... Interval Details: Library lomdk2, Collection...  SPLIT/Total occurrences by offset: all int... E3

Library Collection Program |Program Module Procedure Offset time |Traceback Total
name name library name name (PROCMAME) |(seconds) |table (TOTAL)
(LIENAME]) |(MBRMNAME]) |(PGMLIB) |[(PGMMNAME) |(MODMAME) (OFFSET) address

(TETADDR]
IBMDK2 SPLIT LIBS PGMS5T MODGe4 P4450 00000F78  3895B8D2DDO3EBGO 29
IBMDK2 SPLIT LIBS PGMS5T MODGe4 P4450 000040B8  3895B8D2DDO3EBGO 15
IBMDK2 SPLIT LIBS PGMS5T MODGe4 P4450 00000064 3895B8D2DDO3EBGD 5
IBMDK2 SPLIT LIBS PGMS5T MODGe4 P4450 0000267C  3895B8D2DDO3EBGD 4
IBMDK2 SPLIT LIBS PGMS5T MODGe4 P4450 00000690  3895B8D2DDO3EBGD 1

Total occurrences: by offset, all intervals

34.2.25 Total occurrences for this job/task: all intervals
This reports adds up the total occurrences of the selected call stack entries but only for the current job.

SPLIT/Collection overview time signature SPLIT/Machine level gate serialization ranki.. Interval Details: Library Iomdk2, Collection...  SPLIT/Total occurrences for this job/task...[]

Library Collection Total Program |Program Maodule Procedure Procedure |Traceback
name name (TOTAL) |library name name (PROCMNAME) |type table
(LIENAME]) |(MBRMNAME]) (PGMLIE) |(PGMMNAME] |(MODMAME] (PROCTYPE) |address
(TETADDR)
IBMDEK2 SPLIT 1 LIBS PGMS57 MOD64 P4450 1 3895B8D2DDO3EBGD

Total occurrences for this job/task: all intervals
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Jobs with this occurrence: this interval
This report displays the list of jobs matching the current selection in the current time interval.

SPLIT/Machine level gate serialization ranki...

Interval Details: Library Ibmdk2, Collection..,

SPLIT/Jobs with this occurrence: this int... £

Task count (uniquely |Job/task name Thread ID |Generic Thread Current Progra
number identifies (TDEJOBMAME) (THREADID) Job status user library
[IMNTERVAL) |a task/thread) name (THRDSTATUS) |profile [PGMLI

(TASKCOUMNT) (GENJOEMAME) (CURRUPR)

5 22,584,324 JOB63 QPGMR 540180 00000000000001B2 JOBG3 RUN QPGMR  LIBS
5 22,813,732 JOBe3 QPGMR 675966  0000000000000CEY JOBG3 RUMN QPGMR LIBS
5 22,587,973 JOB1004 QPGMR 340874 0000000000000207 JOB1004 RUMN QPGMR LIBS
5 22,813,933 JOBe3 QPGMR 676029  0QOQO0Q0000000876 JOBG3 RUMN QPGMR LIBS

Jobs with this occurrence this interval

34.2.2.7

that matched.
w time signature

Interval

Jobs with this occurrence: all intervals

This report displays the list of jobs matching the current selection in the entire collection for each interval

SPLIT/Machine level gate serialization ranki...

Interval Details: Library Ibmdk2, Collection..,

SPLIT/Jobs with this cccurrence: all in

Task count {uniquely |Job/task name Thread ID |Generic Thread Current
numkber identifies (TDEJOBMAME) (THREADID) job status user
(INTERVAL) |a task/thread) name (THRDSTATUS) |profile

(TASKCOUNT) (GEMNJOBMNAME] (CURRUP)

3 22,595,231 JOB100Y QPGMR 542106  0O000QC000QO00CT1AE JOB10O7 RUM QPGMR
5 22,813,933 JOB63 QPGMR 676029 0000000000000876  JOBB3 RUM QPGMR
5 22,584,324 JOBE3 QPGMR 340180 0o000000000001E2  JOBE3 RUM QPGMR
5 22,587,973 JOB1004 OQPGMR 540874  0000000000000207 JOB1004 RUM QPGMR
3 22,813,732 JOBB3 QPGMR 675966 0000000000000C8T JOBG3 RUM QPGMR
7 22,584,425 JOB1003 QPGMR 540220  000000000000074C JOB1003 RUM QPGMR
7 22,760,062 JOBBZ QPGMR 631350 0000000000001255  JOBG3 RUM QPGMR
12 22,587,079 JOB9Y0 QPGMR 540700  0000000000000524 JOBSYO RUM QPGMR
12 22, 729626 JOB1004 QPGMR 636860  0000000000000110 JOB1004 RUM QPGMR
12 22,815,371 JOB100Y QPGMR 676868  00000000000006CEe JOBI10O7 RUM QPGMR
14 22,738,891 QPADEVOSPBUSRe6 641265 0000000000000899 QPADEVD RUMN USR&6
15 22,814436 JOBE3 QPGMR 8678301 0o00000000000020  JOBE3 RUM QPGMR
18 22,707,636 JOB211 USR349 621046 0000000000000ECS  JOBZ211 RUMN USR349
19 22,730,210 JOB1004 QPGMR 536924  QQO0000000000602 JOB1004 RUM QPGMR
19 22,814,603 JOBES QPGMR 678412 00000000000004A81  JOBBS RUM QPGMR

Jobs with this occurrence: all intervals

34.2.2.8

Occurrences by interval

This report displays the total hits per interval for the call stack entries selected.

SPLIT/Collection overview time signature

SPLIT/Machine level gate serialization ranki.. Interval Details: Library Iomdk2, Collection..,  SPLIT/Occurrences by interval for proce... [

Library Collection Interval Total Program |Program Maodule Procedure Procedure |Traceback Offset time
| name name number (TOTAL) |library name name (PROCMNAME) |type table (seconds)

(LIENAME]) |(MBERMNAME] |(INTERVAL) (PGMLIE} |(PGMMNAME] |(MODMNAME] (PROCTYPE) |address (OFFSET)

(TETADDR)

IBMDEK2Z SPLIT 5 4 LIBS PGM5T MODe4 P4450 1 3895B8D2DDO3EBG0 00000FTS

IBMDEK2Z SPLIT 12 3 LIBS PGM5T MODe4 P4450 1 3895B8D2DDO3EBG0 00000FTS
| IBMDK2 SPLIT 21 3 LIBS PGM5T MODe4 P4450 1 3895B8D2DDO3EBG0 00000FTS

IBMDEK2Z SPLIT 22 3 LIBS PGM5T MODe4 P4450 1 3895B8D2DDO3EBG0 00000FTS

IBMDEK2Z SPLIT 23 3 LIBS PGM5T MODe4 P4450 1 3895B8D2DDO3EBG0 00000FTS

Occurrences by interval

Occurrences by interval for this job/task
This report displays the total hits per interval but only for the current job/task for the call stack entries

34.2.2.9

selected.
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w time signature SPLIT/Machine level gate serialization ranki...  Interval Details: Library lbomdk2, Collection...  SPLIT/Occurrences by interval for

Interval Total

Program |Program Module Procedure Procedure |Traceback Offset time |Ta
number (TOTAL) |hbrary name name {PROCMAME)] |type table (seconds) |ich
(INTERWAL) (PGMLIE) |(PGMMNAME) |(MODMNAME) {PROCTYPE) |address (OFFSET) al

(TETADDR) iy
5 1 LIBS PGMST MODB4 P4450 1 3895B8D2DDO3EB60 OO0O0OF78

Occurrences by interval for this job/task

34.2.2.10 Jobs and programs (14 levels) calling the selected pgm/procedure

This report displays the possible call stacks found (14 levels) that called the selection made. Each 14
level section of the call stack is shown horizontally and the total hits/call stacks is shown in the 3 column.

You can also double-click a row from this report to view that row vertically instead.

SPLIT/Collection overview time signature  SPLIT/Machine level gate serialization rankings by thread: From 1.,  Interval Details: Library Iomdk2, Collection Split -#1  SPLIT/Jobs and programs (14 levels) calling the selected pgm/... ]

Total Job name ‘Genenc Ending Interval Task count (uniquely |Program |Program Procedure Program |Program Procedure Program |Program Procedure |
call and job interval number identifies lib name name lib name name lib name name |
stacks user name name (MAXINT) |(INTERVAL) |a task/thread) 2 2! 2 3 3 3 4 4 4 !
(STACKCNT) |(JOB_AND_USER) (GENJOBNAME) (TASKCOUNT) (PGMLIB2) |(PGMNAME?) |(PROCNAMEZ) |(PGMLIB3) |(PGMMNAME3) |(PROCNAMES) |(PGMLIB4) |(PGMNAME4) |(PROCNAMEZ) ||
14 JOB63 QPGMR JoB63 26 4 22,815,730 LIBY PGM28 P3429 LIBg PGMS3 p2838 LiB9 PGMSE3 P131
5 QPADEV2BICUSR176 QPADEVZ* 17 9 22,745,326 LIBY PGM28 P3429 LIBg PGM33 p2838 LiBY PGMSE3 P131
4 JOB114 QPGMR JOB114 19 12 22,814,780 LIBY PGM28 P3429 Ligg PGM33 p2838 LiBg PGMSE3 P131
4 QPADEVZB4FUSR32 QPADEVZ* 23 20 22,814,435 LIBY PGM28 P3429 LIeg PGMB83 P2838 Ligg PGME3 P131
4 JOB6B QPGMR JOB6S 26 16 22,815,805 LIBS PGM28 P3429 Ligg PGMa3 p2838 Ligg PGMS3 P131
3 JOB1007 QPGMR JOB1007 19 3 22,817,326 LIBS PGM28 P3429 Ligg PGMa3 p2838 Ligg PGMS3 P131
2 JOB211 USR349 Jog211 13 18 22,707,636 LIBS PGM28 P3429 LIBg PGMB83 P2838 LiBg PGMS83 P131
2 JOB1004 QPGMR JoB1004 19 12 22,730,210 LIBY PGM28 P3429 LIBg PGMS3 p2838 LiB9 PGMSE3 P131
2 JOB63 QPGMR JoB63 5 5 22,813,732 LIBY PGM28 P3429 LIBg PGMS3 p2838 LiB9 PGMSE3 P131
2 JOBS70 QPGMR JOBI70 13 12 22,587,079 LIBY PGM28 P3429 Ligg PGM33 p2838 LiBg PGMSE3 P131
2 QPADEVOSMN3USR7S  QPADEVD™ 19 18 22,813,927 LIBY PGM28 P3429 LIeg PGMB83 P2838 Ligg PGME3 P131
1 JOB98G6 USRI53 JOBYGE 24 24 22,583,591 LIB2 PGM28 P3429 Ligg PGMa3 p2838 Ligg PGMS3 P131
1 JOB1004 QPGMR JOB1004 23 23 22,729,526 LIBS PGM28 P3429 Ligg PGMa3 p2838 Ligg PGMS3 P131
1 JOB923 QPGMR JOB923 30 30 22,589,405 LIBS PGM28 P3429 LIBg PGM43 P4158 LiBg PGM46 P3260
1 JOB983 USRI53 JoB9s3 24 24 22,819,364 LIBY PGM28 P3429 LIBg PGMS3 p2838 LiB9 PGMSE3 P131
Jobs and programs (14 levels) calling the selected pgm/procedure
34.3 Waits
. . . . 5
The Waits tab displays a breakdown of all the wait types that occurred during the thread’s interval. The

number of occurrences for each wait bucket and the avg duration is provided.

Quick View Call stack Waits

Objects waited on  Physical disk |/0s  Logical DB IFS J5JVM  SOL A Client  Cther statistics  SQL Columns
General:
Primary thread: | JOB63 / GPGMR / 676029: 00000876 interval: D CIRERENAY
Job subsystem: JOBSBS45 Job status:  RLIN Job function: PGM-PGM1622 Job CPU % O Pool: &
Cument user profile;  GPGMR Cument state: WAIT Priority (XPF/LIC):  20/160 Criginal LIC: 176

Cument or last wait:  (2/QGa) Qu gate - high pefformance, low-overhead ser Wait duration: 11.882 seconds

Chbiject waited on:

LIB&/QJROWH Interval duration:  31.005 seconds

Holding job ortask: Mone detected this interval Interval end: 201801-30-11.33.49.733000

SQL client job: Mone detected this interval Temp storage (MB): 72.74 / 72 74 (peak)
Wait bucket |Wait bucket description Percent Time Total Average wait |Occurrences |Current wait
number (BUCKETDESC) of total (seconds) |occurrences  [time per duration
(BUCKET) time (BKTTIME) |(BUCKETCINT) |(seconds) second (usecs)

(PCTOFTIME) (AVGWAIT)  |(BKTRATE) |(CURRWTDUR)

1 Dispatched CPU 0258 .0o7v 45 000177 1.451 o
2 CPU queueing 0017 o 45 000011 1451 ]
4 Other waits 0000 o 1 000010 032 ]
3 Disk page faults 0059 001 3 000614 096 ]
6 Disk non fault reads 0042 001 1 001313 032 0
1 Journaling 0644 019 6 003327 193 ]
14 Machine level gate serialization 99,8980 30,973 34 910989 1.096 11,882,005

Interval Details — Waits

The last column in the example above shows the current wait duration in machine level gate serialization.
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34.4 Object Waited on

This page provides extra details about the object waited on not shown in the general section.

This information includes the Object (and segment) type descriptions, type identifiers and LIC wait object
handle.

Wait object information:

Description Value

Wait object name LIBS/QJRDWH

Wait object type description JOURMAL

Wait object segment type description JOURMAL RESERVED
Object type (hex) 0901

Segment type (hex) 20C5

LIC wait object QGa

Current or last LIC wait object handle D457A20451000180
Wait object base segment address 06COSEFFDA000000

Interval Details — Object Waited on

34.5 Physical disk I/Os

This tab contains additional metrics relating to physical disk I/Os, page allocations and page faults.
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SPLIT/Collection overview time signature SPLIT/Machine level gate seriali:

Quick View Callstack Waits Objects watted on

Physical disk 1/0s

Logical DB IFS JI9JVM  SQL /Client  Other statistics SQL  C

General:

Prmary thread: |JOBB3 / GPGMR / 676029: 00000876 Interval: I3 CIRRNL
Job subsystem: JOBSBS45 Job status:  RLN Job function: PGM-PGM1622 Job CPU%: O Pool: &
Cument uger profile:  QPGMR Cument state: WAIT Priorty (XFF/LIC): 20160 Original LIC: 176

Cument or last wat: (2/3Ga) Qu gate - high peformance, low-overhead ser

OhjECt waited on: LIB&/QJRDWH

Holding job ortask: Mone detected this interval

Wait duration: 11.882 seconds
Irterval duration:  31.005 seconds
Interval end: 2018-01-30-11.33.49.733000

SQL cliert job: Mone detected this interval Temp storage (MB): 72.74 / 72 74 (peak)
Description Total Rate per
(DESC) (TOTCMT) |second

(RATED]

Pages allocated since job start 19,206  620.0%9
Pages allocated 1,233 39.80
Page deallocated since job start 206 6.65
hMemaory page demand 106 342
Page frames requested 106 3.42
Page faults 3 09
Synchronous DB reads 2 08
Synchronous non-DB reads 2 06
Synchronous DB writes ) o
Synchronous non-DB writes 0 0
Asynchronous DB reads ) o
Asynchronous non-DB reads o o
Asynchronous DB writes ) o
Asynchronous non-DB writes o o
10 pending page faults ) o
Waits for asynchronous writes o o
Page deallocated ) o
Page frames released o o

Interval Details -> Physical I/0Os

34.6 Logical DB

This tab contains metrics relating to Logical I/O operations for the current job in the interval.



Quick View Call stack Waits

General:

Primary thread:

Job subsystem: JOBSBS45
Current user profile: QPGMR

Cumrent or last wait:
Ohbject waited on:
Holding job ortask:
SAL client job:

Mate: These numbers reflect the job’s logical 10s for this interval for all threads.

IBM iDoctor for IBM i

Objects wated on  Physical disk 1/0s

JOB63 / QPGMR / 676025: D00D0E 76

Job status:  RUM
Cument state: WAIT

LIB8/QJRDWH
MNone detected this interval

MNone detected this interval

(2/QGa) Qu gate - high perfformance, low-overhead ser

Logical DB |Fs

Interval:

Job function: PGM-PGM1622

Priarity (XPF/LIC):
Wait duration:
Interval duration:

Interval end:

JI VM 5GL A Client  Other statistics  SQL

ol JWim

Job CPUE: 0 Pool: &
20/160 Original LIC: 176
11.882 seconds

31.005 seconds
2018-01-30-11.33.45.733000

Temp storage (MB). 72.74 / 72.74 (peak)

Co

Description
{DESC)

Total
(TOTCMT)

Rate per
secand
(RATED)

Logical reads

Logical writes

Logical updates and deletes
Logical force end of data
Laogical commits

Logical rollbacks

Logical index rebuilds
Logical sorts

s QO e o s o Y s s 4}

Interval Details -> Logical DB

Jde

s QO s o . Y Y o s

34.7 IFS

This panel shows the IFS statistics for the current job in the current interval.
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Quick View Call stack Waits Objects waited on  Physical disk [#0s  Logical DB IFS JIIVM - SQL A Client  Cther statistics  SQL

General:
Pimarythread: | JOB63/QPGMR / 676029: 00000876 Interval: fs) TR
Job subsystem: JOBSBS45 Job status:  RUM Job function: PGM-PGM1622 Job CPU%: O Pool: 6
Cument user profile: QPGMR Cument state: WAIT Priorty (XPF/LICY: 20160 Original LIC: 176
Current or last wait:  (2/QGa) Qu gate - high performance, low-overhead ser Wait duration: 11.882 seconds
Object watted on: LIB2/QJRDWH Interval duration:  31.005 seconds
Holding job ortask: Mone detected this interval Interval end: 2018-01-30-11.33.49.733000
SQL client job: Mone detected this interval Temp storage (MB). 72.74 /7274 (peak)
Description Total Rate per
[DESC) (TOTCMT) |second
(RATED)

Directory reads

Opens

Symbolic link reads

Lookup cache hits
Lockup cache misses

Directory creates
Mon-directory creates
Directory deletes
Mon-directory deletes

o e Y o [ s . [ o R o R [
Lo o o [ s i . Y o R o R [

Interval Details -> IFS

34.8 J9 JVM

This tab contains metrics relating to Java J9 JVMs (if one exists) in the current job in the interval.
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Quick View Call stack Waits Objects waited on  Physical disk 1/0s  Logical DB IFS JIJVM 5L /Client  Other statistics  SGL Colur

General:

Secondarythread: |JOB399 / USR375 / 259533 00001084 1] nterval: o RN
Job subsystem: QHTTPSVR Job status:  JVAW Job function: JYM-/qibm/prod Job CPU % 30 Pool: 3
Current user profile: LUSR375 Current state: WAIT Priorty (xPF/LIC): 25/165 Original LIC: 181
Curert or last wait:  (200/JUW) Java: user wait Wait duration: 1.755 seconds

Object wated on:  Segment type LIC HEAF (MW S) AREA DATA Interval duration:  #7.355 seconds

Holding job ortask: MNone detected this interval Interval end: 2018-01-30-11.33.18.761000
SQL client job: MNone detected this interval Temp storage (MB): 3379 44 7 31379 44 (peak)

Description Value

Thread name ITT3756

Last object name 1

WM version 180

WM type 1

Garbage collection policy -Xgcpolicy:genc

Garbage collection cycle number 75273

Garbage collection reason 1

Garbage collection area o

Garbage collection compaction reason 0

Total GC time (ms) 1569228

GC time last cycle (ms) 28

M start time 2018-01-28-12.28.42.376000

WM process ID 1577788

PASE TID (hex) Q0000000044C3007

PASE TID 72101911

Heap in use size 1580.1 MB

Maximum heap size 2048 VB

Initial heap size 2048 MB

Current heap allocated size 2048 MB

Mermory malloc size 1180.4 MB

Internal memory size 51.6 MB

IT memaory size 270 MB

Shared class size 0

Interval Details -> J9 JVM

34.9 SQL / Client

The SQL tab displays information about any SQL statements that were running in the job. Depending on
how the data was collected, these SQL statements were either captured at the end of the interval or were
the last executed statement(s).
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SPLIT/IOB WATCHER. - S0L STATEMENT INFO - #1 Interval Details: Library Ibmdk2, Collection Split - #1 [J

Record Quick View Call stack Waits Objects waited on  Physical disk 1/0s  Logical DB IFS J9JyM  SQL/Client  Cther statistics SQL  Columns
General:
Primary thread: | JOB68 / GPGMIR / 540342: 00000836 interval ) CIRRRENLY
Job subsystem: JOBSBS41 Job status:  RUN Job function: PGM-PGM1622 Job CPU % 03 Pocl: 5
Current user profie: QPGMR Current state: WAIT Priority (XPFALIC): 204160 Criginal LIC: 176

Current or last wait:  {167/SWt) Mainstore/logical-dasd-o: dasd write Wait duration: 1.623 miliseconds
11.288 seconds
Interval end: 2018-01-30-11.31.40.283000

Temp storage (MB): 418.59 / 418.99 (peak)

Object waited on: Interval duration:

COS0VO38IF/CO30VOa8IF

Holding job ortask: Mone detected this interval

SGL client job: MNaone detected this interval

Launch Run SGL Scripts Include host variables Other information: | SAL related metrics + host varables

Description Value
OPEN FETCH1 QRO hash 0000000000000000
| SQL statements executed 499

SAL logical reads 102

SQL logical reads per second 9.2518

Mative DE file full opens 160

Mative DB file full opens per second 145126

Psuedo closed SQL cursars 1

Remote DBES name *LOCAL

Package library LIB17

Package name PKG11

Package source library LIB17

Package source file QRPGLESRC

Package source member SRM11

Package source date 2017-03-24-12.56.23.000000

SQL file reserved #2 "

SqQL file reserved #1 Z(E{f

Interval Details — SQL
The SQL statement(s) if any are found are shown within the textbox in the bottom left side of the window.

Host variables will often (but not always) be collected separately in the SQL data and iDoctor will attempt
to parse them back into the SQL statement where they belong. However, this is not always possible and
sometimes these host variable values are not even given or in a format that is readable. Check or
uncheck the include host variables option to enable or disable this option.

Information about the SQL package is also provided on this panel if it is available.

The Launch Run SQL Scripts button can be used to open the Run SQL Scripts interface within IBM i
Access Client Solutions depending on which you have installed on your PC. From there you could use
Visual Explain to analyze the performance of the query. Of course, if the host variables have not been
parsed into the SQL statement, some tweaking of the SQL will be required.

34.10 Other statistics

This panel show 5250 display transaction, numeric overflows and other metrics less often used for the
current job in the current interval.
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Interval Details: Library Ibmdk2, Collection Split - #1 3

Record Quick View Call stack Waits

Objects watted on ~ Physical disk 1/0s

Logical DB IFS

General:

Primary thread:

Job subsystem: JOBSBS41
Current user profile: QPGMR

Current or last wait:

Job status:

JOB6S / QPGMR / 540342: 00000336

RUN

Cument state: WAIT

(167/5Wt) Mainstore logical-dasd-io: dasd write

Interval:
Job function: PGM-PGM1622
Priority (XPF/LIC):
Wait duration:

Ohject waited on:

Heolding job ortask: Mone detected this

SAL client job: Mone detected this

Cther statistics

COSOVOS8IF/COS0V0a3IF

interval

interval

Interval duration:

Interval end:

JIJVM  SQL/Client Other statistics

(I

Job CPU % 03 Pool: &
20/160 Original LIC: 176
1.623 miliseconds

11.288 seconds
2012-01-30-11.31.40.283000

Temp storage (MB): 418.55 / 418.95 (peak)

Q

Description
(DESC)

Total
(TOTCMT)

Rate per

second
(RATED)

Display I/0 transactions
Display 1/0 transactions time
Binary averflows

Decimal overflows

Float overflows

Stream file reads

Stream file writes

Mutex wait time (us)

Wait to ineligible transitions
Active to ineligible transitions

Interval Details -> Other statistics

=T = Y o e O e e Y s e [ o T =
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35 Data repository

This folder in Job Watcher contains any desired information saved from previously viewed call stacks
within the Interval Details -> Call Stack interface. Click the Save button within that interface to add a new
entry to the data repository.

This is typically done if you wish to keep track of certain call stacks and associate these with a job name
and/or description.

An example follows:

| IEM i Connections Job Watcher - #1 Job Watcher - #2 [

| =g} Job watcher Collection Library Description Collection DB files |Partition |Partition |Start time
i | Libraries type VRM collected |collected
3 Definitions EUUEY |[EE

I ‘B Data repository &T212111104 QIDRDR7205 QSPL/ QSYS / 18023%: 00000005 Call stack 7.2 7.2 IDOC720  2022-01-18-06.40.31.743
&8 JVM analysis @T122418942 QIDRDR7200 QDBFSTCCOL Call stack 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
5B SQL tables @T182446254 QIDRDR7200 QZDASOINIT / QUSER / 105283: 000000D3 Job signature 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
) @T518849369 QIDRDR7200 QZDASOINIT / QUSER / 105296: 00000125  Call stack 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
I Manitors ] @T182017368 QIDRDR7200 QRMCCTCASD / QSYS / 100729: 00000002 Call stack 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
| . General functions @&T182851554 QIDRDR7200 QUSRDIR / QDIRSRV / 100776: 00000001  Call stack 7.2 7.2 IDOCT20 2021-08-04-07.39.45.91¢
I @T123517347 QIDRDR7200 QDEFSTCCOL / QSYS / 100601: 00000001  Call stack 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
I &T121936814 QIDRDR7200 QZDASOINIT RECEIVE Call stack 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
I &T183841785 QIDRDR7200 aaaaa Call stack 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
I @T183345637 QIDRDR7200 |OCMETHLINE 01: (1932) Call stack 7.2 7.2 IDOC720  2021-08-04-07.39.45.91¢
I @T521929657 QIDRDR7205 SYSTEMMONITOR: (1007) Call stack 7.2 7.2 IDOC720  2020-11-09-12.16.55.56¢
I @T152165645 QIDRDR7205 QFILESYS1/ QSYS / 020657: 00000001 Call stack 7.2 7.2 IDOC720  2020-11-09-12.16.55.56¢
I @T122129143  QIDRDR7201 QDESERVE Call stack 7.2 7.2 IDOC720  2012-11-12-00.28.14.54¢

Data repository folder

The collections within this folder are typically stored in 1 or more QIDRDR* libraries. These are typically
split collections that contain only 1 interval and 1 thread of data. If the collection type column in the list
indicates Job signature then the all intervals for the selected job/thread was saved and can be viewed
instead of job the single call stack.

Tip: Right-click one of these collections to view either the call stack or job run wait signature graph.

IEM i Connections Job Watcher - #1 Job Watcher - #2 [

=-ig Job Watcher Collection Description Collection DB files |Partition |Partition |Start time
: Libraries type VRM collected |collected
3 Definitions SIVERTR| oD
B Data repository 212111104 QIDRDR7205 QSPL / QSYS / 180239: 00000005 Call stack Exolore 1
VM analysis &T122418942 QIDRDR7200 QDEFSTCCOL Call stack 7.2 &L
2 QL tables @T182446254 QIDRDR7200 QZDASOINIT / QUSER / 105283: 000000D3 Job signature 7.2 Display call stack
i &T518849369 QIDRDR7200 QZDASOINIT / QUSER / 105296: 00000125  Call stack 7.2 Refresh Status
Monitors &T182017368 QIDRDR7200 QRMCCTCASD / QSYS / 100729: 00000002 Call stack 7.2 :
General functions || /1. 7182851554 QIDRDR7200 QUSRDIR / QDIRSRY / 100776: 00000001  Call stack 7.2 honts >

Data repository — Display call stack
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36 JVM analysis

This folder in Job Watcher contains any previously created collections of PRTIJVMJOB data submitted
using iDoctor. Right-click the JVM analysis folder and use the Browse JVMs option to view the JVMs
active on the system.

Connections Job Watcher - #1 lob Watcher - #2  IDOCT20: WRKACTIOB Results Name: *ALL, Use... 3

RKACTIOB Results | Job Job  |Job Date/time JWVM started Accumulated |Last GC |GC policy  |Prod
name user |number GC cycle name D
time(ms) #
'ﬁ'QSRVMDN Qs¥s 180320 2021-12-21-14.06.16.671000 305 70 optthruput 78

Browse JVMs (via WRKACTJOB Results)

36.1 Analyze JVM

Use this menu option to analyze the JVM using PRTJVMJOB command.
Watcher - #1 Job Watcher - #2  IDOCT720: WRKACTIOB Results Name: *ALL, Use... B3

1,

QSRVMOM  Q5Y¥5 180320 2021-12-21-1 pptthruput 78
Explore
Record Quick View
Select fields...
Analyze VM
Add Job Watcher Definition...
Analyze JVM menu for a JVM job
B Analyze VM it

| This runs the PRTJVMJOB command againstthe desired JVM to create GC table output for analysis.
Open Job Watcher -> JWVM Analysis folder to view the results. Please provide the desired library to
create the data in.

Cutput library:
MYLIB|

OK Cancel
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Analyze JVM Window



