
IBM iDoctor for IBM i  

IBM iDoctor for IBM i 

Job Watcher 
 

IBM iDoctor for IBM i Development Team 

10 May 2022 

 
Licensed Materials - Property of IBM 

© Copyright International Business Machines Corporation 2022. All rights reserved.  

 

Abstract  

Provides in-depth coverage of all major GUI functions for all components at 7.2 and 
higher.    This document covers the Job Watcher component. 

 

Changes 

10 May 2022 – Updated for client 1540 – 7.5 GA 

20 Apr 2022 – Updated for client 1536 

24 Feb 2022 – added SQL compression fields back in to Interval Summary – SQL 
statistics  

14 Feb 2022 – updated for 2022 

 

 

 



IBM iDoctor for IBM i  

Table of Contents 

1 Introduction ........................................................................................ 12 

2 Starting Job Watcher ......................................................................... 14 

3 Job Watcher Component View ......................................................... 15 

3.1 Root Folder Menu Options ................................................................................ 15 

4 Definitions .......................................................................................... 18 

4.1 Add Job Watcher Definition Wizard ................................................................... 18 

4.1.1 Welcome ................................................................................................................................ 18 

4.1.2 Basic Options ........................................................................................................................ 19 

4.1.3 Data Collection Options ......................................................................................................... 21 

4.1.4 Advanced Options ................................................................................................................. 30 

4.1.5 Job Options ........................................................................................................................... 30 

4.1.6 Job/task selection .................................................................................................................. 32 

4.1.7 Finish ..................................................................................................................................... 36 

4.2 Properties .......................................................................................................... 37 

5 Start Job Watcher Collection Wizard ............................................... 38 

5.1 Welcome ........................................................................................................... 38 

5.2 Basic Options .................................................................................................... 38 

5.3 Scheduling Options ........................................................................................... 39 

5.4 Termination ....................................................................................................... 40 

5.5 Finish ................................................................................................................. 41 

6 Libraries Folder .................................................................................. 43 

6.1 Menu Options .................................................................................................... 43 

7 Monitors ............................................................................................. 44 

8 SQL Tables ......................................................................................... 45 

9 Collections ......................................................................................... 46 

9.1 Menu Options .................................................................................................... 47 

9.2 Run ALL Default Analyses ................................................................................ 49 

9.3 Graph Jobs ........................................................................................................ 50 

9.4 Search ............................................................................................................... 51 

9.5 Generate Reports .............................................................................................. 54 

9.6 Split ................................................................................................................... 55 

9.7 Stop ................................................................................................................... 55 

9.8 Properties .......................................................................................................... 55 

9.8.1 General .................................................................................................................................. 56 



IBM iDoctor for IBM i  

9.8.2 Creation Settings ................................................................................................................... 56 

9.8.3 Definition ................................................................................................................................ 57 

9.8.4 Wait Buckets .......................................................................................................................... 58 

9.8.5 Situations ............................................................................................................................... 58 

9.8.6 System ................................................................................................................................... 59 

9.8.7 LPAR CPU ............................................................................................................................. 60 

9.8.8 Collection File Locks ............................................................................................................. 60 

10 Analyses .......................................................................................... 61 

10.1 Analyze Collection Window ............................................................................ 61 

10.1.1 Job Watcher Situations Window ............................................................................................ 62 

10.1.2 Job Watcher Situations Editor ............................................................................................... 63 

10.2 Call Stack Summary ....................................................................................... 64 

10.2.1 SQL Tables ............................................................................................................................ 65 

10.3 Change sensitive user data ............................................................................ 66 

10.3.1 SQL Tables ............................................................................................................................ 67 

10.4 Collection Summary ....................................................................................... 67 

10.4.1 Additional graphs ................................................................................................................... 67 

10.4.2 Graphing multiple collections ................................................................................................ 69 

10.4.3 Intra-component drill downs .................................................................................................. 69 

10.4.4 SQL Tables ............................................................................................................................ 70 

10.5 Collection Summary by TDE type ................................................................... 71 

10.5.1 SQL Tables ............................................................................................................................ 71 

10.6 Destroy all host variable data in QAPYJWSQLH ............................................ 71 

10.7 Job Summary ................................................................................................. 72 

10.7.1 Additional graphs ................................................................................................................... 73 

10.7.2 Selected job(s) over time graphs........................................................................................... 74 

10.7.3 Rankings filtered by <selected job(s)> .................................................................................. 75 

10.7.4 Job Summary rankings filtered by <X> ................................................................................. 75 

10.7.5 SQL Tables ............................................................................................................................ 77 

10.8 Lock Trace...................................................................................................... 78 

10.8.1 SQL Tables ............................................................................................................................ 78 

10.9 Long Transactions .......................................................................................... 78 

10.9.1 SQL Tables ............................................................................................................................ 78 

10.10 Situational Analysis ..................................................................................... 79 

10.10.1 SQL Tables ........................................................................................................................ 79 

10.11 Modules Waiting .......................................................................................... 79 

10.11.1 SQL Tables ........................................................................................................................ 79 

11 Holder menu .................................................................................... 81 

11.1 Holder chase .................................................................................................. 81 



IBM iDoctor for IBM i  

12 Graph notes ..................................................................................... 82 

12.1 CPU metrics ................................................................................................... 82 

12.2 “Interesting” wait buckets................................................................................ 83 

12.3 Tips / FLAGS .................................................................................................. 84 

13 Overview graphs ............................................................................. 86 

13.1 Drilling down to Rankings ............................................................................... 86 

13.2 Drilling down to Detail reports ......................................................................... 87 

13.3 Split Collection option ..................................................................................... 88 

14 Ranking graphs ............................................................................... 89 

14.1 Drilling down to Selection over time ............................................................... 90 

15 Selection over time graphs ............................................................. 91 

15.1 Drilling up into Rankings ................................................................................. 91 

15.2 Display call stack ............................................................................................ 92 

16 Favorites .......................................................................................... 93 

17 Waits ................................................................................................ 94 

17.1 Collection overview time signature ................................................................. 94 

17.2 Collection overview time signature with workload capping ............................. 96 

17.3 Collection overview time signature with dispatched CPU breakdown ............ 96 

17.4 Virtual CPU delays ......................................................................................... 97 

17.5 Clients + Workers wait time ............................................................................ 97 

17.6 Collection overview time signature with max waits in-progress ...................... 98 

17.7 Current wait duration time signature with max waits in-progress .................... 99 

17.8 Disk time signature with max disk waits in-progress ...................................... 99 

17.9 Current wait duration time signature ............................................................. 100 

17.10 Seizes and locks time signature ................................................................ 100 

17.11 Disk time signature .................................................................................... 100 

17.12 Journaling time signature .......................................................................... 101 

17.13 Communications time signature ................................................................ 101 

17.14 Time waiting on objects ............................................................................. 102 

17.15 CPU queueing breakdown ......................................................................... 103 

17.16 Workload capping delays .......................................................................... 104 

17.17 Wait counts ................................................................................................ 104 

17.18 Average wait times .................................................................................... 105 

17.19 Average CPU times ................................................................................... 105 

17.20 Average disk wait times ............................................................................. 105 



IBM iDoctor for IBM i  

17.21 Dispatched CPU rankings ......................................................................... 106 

17.21.1 Dispatched CPU rankings by thread................................................................................ 106 

17.21.2 Dispatched CPU rankings by job ..................................................................................... 107 

17.21.3 Dispatched CPU rankings by job user ............................................................................. 107 

17.21.4 Dispatched CPU rankings by generic job ........................................................................ 108 

17.21.5 Dispatched CPU rankings by current user ...................................................................... 109 

17.21.6 Dispatched CPU rankings by pool ................................................................................... 109 

17.21.7 Dispatched CPU rankings by priority ............................................................................... 110 

17.21.8 Dispatched CPU rankings by subsystem ........................................................................ 110 

17.21.9 Dispatched CPU rankings by job type ............................................................................. 111 

17.21.10 Dispatched CPU rankings by job function ....................................................................... 112 

17.21.11 Dispatched CPU rankings by generic job | current user .................................................. 112 

17.21.12 Dispatched CPU rankings by thread | current user ......................................................... 113 

17.21.13 Dispatched CPU rankings by QRO hash ......................................................................... 114 

17.22 Clients + Workers wait time rankings ........................................................ 114 

17.23 Clients only wait time rankings .................................................................. 115 

17.24 CPU queueing breakdown rankings .......................................................... 116 

17.25 Workload capping delay rankings .............................................................. 117 

17.26 Time waiting on objects rankings .............................................................. 117 

17.27 Wait counts rankings ................................................................................. 118 

17.28 Average wait times rankings ...................................................................... 119 

17.29 Average CPU times rankings .................................................................... 119 

17.30 Average disk time rankings ....................................................................... 120 

17.31 Collection totals ......................................................................................... 120 

17.31.1 Collection overview time signature .................................................................................. 121 

17.31.2 Seizes and locks time signature ...................................................................................... 122 

17.31.3 Disk time signature .......................................................................................................... 122 

17.31.4 Communications time signature ...................................................................................... 122 

17.32 Objects waited on ...................................................................................... 123 

17.32.1 Objects waited on for all waits of interest ........................................................................ 124 

17.32.2 Objects waited on due to page faulting ........................................................................... 124 

17.32.3 Objects waited on for all waits of interest by job/thread .................................................. 125 

17.32.4 Objects waited on due to page faulting by job/thread ..................................................... 125 

17.32.5 Objects waited on for all waits of interest by job/thread, SQL statement ........................ 125 

17.32.6 Objects waited on due to page faulting by job/thread, SQL statement ........................... 126 

18 CPU ................................................................................................ 127 

18.1 CPU consumption ........................................................................................ 127 

18.2 CPU utilization .............................................................................................. 127 



IBM iDoctor for IBM i  

18.3 Dispatched CPU breakdown and CPUQ ...................................................... 128 

18.4 Dispatched CPU/CPUq usage by high/low priority ....................................... 128 

18.5 Dispatched CPU/CPUq usage by high/low priority with CPU utilization ....... 129 

18.6 Active processors ......................................................................................... 129 

18.7 Dispatched CPU rankings ............................................................................ 130 

18.8 CPU utilization rankings ............................................................................... 130 

18.9 CPU consumption rankings .......................................................................... 131 

19 Job counts ..................................................................................... 133 

19.1 Job counts .................................................................................................... 133 

19.2 Jobs submitted ............................................................................................. 134 

19.3 Job counts rankings ..................................................................................... 134 

19.3.1 Job counts by job ................................................................................................................ 134 

19.3.2 Job counts by job user ........................................................................................................ 135 

19.3.3 Job counts by generic job .................................................................................................... 135 

19.3.4 Job counts by current user .................................................................................................. 136 

19.3.5 Job counts by pool .............................................................................................................. 136 

19.3.6 Job counts by priority .......................................................................................................... 137 

19.3.7 Job counts by subsystem .................................................................................................... 137 

19.3.8 Job counts by job type ......................................................................................................... 138 

19.3.9 Job counts by job function ................................................................................................... 138 

19.3.10 Job counts by generic job | current user .......................................................................... 139 

19.3.11 Job counts by job | current user ....................................................................................... 139 

19.3.12 Job counts by QRO hash ................................................................................................. 140 

20 Temporary storage ........................................................................ 141 

20.1 Job temporary storage allocations ................................................................ 141 

20.2 Running total new active job current temp storage ....................................... 142 

20.3 Net active job current temp storage .............................................................. 142 

20.4 Net active job current temp storage for QZD* jobs ....................................... 143 

20.5 Net active job current temp storage for QZD* jobs TOP 10 current user 
breakdown ................................................................................................................ 143 

20.6 Net active job current temp storage for QZD* jobs current user breakdown 144 

20.7 Job temporary storage rankings ................................................................... 144 

20.8 Average/peak/max temporary storage rankings ........................................... 145 

20.9 Net active job current temp storage rankings ............................................... 146 

21 Page allocations ............................................................................ 148 

21.1 Memory page demand ................................................................................. 148 

21.2 Memory page space allocations ................................................................... 149 



IBM iDoctor for IBM i  

21.3 Net page frames requested .......................................................................... 149 

21.4 Temporary pages allocated/deallocated ....................................................... 150 

21.5 Pages allocated/deallocated......................................................................... 151 

21.6 Net pages allocated ...................................................................................... 151 

21.7 Net perm/temp pages allocated .................................................................... 151 

21.8 Net temporary storage pages allocated ........................................................ 152 

21.9 Pages marked easy to steal ......................................................................... 152 

21.10 Memory page demand rankings ................................................................ 153 

21.11 Memory page space allocations rankings ................................................. 154 

21.12 Net page frames requested rankings ........................................................ 155 

21.13 Temporary pages allocated/deallocated rankings ..................................... 156 

21.14 Pages allocated/deallocated rankings ....................................................... 156 

21.15 Net pages allocated rankings .................................................................... 157 

21.16 Net perm/temp pages allocated rankings .................................................. 157 

21.17 Pages marked easy to steal rankings ........................................................ 158 

22 I/O ................................................................................................... 159 

22.1 Read and writes totals .................................................................................. 159 

22.2 Read and writes rates .................................................................................. 160 

22.3 Physical I/O activity totals ............................................................................. 160 

22.4 Physical I/O activity rates ............................................................................. 161 

22.5 Physical I/O activity totals with synchronous percentage ............................. 161 

22.6 Physical I/O activity rates with synchronous percentage .............................. 162 

22.7 Page fault totals ............................................................................................ 163 

22.8 Page fault rates ............................................................................................ 163 

22.9 Synchronous reads and writes ..................................................................... 164 

22.10 Synchronous reads and writes with avg/max/in-progress response times 164 

22.11 Average synchronous read response ........................................................ 165 

22.12 Average synchronous write response ....................................................... 165 

22.13 Maximum synchronous read response ...................................................... 166 

22.14 Maximum synchronous write response ..................................................... 166 

22.15 Reads and writes totals rankings ............................................................... 167 

22.16 Reads and writes rates rankings ............................................................... 168 

22.17 Physical I/O activity totals rankings ........................................................... 168 

22.18 Physical I/O activity rates rankings ............................................................ 169 

22.19 Page fault totals rankings .......................................................................... 169 

22.20 Page fault rates rankings ........................................................................... 170 



IBM iDoctor for IBM i  

22.21 Synchronous reads and writes rankings .................................................... 170 

22.22 Average synchronous read response rankings ......................................... 171 

22.23 Average synchronous write response rankings ......................................... 171 

22.24 Maximum synchronous read response rankings ....................................... 172 

22.25 Maximum synchronous write response rankings ....................................... 173 

22.26 Collection totals ......................................................................................... 173 

22.26.1 Pages allocated/deallocated ............................................................................................ 174 

22.26.2 Reads and writes rates .................................................................................................... 174 

22.26.3 Physical I/O activity rates ................................................................................................. 175 

23 Logical I/O ...................................................................................... 176 

23.1 Logical database I/O totals ........................................................................... 176 

23.2 Logical database I/O rates............................................................................ 177 

23.3 Advanced logical database I/O totals ........................................................... 177 

23.4 Advanced logical database I/O rates ............................................................ 178 

23.5 SQL logical database I/O totals .................................................................... 178 

23.6 SQL logical database I/O rates ..................................................................... 178 

23.7 Non-SQL logical database I/O totals ............................................................ 179 

23.8 Non-SQL logical database I/O rates ............................................................. 179 

23.9 All logical database I/O totals ....................................................................... 179 

23.10 All logical database I/O rates ..................................................................... 180 

23.11 Logical database FEODs, commit and rollbacks ....................................... 180 

23.12 Logical database index rebuilds and sorts................................................. 180 

23.13 Logical database I/O totals rankings ......................................................... 181 

23.14 Logical database I/O rates rankings .......................................................... 182 

23.15 Advanced logical database I/O totals rankings .......................................... 182 

23.16 Advanced logical database I/O rates rankings .......................................... 182 

23.17 SQL logical database I/O totals rankings................................................... 183 

23.18 SQL logical database I/O rates rankings ................................................... 183 

23.19 Non-SQL logical database I/O totals rankings ........................................... 183 

23.20 Non-SQL logical database I/O rates rankings ........................................... 184 

23.21 All logical database I/O totals rankings ...................................................... 184 

23.22 All logical database I/O rates rankings ...................................................... 184 

23.23 Logical database FEODS, commits and rollbacks rankings ...................... 184 

23.24 Logical database index rebuilds and sorts rankings .................................. 185 

24 IFS .................................................................................................. 186 

24.1 IFS lookup cache totals ................................................................................ 186 



IBM iDoctor for IBM i  

24.2 IFS lookup cache rates ................................................................................. 187 

24.3 IFS opens totals ........................................................................................... 187 

24.4 IFS opens rates ............................................................................................ 187 

24.5 IFS reads totals ............................................................................................ 187 

24.6 IFS reads rates ............................................................................................. 188 

24.7 IFS creates/deletes totals ............................................................................. 188 

24.8 IFS create/deletes rates ............................................................................... 188 

24.9 IFS rankings ................................................................................................. 188 

25 JVM ................................................................................................ 190 

25.1 JVM collection wait buckets .......................................................................... 191 

25.2 JVM heap sizes ............................................................................................ 193 

25.3 JVM collection wait buckets by Thread ........................................................ 193 

25.4 JVM heap sizes by job ................................................................................. 194 

26 Top consumers ............................................................................. 195 

27 Long Transactions ........................................................................ 198 

27.1 Long transactions for DB server jobs ........................................................... 198 

27.2 Long transactions for all jobs ........................................................................ 199 

28 Call stack summary ....................................................................... 200 

29 Opens ............................................................................................. 202 

29.1 Total full opens ............................................................................................. 202 

29.2 Full opens summary ..................................................................................... 202 

29.3 Programs causing full opens ........................................................................ 203 

29.4 Programs/procedures causing full opens ..................................................... 203 

29.5 Programs/procedures/jobs causing full opens .............................................. 204 

29.6 Jobs causing full opens ................................................................................ 205 

29.7 Jobs causing full opens with 14 levels of program names ............................ 206 

29.8 Total closes .................................................................................................. 207 

30 SQL ................................................................................................ 208 

30.1 SQL statements executed ............................................................................ 208 

30.2 SQL statements captured ............................................................................. 209 

30.3 Full opens rates ............................................................................................ 210 

30.4 Full opens totals ........................................................................................... 210 

30.5 Pseudo opens rates ..................................................................................... 211 

30.6 Pseudo opens totals ..................................................................................... 211 

30.7 QZDA* connections ...................................................................................... 211 



IBM iDoctor for IBM i  

30.8 SQL statements executed rankings .............................................................. 212 

30.9 SQL statements captured rankings .............................................................. 213 

30.10 Full opens rates rankings .......................................................................... 214 

30.11 Full opens totals rankings .......................................................................... 214 

30.12 Psuedo opens rates rankings .................................................................... 214 

30.13 Psuedo opens totals rankings ................................................................... 215 

30.14 QZDA* connections by job ........................................................................ 215 

30.15 Detail reports ............................................................................................. 216 

31 Communications ........................................................................... 218 

32 Other metrics ................................................................................. 219 

32.1 5250 transaction totals ................................................................................. 219 

32.2 5250 transaction response times .................................................................. 219 

32.3 Spool files created ........................................................................................ 220 

32.4 5250 transaction totals rankings ................................................................... 221 

32.5 5250 transaction response times rankings ................................................... 222 

32.6 Spool files created rankings ......................................................................... 222 

33 Interval Summary Interface .......................................................... 223 

33.1 Quick View ................................................................................................... 223 

33.2 General section ............................................................................................ 223 

33.3 Waits ............................................................................................................ 224 

33.4 Wait bucket totals ......................................................................................... 226 

33.5 Objects waited on ......................................................................................... 226 

33.6 Holders ......................................................................................................... 228 

33.7 SQL statistics ............................................................................................... 229 

33.8 Bad Current Waits ........................................................................................ 229 

33.9 Situations...................................................................................................... 230 

33.10 Physical disk I/Os ...................................................................................... 231 

33.11 Logical DB ................................................................................................. 232 

33.12 IFS ............................................................................................................. 233 

33.13 Other statistics ........................................................................................... 234 

34 Interval Details Interface ............................................................... 236 

34.1 General Section ............................................................................................ 236 

34.2 Call Stack ..................................................................................................... 237 

34.2.1 Display Full Procedure Name .............................................................................................. 239 

34.2.2 Call Stack reports ................................................................................................................ 240 

34.3 Waits ............................................................................................................ 243 



IBM iDoctor for IBM i  

34.4 Object Waited on .......................................................................................... 244 

34.5 Physical disk I/Os ......................................................................................... 244 

34.6 Logical DB .................................................................................................... 245 

34.7 IFS ................................................................................................................ 246 

34.8 J9 JVM ......................................................................................................... 247 

34.9 SQL / Client .................................................................................................. 248 

34.10 Other statistics ........................................................................................... 249 

35 Data repository .............................................................................. 251 

36 JVM analysis .................................................................................. 252 

36.1 Analyze JVM ................................................................................................ 252 



IBM iDoctor for IBM i  

1 Introduction 

This document provides an overview of the interfaces as well as the green screen commands and 
database files for the Job Watcher component of iDoctor. 
 
Note:  iDoctor Job Watcher is a completely different offering than what is provided in IBM i 5770PT1 – 
Job Watcher option and the Performance Data Investigator (web interface provided by IBM).  These are 
two different products and purchased and supported separately within IBM.  Buying one does not provide 
a license to the other. 
 
Job Watcher returns real-time information about all jobs, threads and/or LIC tasks running on a system (or 
on a selected set of jobs/threads or tasks). The data is collected by a server job, stored in database files, 
and displayed via the iDoctor GUI. Job Watcher is similar in sampling function to the system commands 
WRKACTJOB and WRKSYSACT in that each "refresh" computes delta information for the ending 
snapshot interval. Refreshes can be set to occur automatically, as frequently as every 100 milliseconds. 
The data harvested from the jobs/threads/tasks being watched is done so in a non-intrusive manner (like 
WRKSYSACT). 

This data is summarized to show high-level overviews of system performance over time.  From these 
overview charts a user can select a time period of interest and drill down.  The drill down graphs from the 
overview charts into rankings graphs to show the job/thread experiencing the highest amount of work for 
the desired statistic.  From the rankings graphs, users can select one or more job/threads to show how 
they performed over time. 

The biggest advantage to Job Watcher for performance analysis over other tools is its extensive use of 
wait buckets.  These buckets consist of waits that are generally considered good or bad, and seeing the 
bad ones on a graph like seize contention makes it easy to identify problem areas for further 
investigation. 

The information harvested by Job Watcher includes: 

• Standard WRKSYSACT type info: CPU, DASD I/O breakdown, DASD space consumption, etc. 

• Some data previously only seen in Collection Services: "real" user name, seize time, breakdown 
of what types of waits (all waits) that occurred.  

• Some data not available anywhere else in real time: details on the current wait (duration, wait 
object, conflicting job info, specific LIC block point id), 1000 level deep invocation stack including 
LIC stack frames. 

• SQL statements, host variables, communications data, activation group statistics 

• J9 JVM statistics 

Job Watcher is available for trial evaluation or purchase via this website and is sold via Lab Services.   

A license for Job Watcher includes: 

• Job Watcher software (licensed by system serial number via an access code)  

• Collection Services Investigator  

• Disk Watcher  

• Plan Cache Analyzer 

• Electronic defect support for the software for the term of the contract  

• No charge updates to the software for the term of the contract  
 
The IBM Redbook for Job Watcher provides many examples for the use of Job Watcher.  This Redbook is 
available through the following link:  http://www.redbooks.ibm.com/abstracts/sg246474.html 
 
Note:  This Redbook was written in the V5R3 timeframe (March 2005).   
 
Data is collected in Job Watcher using commands that are included with IBM i which are: 

http://www.redbooks.ibm.com/abstracts/sg246474.html
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- ADDJWDFN – Adds a Job Watcher definition to the system 
- STRJW – Starts a Job Watcher collection 
- ENDJW – Ends an active Job Watcher collection 
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2 Starting Job Watcher 

Job Watcher is a component of the iDoctor suite of tools.  After launching iDoctor, the Job Watcher 
component is started from the IBM i Connections List View by double-clicking on the desired system. 
 
A list of available components will appear on the next window.  Double-click on the Job Watcher 
component or select Job Watcher and click the Launch button to continue 
 

 
iDoctor IBM i Components Window 
 
Note: Collection Services Investigator, Plan Cache Analyzer and Disk Watcher will only be available if 
Job Watcher is installed correctly and a valid access code for Job Watcher has been applied.  These 
components are included with the Job Watcher license. 
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3 Job Watcher Component View 

The Job Watcher folder contains a list of folders, each providing different features available.   
Collections can be displayed in various ways, either under the Libraries folder on a per library basis, or 
under the Monitors folders to show Job Watcher collections under a monitor. 
 
This also provides options for working with the Job Watcher Definitions that exist on the system.  These 
are used for defining the aspects for what data is collected.  Several IBM-supplied definitions exist, or the 
user can make their own. 
 

 
Job Watcher Component View 
 
The General functions folder contains several additional options for working with the IFS, browsing 
objects, working with the disk units and ASPs or working with any non-IBM i data (VIOS/HMC) that has 
been collected and moved to this system.   The options for working with non-IBM i data are stored in the 
General functions -> Power folder.   
 
These folders are covered in more detail in the next sections. 
 

3.1 Root Folder Menu Options 
The following Job Watcher specific menu options are available by right clicking on the 'Job Watcher' icon 
in the component view: 
 

 
Job Watcher Popup-Menu 
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Menu Item Description 

Find Collections… This option displays the Find Collections interface which provides the ability to look 
for collections matching user-defined characteristics.  Example SQL statements are 
provided.  
 
The results of these queries are available under the General Functions -> Find 
collections results folder. 

Filter Libraries… This option allows you to filter the libraries shown in the Libraries and SQL Tables  
folders by a generic library name or library owner.  This is useful for speeding up the 
display of the list if the system contains many libraries containing collections (and/or 
SQL tables).  

Add Definition This option displays the Add Job Watcher Definition Wizard.  The definition defines 
characteristics about the collection such as which data options to collect. 
 
Note: A definition is required when starting a collection.   

Start Collection This menu will open the Start Job Watcher Collection Wizard where the user can 
kick off a collection using the desired Job Watcher definition.    

Start Monitor This menu will open the Start Monitor Wizard for iDoctor where the user can start a 
Job Watcher, PEX Analyzer or Disk Watcher monitor.  Monitors are designed to 
provide 24x7 collection of performance data. 

Copy QSYS 
QAPYJW* files to 
library… 

This option can be used to copy all QAPYJW* files from QSYS to the desired 
library. 
 
This is an optional step that prepares a library for collecting performance data. 
It also allows the library to appear under the Libraries folder in Job Watcher. 
 

 
Prepare library for performance data window 
 
Note: The reason this exists, is in some situations where previous release DB files 
are used to collect performance data on the current release, then various problems 
will occur. 

Open New Data 
Viewer 

Opens a new Data Viewer window.  This window is used to display tables and 
graphs on the system.  You can open iDoctor-defined reports into this window or 
you can also open any database file or SQL table and display the results in graph or 
table form.  

Set User-Defined 
Reports Database 

This option allows the user to view/modify the currently used user-defined reports 
database.  The database can either be an MS Access file or a library on an IBM i.  
The database stores the information needed to build the user-defined tables and 
graphs shown in iDoctor.  

Clear GUI cache This option clears everything loaded in the GUI’s cache (like menus, graph 
definitions, query definitions, stored procedure versions installed, etc) 

Work with iDoctor This option is a shortcut to the General functions –> Work management -> 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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scheduled jobs Scheduled jobs folder.  It shows all the iDoctor created scheduled jobs that exist on 
the current IBM i system. 

Collections database The iDoctor collection database identifies all collections on the system and can be 
used to facilitate the drill down from one component to another in some situations. 
It also is used to improve performance when browsing collections on the system. 

Properties Use this menu to display version information for the current component.  The build 
level of the GUI is also displayed here. 

 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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4 Definitions 

A Definitions folder is provided in Job Watcher to allow the user to work with the Job Watcher definitions 
that exist on the current system.  An example of this interface is: 
 

 
Job Watcher Definitions Folder 
 
Note: Right-clicking the Definitions folder provides an option to rebuild the IBM-supplied definitions which 
is sometimes needed if none of the Q* definition names appear. 
 
The following options are available when right clicking on one or more definitions in the list: 
 

Field Description 

Change Definition Opens the Add Job Watcher Definition Wizard and loads the selected definition into it 
so it can be changed.   
 
Note: This is only applicable to definitions that aren’t named Q*. 

Add Definition Opens the Add Job Watcher Definition Wizard in order to create a new definition. 

Start Collection Opens the Start Job Watcher Collection Wizard using the selected definition.   

Start New Monitor Opens the Start iDoctor Monitor Wizard using the selected definition.   

Delete Removes the selected definitions from the system. 

Properties Displays the properties for the selected Job Watcher definition.   

 

4.1 Add Job Watcher Definition Wizard 
Use this interface to create or change a user-defined Job Watcher definition.  This option is accessible by 
right clicking the Job Watcher root folder and using the Add Definition… menu. 

It can also be accessed using the Add Definition menu for a definition. 

 
Note: This is an interface over the IBM i command ADDJWDFN. 
 

4.1.1 Welcome 
The Welcome page in the Add Job Watcher Definition Wizard introduces the user to the wizard and 
explains what the wizard will do.   
 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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Add Job Watcher Definition Wizard – Welcome 
 

4.1.2 Basic Options 
The basic options page in the Wizard allows you to enter the definition’s name, description and interval 
duration.  It also provides information about the data collection options selected with a button to configure 
them. 
 
If you wish you can change a definition using this interface by selecting a different definition on the 
system from the drop-down list.  This action will discard all changes made into this interface and load the 
parameters for the definition selected into the Wizard. 
 
An example of the Basic Options panel is shown below: 
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Add Job Watcher Definition Wizard – Basic Options 
 

The following table describes some of the less obvious options on this screen: 
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Option Description 

Definition name The definition name will be added as a new member name in file QAPYJWDFN in 
QUSRSYS.  This cannot start with Q when using this interface. 

Actions button Click this button to display a menu of options relating to Job Watcher definitions: 
 

 
Actions button menu options 
 
View – Displays the properties for the definition.  Only works if changing an existing 
definition. 
 
Delete – Removes the definition from the system. 
 
Reload IBM-supplied definitions – Deletes and replaces all IBM-supplied Job 
Watcher definitions on the system. 

Save The save button will add or update the current definition on the system in its currently 
defined state within this interface.  This also occurs automatically when going 
through the wizard and hitting Finish on the last page. 

Interval duration The size of each sample of data in seconds.   
 
Note: If the collect as fast as possible option is checked then this value is greyed out 
and is not applicable.  

Collect as fast as 
possible 

Check the collect as fast as possible button to collect the next snapshot immediately 
after the previous one finishes (no delay).  Keep in mind this option can be very 
resource intensive so use caution! 

 

4.1.3 Data Collection Options 
The Data Collection Options interface allows you to specify which types of data Job Watcher should 
collect.  The types of data that may be collected are broken up into several different panels. 
 

4.1.3.1 Call Stack 

The call stack tab allows you to specify whether call stacks should be collected and how often.  Job 
Watcher normally only collects call stacks for jobs that used CPU during the interval collected.  You may 
also indicate if call stacks should be collected for jobs that are experiencing performance issues even 
though no CPU was used. 
 
An example of this interface is the following: 
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Add Job Watcher Definition Wizard – Data Collections Options – Call Stack 
 

Option Description 

Every interval The call stack will be harvested every interval for every job in the collection that used 
CPU during each interval. 

Never The call stack will not be collected. 

Only every Nth 
interval 

The call stack will only be harvested for jobs using CPU every Nth interval.  Selecting 
this option will display a field where the value for N can be entered. 
 
If the value for N is 5 then only jobs that used CPU every 5th interval of the collection 
will include call stacks. 

Collect call stacks 
for jobs in conflict 

This option indicates if call stacks should be collected for jobs that are in conflict with 
other jobs.  The value N defines how long the job needs to have been in conflict for 
the call stack to be collected.  N is specified in microseconds. 

Collect call stacks 
for jobs in bad waits 

This option indicates if call stacks should be collected for jobs that are in bad waits.  
The value N defines how long the job needs to have been in a bad wait in order for 
the call stack to be collected.  N is specified in microseconds. 

 

4.1.3.2 SQL 

This page allows the user to define the options for collecting SQL statements for jobs included in the 
collection.   
 
SQL statements are created into file QAPYJWSQL.  Host variables for SQL statements are created in 
QAPYJWSQLH.  QAPYJWSQLO and QAPYJWSQLP contain open cursor lists and prepared statement 
areas if the most detailed choice is selected. 
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Add Job Watcher Definition Wizard – Data Collections Options – SQL 
 

Option Description 

None No SQL statements collected.  This is the default. 

Active SQL 
statements and 
host variables 

SQL statements will be collected for any jobs that are currently running SQL 
statements (at the moment each interval is harvested) within the collection.  If this 
option is used it's quite possible not to get any SQL information if the statements that 
are running complete  

Active or Last 
executed SQL 
statements and 
host variables 

This option will collect the last executed SQL statement and host variable for every 
job in the collection, for every interval the job is active.   
 
Tip: For most users, this is the recommended choice if you wish to collect SQL 
statements. 

Last executed SQL 
statements, host 
variables, prepared 
statement areas 

This option will collect the last executed SQL statement and host variable for every 
job in the collection, for every interval the job is active.  In addition, this option will 
collect information about the prepared statement areas and open cursors for the job 
running the SQL statement.   

SQL collection 
frequency 

If one of the above SQL collection options is selected, this option allows the user to 
determine how often the SQL data should be collected. 

 

4.1.3.3 IBM Technology for Java 

This page allows for the collection of IBM Technology for Java Virtual Machine statistics and thread data.  
IBM Technology for Java is also known as J9 and is the new 32-bit JVM. 
 
JVM statistics for J9 are written to file QAPYJWIJVM.  JVM thread data is written to file QAPYJWIJVT. 
 
If J9 call stacks are collected they are written to file QAPYJWIJVS.  Call stacks for J9 jobs are not 
collected in the regular call stack file QAPYJWSTK. 
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Add Job Watcher Definition Wizard – Data Collections Options – IBM Technology for Java 
 
 

Option Description 

None No J9 JVM information will be collected.  This is the default. 

JVM statistics and 
thread information 

J9 JVM statistics and thread information will be collected.  

JVM statistics, 
thread information 
and call stacks 

J9 JVM statistics, thread information and J9 call stacks will be collected. 

Collection 
frequency 

If one of the above J9 collection options is selected, this option allows the user to 
determine how often the J9 data should be collected. 

 

4.1.3.4 Activation Groups 

This page allows the user to define the options for collecting activation group information for jobs included 
in the collection. 
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Add Job Watcher Definition Wizard – Data Collections Options – Activation Groups 
 
 
The following table describes the parameters available on this page of the Wizard.   
 

Option Description 

None No activation group data collected 

Activation group 
counters in file 
QAPYJWPRC 

If this option is selected, the counters in file QAPYJWPRC (the job/process 
information file) will be filled.  The fields that will be filled are:  CURNUMACTG 
(current number of activation groups) and CURNUMACT (current number of 
activations) 

Activation group 
counters and 
complete details 

This option will collect the activation group counters in the QAPYJWPRC file as well 
as additional files containing complete information about the activation groups for all 
jobs included in the collection. 
 
The files filled by this option are: 
 
QAPYJWAIGP - general activation group information 
QAPYJWAIHP - activation group heap sizes and counts  
QAPYJWAIPA - list of programs in each activation group collection 

Collection 
frequency 

If one of the above activation group collection options is selected, this option allows 
the user to determine how often the activation group data should be collected. 

 
 

4.1.3.5 Sockets/Communications 

This page allows the user to capture communications and socket information for jobs running in the 
collection.  Socket data is collected into files QAPYJWSKTC and QAPYJWSKJB. 
 
An example of this window is shown below: 
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Add Job Watcher Definition Wizard – Data Collections Options – Sockets/Communications 
 

Option Description 

None No socket data will be collected 

Every interval Socket information will be collected every interval 

Only every Nth 
interval 

Socket information will be collected every Nth interval 

 

4.1.3.6 Condition Control 

This page is used to define a conditional control file for the collection.  This file is used to collect data or 
perform unique actions based on criteria encountered during collection.  The control file definitions are 
saved into file QAIDRJWRD.  An example of creating a rule definition via the green screen is available in 
file QAIDRJWRD in library QIDRWCH. 
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Add Job Watcher Definition Wizard – Data Collections Options – Condition Control 
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Option Description 

Use a conditional 
control 

Check the box to define a conditional control file to use for this Job Watcher 
definition.  Uncheck a box will remove it. 

Library List of the libraries found on the system containing existing conditional control files 
named QAIDRJWRD.  The value is editable.  To save the rule definition into a new 
library, type the library name into this field before pressing the Save button. 

Member Within the current library selected, the definition (member) names that were found.  
The value is editable.  To save a new rule definition, provide the name into this 
field before pressing the Save button. 

Description Description of the conditional control member. 

Save This will save the QAIDRJWRD file member containing the contents of the File 
Contents text box currently shown.   

Load This will load the currently specified QAIDRJWRD file member into the File 
contents field. 

Delete This will remove the currently specified QAIDRJWRD file member from the library 
indicated. 

Help This will display additional information about how to define the conditions file.  The 
contents of this information are copied below: 
 
The conditions control file must be a source physical file and may  
be used to specify conditions that Job Watcher will use to limit data  
collection. If a file is specified on this parameter, the   
data collected will be compared against the conditions      
defined in the file.                                   
 
Conditions must be specified in a specific format. A    
description of valid conditions and formats follows:        
Direct field comparison                            
                                                   
Syntax: FIELDNAME.COMPARAND.VALUE                  
Example 1: The condition will be met when more than 75 synchronous   
database writes occur in the interval                                
                                                                     
SYNDBWRT.GT.75                                                       
                                                                     
Example 2: The condition will be met when the wait time in bucket 6  
is between 30 and 80 microseconds.                                   
                                                                     
QTIME06.GE.30.AND.QTIME06.LE.80                                      
                                                                     
Rate condition                                                       
                                                                     
Syntax: RATE(FIELDNAME).COMPARAND.VALUE                              
                                                                     
Example: The condition will be met when the rate of synchronous     
database writes is greater than 10 per second                         
                                                                      
RATE(SYNDBWRT).GT.10                                                  
                                                                      
Percent condition (applies to time spent in a particular wait         
bucket)                                                               
                                                                      
Syntax: PERCENT(FIELDNAME).COMPARAND.VALUE                            
                                                                      
Example: The condition will be met when more than 10 percent of time  
spent waiting was counted in bucket 9                                 
                                                                      
PERCENT(QTIME09).GT.10                                                
                                                                      
Average condition              
Syntax: AVERAGE(FIELDNAME1,FIELDNAME2).COMPARAND.VALUE where         
FIELDNAME1 is a time and FIELDNAME2 is a corresponding count         
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Note: At this time the only time/count combinations reported in Job  
Watcher are the wait bucket times and counts reported in the         
QAPYJWTDE file.                                                      
                                                                     
Example: The condition will be met when the average wait time for a  
wait counted in bucket 5 is greater than 50 microseconds             
                                                                     
AVERAGE(QTIME05,QCOUNT05).GT.50                                      

                                                                                                            

File contents This is the contents of the conditional control file.  This should list one or more 
conditions to check for in the Job Watcher data based on the Help file covered 
previously. 

Mode Displays and configures the type of conditional collection to use.   
 
Per interval                                                 
    The specified condition will be checked in every      
    interval. In this type of collection, data will only 
    be written to the database files for intervals in       
    which the condition was satisfied. If an exit program   
    is specified on the on the User exit program (EXITPGM)  
    parameter it will be called in each interval where the  
    condition was satisfied.        
 
Trigger                                             
    The specified condition will be checked in each         
    interval until the condition is satisfied. Once the     
    condition has been met, data will be unconditionally    
    written to the database files for the remainder of the       
    written to the database files for the remainder of the 
    collection. If an exit program is specified on the on  
    the User exit program (EXITPGM) parameter it will be   
    called one time in the interval where the condition    
    was satisfied.                   
 
Collect until met                                             
    Data will be unconditionally written to the database    
    files until the condition is satisfied. Once the        
    condition has been met, the collection will end. If an  
    exit program is specified on the on the User exit          
    program (EXITPGM) parameter it will be called one time  
    before the collection ends.                                                                                                                      

Trigger timeout When using Trigger mode, this specifies how long the collection should run without    
writing any data to the database files.   The value is specified in either seconds or 
intervals.                

Consecutive intervals 
needed to cause 
condition 

This indicates how many intervals are needed to cause the condition to occur.   

Trigger history 
number of intervals 

Specifies the amount of data (in intervals) that should be buffered as history during 
the conditional collection. The specified amount of data will be maintained until the    
condition has been satisfied, at which time all buffered data will be written to the 
database files along with the data from the current interval.                             

Call exit program Check the box to indicate that a user-defined program will be called.  By checking 
the box, you can then enter the library / program name as well as the desired value 
to pass to parameter 1 of the program. 
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4.1.4 Advanced Options 
The Advanced Options page in the Add Job Watcher Definition Wizard allows the user to configure 
options that are normally only needed in rare circumstances.   
 
An example of this screen is the following: 
 

 
Add Job Watcher Definition Wizard – Advanced Options 
 

GUI Element Description 

Data availability Indicates how soon the collection data will be ready for use.  Job Watcher has the 
capability to collect data for several intervals before actually writing any data to the 
database files.   
 
There are some slight performance gains possible in the collection by specifying 
“At end of collection”, but the downside to doing this is the data may only exist in 
the database files until after the collection has ended. 

Collection file disk 
pool threshold 

Specifies the percentage of the auxiliary storage pool (ASP) that contains the Job 
Watcher database files that can be used before the collection is forced to end.    
 
Use the Change Storage Threshold function of the Start System Service Tools 
(STRSST) command in order to change the system threshold for an ASP.        

System disk pool 
threshold 

Specifies the percentage of the system auxiliary storage pool (ASP) which can be 
used before the collection is forced to end.  
 
Use the Change Storage Threshold function of the Start System Service Tools 
(STRSST) command in order to change the system threshold for the system ASP.        

 

4.1.5 Job Options 
This page allows the user to determine whether all jobs/tasks should be collected, or if specific jobs and 
tasks should be collected.  If the option "Select specific jobs and tasks" is selected then the job/task 
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selection page will be shown next in order for the user to define which jobs and/or tasks should be 
collected. 
 
An example of this window is shown below: 
 

 
Add Job Watcher Definition Wizard – Job Options 
 
The following table describes the parameters available on this page of the Wizard.   
 
Note: Active jobs/tasks are defined as those jobs or tasks that used the CPU for each interval collected. 
 

Option Description 

Include all jobs and 
tasks 

All "active" jobs and tasks running on the system will be collected.   

Include all jobs All "active" jobs running on the system will be collected 

Include all tasks All "active" tasks running on the system will be collected.   

Select specific jobs 
and tasks 

Selecting this option will display the Job/task selection page when the 'Next' button 
on the Wizard is pressed.  This window provides many ways to select or filter which 
jobs/tasks to collect among the jobs/tasks running on the system. 

Collect idle 
jobs/tasks on 1st 
interval 

This option will collect an interval of data for every job/task found within the collection 
regardless if the job/thread/task used CPU or not.  Normally data is not collected for 
jobs and tasks that did not use CPU during an interval. 
 
If a job never uses CPU throughout the entire collection the job name and thread ID 
will not be displayable in the reports unless this option is used. 
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4.1.6 Job/task selection 
This window provides the user with the ability to select the jobs and tasks to include in the collection.  
There are six different ways to select the jobs/tasks to use in the collection:  Job name, task name, 
current user profile, subsystem, pool ID, and taskcount.  These options are listed within the select by drop 
down list.  After making the selection in the list, pressing the Add... button will display the appropriate 
interface in order to make the selection and add it to the list of job/task selection criteria. 
 
An example of this page of the Wizard is: 
 

 
Add Job Watcher Definition Wizard – Job/Task Selection 

4.1.6.1 Job name selection 

Pressing the Add... button while "Job name" is selected in the Select by drop down list will display the 
following window: 
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Add Job Watcher Definition Wizard – Add Jobs Window 
 
This window displays the list of jobs on the system and allows the user to add generic or specific job 
names to the job/task selection criteria list on the job/task selection page of the Wizard. 
 
The following table describes the fields on this window: 
 

Option Description 

Job Filter 
information: Job 
Name 

This field is used to specify a generic job name. This job name may be used to either 
display a list of active jobs running on the system that match the generic name (by 
pressing the Refresh button), or add a job/task selection criteria using a generic 
name (by pressing the Add button). 

Job Filter 
information: Job 
User 

This field is used to specify a generic job user name. This job user name along with 
the job name filter may be used to either display a list of active jobs running on the 
system that match the generic job user name (by pressing the Refresh button), or 
add a job/task selection criteria using a generic job user name (by pressing the Add 
button). 

Job Filter 
information: Job 
Number 

This field is used to specify the job number to use when either filtering the list of 
active jobs or adding a job selection criteria to the job/task selection page of the 
Wizard. 

Job Filter 
information: Current 
user 

Indicates the current user profile to use when displaying the list of active jobs.  This 
option only applies to the "Refresh" button for updating the active list of jobs to select 
from and does not apply to the Add... button (can't select jobs by current user profile 
using the Add button).  To select all jobs for a specific user profile use the "current 
user profile" selection type on the Job/Task selection page of the Wizard. 

Add This button will add the currently specified job information filter (job name, job user 
and job number) to the list of job/task selection criteria on the Job/Task selection 
page of the Wizard.  This option does not apply to the current user field. 

Refresh This button will update the list of "jobs matching the job filter information".   

Jobs list This is the list of jobs matching the job name, job user, job number and current user 
profile specified.  This list may be used to select individual jobs to collect in the job 
watch. 

 

4.1.6.2 Task name selection 

Pressing the Add... button while "Task name" is selected in the Select by drop down list will display the 
following window. 
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Add Job Watcher Definition Wizard – Add Tasks Window 
 
This window displays a field to specify a generic task name to include in the job/task selection criteria list 
on the job/task selection page of the Wizard. 
 
The following table describes the fields on this window: 
 

Option Description 

Task name This field is the generic task name.  Pressing the Add button will add the generic task 
name to the list on the Job/task selection page of the Wizard. 
 
This field could also contain a specific task name if it is keyed in correctly, but there 
is not an option to view the list of active tasks from this window. 

 

4.1.6.3 Current user profile selection 

Pressing the Add... button while "Current user profile" is selected in the Select by drop down list will 
display the following window. 
 

 
Add Job Watcher Definition Wizard – Add Current User Profile Window 
 
This window displays a field to specify a current user profile name to include in the job/task selection 
criteria list on the job/task selection page of the Wizard. 
 
The following table describes the fields on this window: 
 

Option Description 

Current user profile 
name 

This field is for entering the current user profile to collect job information for.  Generic 
names are not allowed for this field. 

 

4.1.6.4 Task count selection 

Pressing the Add... button while "Task count" is selected in the Select by drop down list will display the 
following window: 
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Add Job Watcher Definition Wizard – Add Task Count Window 
 
This window displays a field to specify the task count to include in the job/task selection criteria list on the 
job/task selection page of the Wizard. 
 
The following table describes the fields on this window: 
 

Option Description 

Task count This field is the task count which uniquely identifies a job/thread or task on a system.  The 
task count must be entered in 16 character HEX format. 

 

4.1.6.5 Subsystem name selection 

Pressing the Add... button while "Subsystem" is selected in the Select by drop down list will display the 
following window: 
 

 
Add Job Watcher Definition Wizard – Add Subsystem Window 
 
This window displays a list of subsystems that are running on the system to select from.  By selecting a 
subsystem this indicates that all jobs that running in that subsystem will be included in the collection (if 
not filtered out by other parameters which may also be used). 
 
The following table describes the fields on this window: 
 

Option Description 

Subsystem Contains a list of active subsystems.  Clicking the Add button will add the selected 
subsystem to the list on the Job/task selection page. 

 

4.1.6.6 Pool ID selection 

Pressing the Add... button while "Pool ID" is selected in the Select by drop down list will display the 
following window: 
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Add Job Watcher Definition Wizard – Add Pool Window 
 
This window allows the user to select the jobs/tasks to include in the job watch by the pool the jobs/tasks 
are running in. 
 
The following table describes the fields on this window: 
 

Option Description 

Pool ID This field contains the desired pool ID to collect job/task/threads from.  Clicking the Add 
button will add the selected pool information to the list on the Job/task selection page of the 
Wizard. 

 

4.1.7 Finish 
The Finish page provides complete details about all selections made in the wizard.  If anything listed 
doesn't look right, use the Back button to go back and make any changes necessary.  After clicking 
'Finish' the command (ADDJWDFN) to add the definition to the system will be issued.  The command 
string is listed at the bottom this page and can be copied to a green screen session and modified if 
necessary.   
 
An example of this interface is: 
 

 
Add Job Watcher Definition Wizard – Finish 
 
Note: Click the “Start a collection using this definition” option to launch the Start Job Watcher Collection 
Wizard right after the definition is added to the system. 
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4.2 Properties 
Double-clicking on a definition or using the Properties menu from the Job Watcher Definitions View 
displays all parameters that were used when creating the definition.  An example of this interface is: 
 

 
Job Watcher Definition Properties 
 
Advanced users can change the command string that defines the definition if desired.  If changes have 
been made to the command string, pressing the OK button will remove the existing definition from the 
system and replace it using the command string specified. 
 
Note: IBM-supplied definitions cannot be changed. 
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5 Start Job Watcher Collection Wizard 

Job Watcher provides the capability to collect detailed information about all jobs and tasks on the system. 
 
This section covers the creation of a collection using the Start Job Watcher Collection Wizard.  The 
Wizard is accessible via the Start Collection menu on the Job Watcher or library folder icons.  This Wizard 
guides the user step by step through the process of creating a collection.  Each page is covered in detail 
within the next sections. 
 
Tip: If Job Watcher data already exists in the library it must match the currently installed OS release of 
IBM i or you will be unable to collect more data in that library.   You cannot combine data of different 
releases in the same library. 
 

5.1 Welcome 
The Welcome page in the Start Job Watcher Wizard introduces the user to the wizard and offers 
information about what it will do. 
 
Tip:   Starting a collection requires a definition.  Use the Add Job Watcher Definition Wizard first if you do 
not wish to use the IBM-supplied definitions. 
 

5.2 Basic Options 
The Basic Options Page allows the user to specify the collection name, definition name, library, interval 
duration, and description as well as scheduling options.  The following is an example of this interface: 
 

 
Start Job Watcher Collection Wizard – Basic Options 
 
Some of the less obvious options are described below: 
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Field Description 

Actions button Click this button to display a menu of options relating to Job Watcher definitions: 
  

 
Actions button menu options 
 
View – Displays the properties for the definition.  Only works if changing an existing 
definition. 
 
Change – This will open the Add Job Watcher Definition Wizard and load the 
selected definition’s settings into it. 
 
New – This will open the Add Job Watcher Definition Wizard in order to create a new 
definition. 
 
Delete – Removes the definition from the system. 
 
Reload IBM-supplied definitions – Deletes and replaces all IBM-supplied Job 
Watcher definitions on the system. 

Interval duration The size of each sample of data in seconds.  The interval duration from the definition 
will be preloaded as the default value for this field. 
 
Note: If the collect as fast as possible option is checked then this value is greyed out 
and is not applicable. 

Collect as fast as 
possible 

Check the collect as fast as possible button to collect the next snapshot immediately 
after the previous one finishes (no delay).  Keep in mind this option can be very 
resource intensive so use caution! 

 

5.3 Scheduling Options 
This page allows the user to determine a specific date and time for the collection to begin collecting data.  
By clicking the checkbox, the user can optionally include a date/time to schedule the collection.  This 
option will create a scheduled job on the system.   
 
Use the iDoctor Scheduled Jobs window to check the status of scheduled iDoctor jobs on the system.  
Access that window by right clicking the Job Watcher icon in the Job Watcher component view. 
 
Tip: To configure the default scheduled time (number of days and hours in advance) preference, see the 
Preferences -> Scheduling interface. 
 
An example of this page of the Wizard is: 
 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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Start Job Watcher Collection Wizard – Schedule Collection Start Time 
 

5.4 Termination 
The Termination Page allows the user to specify what conditions should cause the collection to end. 
Whichever option is satisfied first, will cause the collection to end immediately.   
 

 
Start Job Watcher Collection Wizard – Termination 
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5.5 Finish 
The Finish page provides complete details about all selections made in the wizard.  If anything listed 
doesn't look right, use the Back button to go back and make any changes necessary.  After clicking 
'Finish' a STRJW command will be issued to start the collection.  This command is listed at the bottom 
this page and can be copied to a green screen session and modified if necessary.   
 
After the collection is started will take several seconds before anything appears in the GUI while the 
collection is being initialized.  Use F5 to refresh the list of collection in the collection library to work with 
the new collection. 
 

 
Start Job Watcher Collection Wizard – Finish 
 
The following section lists the parameters available on this interface: 
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Option Description 

Submit job options This button allows you to change parameters on the SMBJOB command.  For more 
information see the help text for the SBMJOB command on the IBM i. 
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6 Libraries Folder 

This folder contains the libraries on the system that contain Job Watcher data.  Specifically, these are the 
libraries containing file QAPYJWRUNI.  The list displays each library's name and description.  By 
expanding a library in the tree, you will see the collections that exist within it. 
 

 

Libraries in the Job Watcher Component View 

For more information on this, visit the Main Window PDF documentation on the Libraries Folder and 
Library Folders. 

6.1 Menu Options 
The following menu options are available by right clicking on a library in the component view. 
 

Menu Item Description 

Start Collection... This menu will open the Start Job Watcher Wizard where the user can define and run 
a collection.   

 

Additional menu options that are common to all library folders in iDoctor are discussed Main Window PDF 
documentation. 

 

 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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7 Monitors  

Job Watcher monitors allow for 24x7 collection of Job Watcher data on a system.  They run continuously 
storing only the most recent collections desired.  Job Watcher monitors will run until ended manually by 
the user.  Monitors can be held and released if the user wishes to stop collecting data for now and then 
continue collection again later.  Monitors can also be scheduled to start and end at the desired times.   

 

 

Monitors Folder 

 
Once a monitor has been started and ended, it must be restarted using the Restart Monitor option.  You 
cannot use the Start New Monitor option to restart an existing monitor. 
 
The following green screen commands are used in library QIDRWCH to work with Job Watcher monitors: 
 

Command Description 

STRJWMON This will start or restart a Job Watcher monitor. 

HLDJWMON This will hold the Job watcher monitor.  The monitor job remains active, but no new 
data will be captured until the RLSJWMON command is used to release it. 

RLSJWMON This command is used to release a Job Watcher monitor that has been previously 
held. 

DLTJWMON This command is used to remove a Job Watcher monitor and all the collections 
within it from the system. 

 

A Monitors folder is provided in Job Watcher to allow the user to work with the monitors that exist on the 
current system.  For more information about monitors, see the section on Monitors in the Main Window 
PDF documentation. 

 
 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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8 SQL Tables 

This folder contains all the SQL tables that exist on the system generated by Job Watcher analyses.   

The folder exists in 3 places and each will filter the contents appropriately based on where it is located: 

Location Description 

Under Job Watcher Entire system 

Under a library All collections in the library 

Under a collection Only this collection 

For more information see the SQL Tables section in the Main Window PDF documentation. 

 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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9 Collections 

Moving down the tree within each Library folder are one or more collections that have been created (or 
are currently being created) within the current library.  The green icons indicate active collections and red 
icons indicate collections that have completed.  The status field is used to indicate if any errors occurred 
during collection or the current status of an active collection. 
 

 
Job Watcher Collections in a Library 
 

Some of the less obvious columns shown in a list of collections are described below: 

Column Description 

Using Collection 
Summary 

This column indicates if the Collection Summary analysis has been ran.  This is 
required to produce many of the graphs in Job Watcher and is highly 
recommended to be used for best results. 

Status This indicates what files are missing in most components.  It is normal for some 
files to be missing in all components.  Only if the status indicates:  “ERROR – 
CRITICAL FILES MISSING”, then will the collection be unusable. 
 
Place your mouse pointer over this column to get more information about the 
missing files and which reports they apply to. 
 
Note: Use the Refresh Status menu option on the collection to update the status if 
it is incorrect. 

Ending reason This field indicates what caused the collection to end.  There are several possible 
reasons a collection may end as described below: 
 
Size limit – The collection exceeded the maximum disk space allowed as described 
in the definition. 
Interval limit – The collection stopped when the maximum intervals to collect was 
met. 
Time limit – The collection stopped when the maximum time limit to collect was 
met. 
ASP limit – The system ASP limit as defined in SLIC service tools has been 
exceeded causing the collection to end. 
Ended by user – Job Watcher detected that the user ended the collection 
manually. 
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9.1 Menu Options 
The table below outlines the different types of operations that may be performed by right clicking on a 
collection within the Job Watcher component view. 

 

Collection popup-menu 
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Menu Item Description 

Explore Show the contents of the collection.  

Refresh Status In some situations, the Status column may indicate files are missing incorrectly.  This 
option is used to refresh the collections cache for the selected collection(s) to be sure 
that the files are truly missing. 
 
This also can be used in cases where report folders are missing. 

Analyses -> 
Analyze Collection 

Displays the Analyze Collection window showing the available analyses that can be 
ran against the desired collection(s).  Data generated by these analyses are stored in 
SQL tables which are accessible under the SQL Tables folder. 

Analyses -> Run 
ALL default 
analyses 

If checked, the Run ALL default analyses option will be used.   All default analyses 
will be executed for each collection after it completes.  This is NOT all analyses but 
only a select few that are most commonly needed. 

Analyses -> Run 
XYZ 

This lists you run a specific analysis which varies by component and VRM of the 
collection.   See the Analyses section for a list of those available. 

 

Favorites This list of graphs are the ones most used and are great starting points. 

Waits Contains overview and rankings wait bucket graphs.   
 
Tip: If unsure of where to investigate first, the Collection overview time signature 
is the best place to start. 

CPU Contains CPU, CPU utilization and CPU queueing related metrics. 

Job counts These graphs contain counts for the number of jobs that exist on the system (if 
Collection Summary has been ran) as well as submitted jobs. 

 

Temporary storage These graphs provide metrics related to job temporary storage allocations. 
 
Note:  This folder only appears at 7.2+ and after Collection Summary analysis has 
been ran. 

Page allocations These graphs include metrics related to page allocations, page frames and pages 
marked easy to steal.  

I/O These graphs cover disk I/O metrics, page faults. synchronous response and more. 

Logical I/O These graphs show logical I/O metrics of various types. 

IFS These graphs include all metrics available relating to the IFS. 

 
 

J9 JVM These graphs summarize the JVM statistics for all J9 JVMs.   
Note: These graphs only appear if the J9 JVM data was optionally collected. 

Top consumers These graphs show the current users and generic jobs that used the most CPU or 
spent the most time in any of the “interesting” wait buckets.  

Long transactions This contains reports that shows periods of time where bursts of activity occurred. 
Note: This only appears after running the Long Transactions analysis. 

Call stack summary This folder contains reports that summarize the call stacks found in the collection. 
Note: This only appears after running the Call Stack Summary analysis. 

 

Opens These reports can help give an idea of which programs are causing opens. 

SQL These graphs show metrics related to SQL.  This folder only appears at 7.2+. 

Communications These graphs show metrics related to TCP and socket activity. 
Note: This only appears if socket information has been optionally collected. 

Other metrics This folder contains miscellaneous graphs not covered elsewhere.  It includes things 
like 5250 transactions and spool files created. 

Collection size These reports are used to display detailed information about the size of the collection. 

System tasks 
explorer 

These graphs are used to show wait bucket contributions for system tasks only.  This 
can be used to compare with the Collection overview time signature. 
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Graph Job(s) This option allows you to search for or specify a job and graph it over time using the 
wait bucket data.  You can also specify a 2nd job in order to do a comparison of 2 
jobs at once. 

Search... Performs a search over the entire collection looking for a specific piece of data 
specified by the user. 

Generate 
Reports… 

This option can be used to build a report of the desired set of Job Watcher tables and 
graphs.  The report consists of a screenshot of each graph along with its title and 
collection information.  The reports are built into a HTML page and displayed in the 
web browser when completed. 

Change 
Description… 

This option is used to modify the description shown in the list for a single collection. 

Copy URL Creates a link to the component, library and collection that can be accessed later, or 
sent to another user.   

Copy... Allows you to copy the collection(s) to another location.   

Delete... Deletes the selected collection(s). 

Rename Rename the selected collection. 

Save This option lets you save the collection(s) into a save file on the server. 

Split Divides a collection into multiple pieces based on an interval range or a time range.  
Tip: This can be used to improve performance of graphs if the collection is very 
large. 

Transfer to... Allows a user to create a save file of the selected collection(s) and transfer it to 
another system, the PC or to IBM. 

Stop Ends an active collection by issuing the ENDJW command.   

Properties Displays the property pages for the collection. 

 
 

9.2 Run ALL Default Analyses 
This will run the “default” set of analyses on the selected collections.   

 

Collection menu -> Analyses -> Run ALL Default Analyses  

 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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This list of “default” analyses varies by component and can be viewed by using the menu option 
“Analyses -> Analyze Collection” and looking for the Run All Default column in the list of analyses. 
 

 
Analyze Collection(s) Window -> Run All Default column example 
 
Tip: On the green screen these default analyses are ran when using the QIDRGUI/STRIDRSUM and 
QIDRGUI/RSTIDRDTA SUM(*YES) commands. 

9.3 Graph Jobs 
This interface is found only in the Job Watcher and Collection Services Investigator and is used to graph 
the desired job in any collection over time.  This allows a user to graph and compare 1 job with another 
job on the same system or any system and collection they wish. 

An example follows: 

 

Graph Job(s) Window 
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Some of the less obvious columns are described below: 

Option Description 

Job or task 
contains 

This allows you to enter part of the job name to reduce results when pressing the 
Browse button which is recommended. 

Taskcount The taskcount is the unique identifier for the job and/or task.   
 
It must be provided using the Browse option before using the Open Graph(s) button. 

Graph This is the name of the selection over time graph to open.   

Keep open Check this box if you wish to keep this interface open after pressing the Open 
Graph(s) button.  This will let you open several different graphs at once into a Data 
Viewer more easily before reviewing them. 

 

 

Graph Job(s) Example graph 

9.4 Search 
The Search function in Job Watcher allows the user to look for a known job name, program name, 
subsystem, user profile, and more, to build a report for the detailed data found in the collection that 
matches the search criteria.  The window offers a browse function, so the unique values found in the 
collection for each type can be selected from if desired. 
 
You can search over a single collection in the library or multiple collections in the same library if you 
select multiples before right-clicking then use the Search menu. 
 
An example of this interface is: 
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Collection Search Window 
 
Some of the less obvious fields are described below: 
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Options Description 

Collection(s) This is the list of collections to search.  It includes library name, collection name and 
VRM for each. 

Browse The browse option is used to see the possible values matching the field you are 
searching on.   After selecting a value from the window, the search text box value will 
be updated. 
 
Note:  The data is prefiltered based on the value entered in the text box at the time 
the Browse button is pressed. 
 
An example of this interface is:   
 

 
Job starts with QZD Browse function example 

Starts with search This checkbox is used to indicate if the search should be on the beginning of the data 
being searched or just contained anywhere in the field.   

Use a case-
sensitive search 

If you need to search on a mixed case system task name, then check this box.   

 
The Search criteria section allows you to enter the values appropriate for the search type selected.  The 
fields available to search on change based on search type picked.   
 
For example, performing a search using search type “Job or task name starts with” with the value QZDA 
would give a report like this: 
 

 
Job or task name contains QZDA search results 
 
From this report there are drill down options available to view graphs for any job and interval selected.  
For this example, right click and choose an option under the “Selected threads” menu. 
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The other search types such as call stack provide different outputs and drill down options as applicable.   
 

9.5 Generate Reports 
The Job Watcher Generate Reports function is used to create the desired series of reports and save each 
one as an image that can be reviewed later.  The reports can be over one or more collections in the 
desired library.  Selecting multiple collections will cause each graph produced to be over all collections 
selected (assuming the graph picked supports this feature.) 

In addition to the reports generated this function will also build a summary of all collections. 

 

Generate reports collection summary information for 3 collections 

 

In addition, the creation settings and definition information for each collection is listed next in the report. 

 

Generate reports creation settings and definition information. 

 

And then finally a section next will list information about the system for each collection selected.   

 

See the Generate Reports section in the Main Window PDF for additional information on using this 
interface. 

iDoctor_MainWindow.pdf
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9.6 Split 
Job Watcher provides a function that allows a user to split a large collection into one or more smaller 
collections.  This is sometimes useful if the time range of interest within a collection is known and you 
wish to isolate the data for only that time period. 
 

Tip: If your graphs are taking a very long time to appear, this option can be used to speed up the SQL 
statements by reducing the amount of data being analyzed. 

An example of this interface is: 

 

Split Collection Window – Single Split Mode 

When performing only a single split, some of the options on the screen are different than when performing 
multiple splits.    

Note #1: When generating multiple collections, the name must be less than 8 characters. 

Note #2: All desired analyses must be recreated in the newly created collection(s). 

9.7 Stop 
An active collection can be stopped by using the Stop menu found by right clicking on a collection within 
the Job Watcher component view.   
 
This option will issue an ENDJW command to end the collection.  This is not instantaneous and could 
take several seconds to reflect as ended in the GUI. 
  

9.8 Properties 
This section covers the property pages for a collection.  Access the property pages by right clicking on a 
collection and choosing the Properties menu. 
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9.8.1 General 
The General property page provides basic information about the collection such as when it was created, 
the job that created it, its size, and number of intervals. 
 

 
Collection Properties - General 
 
Some of the less obvious information on this screen is described below: 
 

Option Field Description 

Status This indicates if the collection is usable or not and which types of files or data is 
missing.  Note: It is normal for some files to be missing and not cause for concern.   

Job running 
collection 

Displays the name of the job that created or is currently creating the collection.  If the 
job log is available a button will be shown to display it. 

Total initialization 
time 

Displays the estimated initialization time for the collection in timestamp format.  This 
is an estimate of the amount of time it took between the collection being started and 
the 1st interval of data being collected 

Collection size The total size of the collection.  This number does NOT include any SQL tables 
generated.   

Analysis flags These indicate which tables exist in the collection and is for debug/support purposes 
only. 

 

9.8.2 Creation Settings 
The Creation settings property page provides details about the parameters that were used when creating 
the collection. 
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Collection Properties – Creation Settings 
 
The information shown on this window matches the Finish page of the Start Job Watcher Wizard when 
the collection was created.   
 

9.8.3 Definition  
The definition page displays the parameters that were defined in the definition used to create the 
collection. 
 

 
Collection Properties – Definition 
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9.8.4 Wait Buckets 
In IBM i, Collection Services and Job Watcher utilize the same 32 wait buckets to identify the types of 
waits occurring on the system. 
 
Each specific type of wait is identified by an enum (a wait point on the system) and each enum is given a 
wait bucket.  In Job Watcher, we can tell how much time was spent in each wait bucket for each thread 
during each interval.  We can also tell what enum (wait) each thread was in at the end of interval and how 
long the thread was in that wait (the current wait). 
 
The wait bucket page displays the wait bucket and enums within each bucket that were used during 
creation of the collection.  Typically, the wait bucket mapping never changes except at release 
boundaries.  These wait buckets are necessary for the wait graphs shown in Job Watcher and Collection 
Services Investigator.  Some graphs also exist in PEX taskswitch and utilize the same buckets. 
 

 
Collection Properties – Wait Buckets 
 
Tip:  Check the box “Display wait buckets only” if you just want to see a list of all the wait buckets without 
showing any specific enums within each bucket. 
 
For more information on wait buckets, see the Job Waits White Paper. 
 

9.8.5 Situations 
The Situations panel shows the Job Watcher Situational Analysis situations that have been defined by 
iDoctor.  From here you can see the ID # of each situation, its name, as well as the problem and 
resolution descriptions. 
 

https://public.dhe.ibm.com/services/us/igsc/idoctor/Job_Waits_White_Paper_74.pdf
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This page also shows the number of times each situation occurred during the collection via the Total 
column.  Please note that if the collection has not been summarized and the Situational Analysis not yet 
ran then the 0 values may not be accurate.  
 

 
Collection Properties – Situations 
 

9.8.6 System 
The system property page displays details about the system the collection was created on.  This 
information includes the type, model, operating system VRM and the number of processors. 
 

 
Collection Properties – System 
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9.8.7 LPAR CPU 
The LPAR CPU property page provides details about the CPU utilization on the current partition during 
collection as well as the current processor capacity (CPC) value. 
 

 

Collection Properties – LPAR CPU 

 

9.8.8 Collection File Locks 

Use this interface to see which jobs on the system have locks on any of the Job Watcher collection 
file/members.  Note: This is for informational purposes only.  No actions can be taken from here. 

 

 

Collection Properties – Collection File Locks 
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10  Analyses 

The available Analyses in Job Watcher and what they provide is described in this section. 

All analyses are written as SQL stored procedures and are initiated from the Analyses menu after 
selecting one or more collections and right-clicking.  Each analysis has a 'fast path' option that allows it to 
be ran without visiting the Analyze Collection window. 

 

 

Analyses popup-menu for a collection   

 

10.1 Analyze Collection Window 
The Analyze Collection window presents the user with a list of available analyses that can be ran over the 
currently selected collection(s).  It is opened using the Analyses -> Analyze Collection... menu. 
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Job Watcher Analyze Collection(s) Window 

Each available analysis is presented to the user on this screen.  Only the checked analyses will be 
executed. 

Special options for Situational Analysis such as creating your own situations or modifying the parameters 
used by the IBM defined situations are accessible by clicking the Situations button. 

The controls on this interface and what they do is described in more detail in the following table: 

Option Description 

Situations... button Opens the Job Watcher Situations window which allows the user to modify the 
parameters used by the IBM-defined situations or create new ones. 

Clear button This button unchecks all analyses. 

Toggle selected 
button 

This button changes the checked state of all analyses in the list. 

Analyses available 
list 

This is the list of the analyses available.   
Checking an analysis name indicates that it will be ran when the OK button is 
pressed. 

Submit this request 
to a batch job 

If this option is used an SQL script will be created on the server and ran in a new 
submitted job.  NOTE: This requires FTP access to the IBM i or this option will fail. 

Always run 
analyses in a batch 
job 

This option is a preference linked with Preferences -> Miscellaneous tab -> “Always 
run analyses in a batch job”.  If checked the analysis will run in a batch job instead of 
a Remote SQL Statement Status View. 

 

10.1.1 Job Watcher Situations Window 

This window is accessed by clicking the Situations… button on the Analyze Collection(s) window.  It 
allows you to turn on or off any situations you want to disable or enable or change their settings.   

Note:  When changes are made to iDoctor-defined situations, those are indicated with the Changed 
column showing ‘Yes’. 

https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
https://public.dhe.ibm.com/services/us/igsc/idoctor/iDoctor_MainWindow.pdf
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Job Watcher Situations 

 

Some of the less obvious options are described below: 

Option Description 

Situation (name) This field displays or allows you to modify the current situation name. 

Filter value If applicable this text field allows the user to modify the value for the filter. 
Within the SQL statement the <<FILTER>> parameter will be changed at run-time to 
use the value specified here. 

Color This option displays the (background) color to use for this situation.  Press the 
Change.. button to modify it. 

Update Press this button to save any changes made to the situation name, filter value or 
color.  To change other aspects of the situation you will need to select it from the list 
and then press the Edit button. 

Edit This option allows you to modify any of the details for the selected situation in the list. 

Delete The delete button will remove any user-defined situations.  You cannot remove 
iDoctor-defined situations, but you can press the Show column’s checkbox to stop 
using it. 

Default This option will discard all changes made to the iDoctor-situations and removes all 
user-defined situations from Job Watcher. 
Use with caution! 

 

10.1.2 Job Watcher Situations Editor 

This screen is shown when creating a new situation or editing an existing one.   When making changes to 
the SQL statement be sure to use the Test SQL button before hitting Accept to be sure it will work and 
provide the desired situations (hits) within the current collection. 
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Note: The SQL statement examples are only enabled when creating a new situation. 

 

 

 

10.2 Call Stack Summary 
This analysis is used to analyze the call stack data to look for stacks that are common or associated with 
certain performance characteristics.   

When running the analysis, you may be prompted with the following interface: 
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Run Call Stacks Analysis Window 

Note:  This interface will only appear if the Preference -> Confirm -> Prompt for filtering options when 
running most PEX and JW analyses is checked. 

If the interface is not shown the default options are those shown above (16 call level groupings by 
procedure with no job grouping options checked.) 

 

Option Description 

Generate call stacks by 
job/thread/task SQL table 

This checkbox will create an additional report that groups the call 
stacks by job/thread/task.  

Generate call stacks by generic 
job/task SQL table 

This checkbox will create an additional report that groups the call 
stacks by generic job or task name. 

Grouping option This option controls whether the grouping of the call stacks is based on 
the procedure or instruction address. 
Note: If offset and statement number must exist in the reports, then 
the instruction address grouping option is required.   

Call levels The maximum number of call levels to group the call stacks by in the 
report.  Call stacks that have differences beyond this many call levels 
will be grouped together.  Any value can be entered from 16 to 50. 
Note: The larger this value is, the slower the analysis will be. 

Only include call stacks for CPU 
or “interesting waits” 

This will cause the call stacks returned to be reduced and only return 
call stacks that occurred while interesting waits or CPU occurred.  This 
will avoid returning call stacks in the reports that are often for idle jobs 
and not of interest. 
 
Tip:  The “interesting waits” are those wait buckets that are shown on 
the Collection overview time signature graph. 

 
After running the analysis, the Call stack summary folder will appear under the collection. 

10.2.1 SQL Tables  
The list of SQL tables generated by the analysis are shown below: 
 



IBM iDoctor for IBM i  

SQL table Description 

Qaidrjwstkgenjob0_<MBR> Generic job call stack summary file grouped by procedure 

Qaidrjwstkgenjob1_<MBR> Generic job call stack summary file grouped by instruction  

Qaidrjwstkgenjobkeys0_<MBR> Generic job call stack keys grouped by procedure 

Qaidrjwstkgenjobkeys1_<MBR> Generic job call stack keys grouped by instruction 

Qaidrjwstkgenjobstats0_<MBR> Generic job call stack stats grouped by procedure 

Qaidrjwstkgenjobstats1_<MBR> Generic job call stack stats grouped by instruction 

Qaidrjwstkjob0_<MBR> Job/thread call stack summary file grouped by procedure 

Qaidrjwstkjob1_<MBR> Job/thread call stack summary file grouped by instruction 

Qaidrjwstkjobkeys0_<MBR> Job/thread call stack keys grouped by procedure 

Qaidrjwstkjobkeys1_<MBR> Job/thread call stack keys grouped by instruction 

Qaidrjwstkjobstats0_<MBR> Job/thread call stack stats grouped by procedure 

Qaidrjwstkjobstats1_<MBR> Job/thread call stack stats grouped by instruction 

 

Qaidrjwstkjvaproci0_<MBR> J9 JVM call stack summary  

Qaidrjwstkjvaproci1_<MBR> J9 JVM call stack summary 

Qaidrjwstkjvastack0_<MBR> J9 JVM call stack keys 

Qaidrjwstkjvastack1_<MBR> J9 JVM call stack keys 

Qaidrjwstksum0_<MBR> Collection call stack summary file grouped by procedure 

Qaidrjwstksum1_<MBR> Collection call stack summary file grouped by instruction 

Qaidrjwstksumkeys0_<MBR> Collection call stack keys grouped by procedure 

Qaidrjwstksumkeys1_<MBR> Collection call stack keys grouped by instruction 

Qaidrjwstksumstats0_<MBR> Collection call stack stats grouped by procedure 

Qaidrjwstksumstats1_<MBR> Collection call stack stats grouped by instruction 

Qaidrjwstksumtmp0_<MBR> IBM internal use 

Qaidrjwstksumtmp1_<MBR> IBM internal use 

 

10.3 Change sensitive user data 
These options are used to hide or replace potentially sensitive data in Job Watcher.   

Note: This is a one-way process with NO RESTORE option.  Be sure to make a backup of the collection 
before using.  You will need to rerun the analyses on this collection as well after using. 

It will update the following things in the Job Watcher files: 

1) User programs names and library names 

2) User module names 

3) User procedure names 

4) System name and system serial number 

5) User job names, current user profiles, wait object names and holders. 

6) J9 JVM thread names and procedure names 

7) SQL package information 

8) Subsystem names 

9) Remote DBS names 

 

Other things that could contain sensitive data that are NOT updated include: 

a) Activation group names and program activation program names 

b) SQL statements and host variable data 

c) Socket data (IP address, user profiles, job information) 
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10.3.1 SQL Tables  
The list of SQL tables generated by the analysis is shown below and is accessible under the SQL tables 
-> Change sensitive user data folder.  These files are mostly mappings of old names to new names. 
 

SQL table Description 

QAIDRJWX_<MBR> List of original job names, user, number 

QAIDRJWXUSER_<MBR> Mapping of job user names  

QAIDRJWXSRM_<MBR> Mapping of SQL package source member names  

QAIDRJWXSRF_<MBR> Mapping of SQL package source file names  

QAIDRJWXP_<MBR> Mapping of procedure names (in QAPYJWPROC) 

QAIDRJWXPKG_<MBR> Mapping of SQL package names  

QAIDRJWXPGM_<MBR> Mapping of program names (in QAPYJWPROC) 

QAIDRJWXMOD_<MBR> Mapping of module names (in QAPYJWPROC) 

QAIDRJWXLIB_<MBR> Mapping of library names 

QAIDRJWXJTT_<MBR> Mapping of J9 JVM thread names 

QAIDRJWXJSJ_<MBR> Mapping of J9 JVM procedure names 

QAIDRJWXJOB_<MBR> Mapping of job names 

QAIDRJWXJOBSBS_<MBR> Mapping of subsystem names 

QAIDRJWXDBS_<MBR> Mapping of remote DBS names 

 

10.4 Collection Summary 
The Collection Summary analysis summarizes the job and wait bucket data to improve performance of 
graphs shown in Job Watcher and to offer more graphing options.  The statistics are added up on a per 
interval basis and idle wait metrics from file QAPYJWSTS are expanded into an iDoctor SQL table 
(QAIDRJWGAP_<<COLNAME>>) for easier processing. 
 
This analysis will automatically create indexes to improve performance of the graphs and reports.  Note: 
Due to design limitations no QAPYJW* file/member are indexes are built unless working with the *FIRST 
member in the library. 
 
After running the analysis, many new features become available in Job Watcher and are described in the 
next sections. 
 

10.4.1 Additional graphs 

After the collection summary analysis is ran, many additional graphs become available. 

For example, this is the contents of the Waits -> Dispatched CPU rankings folder before and after the 
analysis is ran: 

 

Before Collection Summary 
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After Collection Summary 

 

Additional graphs available after running the Collection Summary includes: 

- 6 additional favorites graphs 

- Many additional job ranking options 

- Waits -> Collection overview time signature with workload capping (if data exists) 

- Waits -> Clients + Workers wait time 

- Waits -> Collection overview time signature with max waits in-progress 

- Waits -> Current wait duration time signature with max waits in-progress 

- Waits -> Disk time signature with max disk waits in-progress 

- Waits -> Current wait duration time signature 

- Waits -> Time waiting on objects 

- Waits -> Wait counts 

- Waits -> Average wait times 

- Waits -> Average CPU times 

- Waits -> Average disk wait times 

- Job counts -> Job counts 

- Temporary storage graphs 

- Page allocations -> Temporary pages allocated/deallocated   

- Page allocations -> Net perm/temp pages allocated 

- Page allocations -> Net temporary pages allocated 

- I/O -> Synchronous reads and writes 

- I/O -> Synchronous reads and writes with avg/max/in-progress response times 

- I/O -> Average synchronous read response 

- I/O -> Average synchronous write response 

- I/O -> Maximum synchronous read response 

- I/O -> Maximum synchronous write response 
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10.4.2 Graphing multiple collections  
The ability to graph multiple collections within a single chart is available for many of the Job Watcher 
graphs.  To initiate this process select them in the list of collections then right-click and pick the desired 
graph.   Tip:  Time breaks between collections are indicated by vertical dashed lines. 
 

 
Executing a graph against 3 collections 
 

 
Graph multiple collections prompt 
 

 
Collection overview time signature 

 

10.4.3 Intra-component drill downs 
The Collection overview graph shows and provides options to drill down between components.  Widgets 
are used to show that drill downs into CSI, Disk Watcher or PEX exist from Job Watcher.  Note: This is 
only if the iDoctor collection’s repository is available! 
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+ sign widget indicates that PEX drill downs are available in these intervals 
 
Right-click on data in one of these intervals to have the option to view PEX Data for the selected period. 
 

 
Drill-down into PEX example from Job Watcher 
 

10.4.4 SQL Tables  
The list of SQL tables generated by this analysis are shown below: 
 



IBM iDoctor for IBM i  

SQL table Description 

QAIDRJWSUM_<MBR> Interval summary file 

QAIDRJWGAP_<MBR>> Active and idle wait bucket times 

QAIDRJWTL_<MBR>> List of identified taskcounts 

QAIDRJWCLTSUM_<MBR> Client and worker interval summary file 
This refers to QDBSRV* jobs (workers) and the jobs that caused them 
to work (clients). 

QAIDRJWCLT_<MBR> Client and worker taskcounts 

QAIDRJWSTS_<MBR> This identifies last active intervals over time for every taskcount (TDE) 
on the system. 

QAIDRJWQROHASH_<MBR> Identifies if QRO data exists in the collection or not. 

QAIDRJWWLC_<MBR> Identifies if workload capping data exists in the collection. 

 

10.5 Collection Summary by TDE type 
This option is used to produce an SQL table that summarizes the job statistics into 4 types of work per 
interval:  Idle (I), Jobs (primary threads - P), Tasks (T) and Secondary threads (S). 

There are currently no graphs over this output and the raw data can be viewed under the SQL tables -> 
Collection Summary by TDE type folder. 

 

SQL tables -> Interval summary by TDE type 

10.5.1 SQL Tables  
The list of SQL tables generated by the analysis are shown below: 
 

SQL table Description 

QAIDRJWTSUM_<MBR> Interval summary by TDE type 

 

10.6 Destroy all host variable data in QAPYJWSQLH 
This option permanently removes all host variable data in the collection.  In some cases, if sensitive data 
may exist within that file this may be necessary before sending the data to IBM or others. 
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No features or data is generated by this analysis. 

 

10.7 Job Summary 
The Job Summary analysis allows a user to build tables that add up job statistics across 1 or more 
collections.    
 
Note: If the collections specified have not already been summarized (i.e. the Collection Summary analysis 
has not yet been ran), it will be ran automatically by running this analysis. 
 
An example of this interface is: 
 

 
Job Summary Window 
 
The following table describes the less obvious parts of the interface: 
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Option Description 

Job (10 max) This field indicates which jobs to include in the reports by specifying a portion of the 
job name.  If you leave this field blank all jobs will be included in the report. 
 
Up to 10 job name values may be entered.  Separate multiple values with a comma. 
 
The drop-down list allows you to specify if each value used should be a “contains” 
comparison or a “starts with” comparison. 

Minimum run time 
(hours) 

If you wish to filter the job data by a minimum time the job ran, then enter a value in 
hours. 

Minimum CPU 
(secs) 

If you wish to filter the job data by a minimum CPU time used, then enter a value in 
seconds. 

 

Creation options: 
library 

This field allows the user to specify a different library than the current one for the 
SQL tables generated. 

Job totals (all 
collections) 

If checked a report will be generated that summarizes the data across all collections 
by job. 
 

Threads totals (all 
collections) 

If checked a report will be generated that summarizes the data across all collections 
by thread/taskcount. 

Generic job totals This option must be checked to include additional reports that summarize the metrics 
by generic job name.  The number of characters to use in the generic job name can 
be specified using the Name length drop-down list. 

 
Pressing the Submit button will run the analysis over the desired collections and place the results in both 
the SQL tables or Job Summary folders.  2 subfolders are created for each of the creation options 
checked. 
 
After running the analysis, the Job Summary folder will contain the new SQL tables which can be 
opened to provide additional analysis options. 

 

Job Summary folder  

Clicking on one of these will show the collection(s) used within the Job Summary as well as any 
parameter filtering used when creating the analysis.   

 
Thread Totals by collection folder 
 

10.7.1 Additional graphs 
All analysis options are available under the Job Summary folder under a library. 
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Job Summary folder 
 
The user has 2 main ways to analyze this data. 
 

1) Right-click one of the SQL tables and use one of the graphing options.  This will open the graph 
over all collections included in the job summary.  If the data was filtered, then the collection 
overview only includes metrics for those filtered jobs. 
 

 
 

2) Open an SQL table in the Data Viewer, then right-click and use one of the graphing options. 
 

 
 
 

10.7.2 Selected job(s) over time graphs 
Depending on the SQL table, this option allows the user to graph the selected threads, jobs or generic 
jobs over time.   
 
Tip: If the analysis was done over multiple collections and currently using a report not “by collection” then 
you will be able to scroll and see the data across multiple collections. 

Note: These graphs will only work if all Job Watcher data in the original collection(s) behind these SQL 
tables still exists. 
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Selected Generic jobs drill down options 
 

 
Generic job wait time signature  
 

10.7.3 Rankings filtered by <selected job(s)> 

This menu option allows the user to use any of the normal Job Watcher rankings graphs, but filtered 
down showing only the threads, jobs or generic jobs selected.   

Note: These graphs will only work if all Job Watcher data in the original collection(s) behind these SQL 
tables still exists. 

 

Rankings filtered by selected generic jobs menu 

10.7.4 Job Summary rankings filtered by <X>  

These options provide wait bucket and other statistics for the desired jobs.  What is displayed is 
controlled via the Filter by -> menu and could be either: 

1) All jobs 

2) Selected jobs 

3) Prompt the user for a generic job name 
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Note: These graphs use only data found the SQL tables.  (i.e. They will still work if the original collections 
have been deleted.)   

 

The types of rankings wait graphs that can be generated are based on CPU and all the “interesting waits”.   

 

 
Job Summary rankings filtered by All jobs example 
 

 
Dispatched CPU rankings by generic job (for all jobs) 
 
  
The types of graphs available under the Other metrics option are: 
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Job Summary rankings filtered by <X> -> Other metrics rankings by generic job menu 
  

 
CPU consumption by generic job 

 

10.7.5 SQL Tables  
The list of SQL tables generated by the analysis is shown below (where <<X>> is a unique number): 
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SQL table Description 

QAIDRJW7SUM_<<X>> Generic job totals 

QAIDRJW6SUM_<<X>> Generic job totals by collection 

QAIDRJW4SUM_<<X>> Job totals 

QAIDRJW2SUM_<<X>> Job totals by collection 

QAIDRJW3SUM_<<X>> Thread totals 

QAIDRJW1SUM_<<X>> Thread totals by collection 

 

10.8 Lock Trace 
This analysis is very specialized and requires that a PEX collection containing lock events has also been 
collected at the same time as the Job Watcher collection to produce any PEX data.  It looks at jobs and 
call stacks in the Job Watcher data that identify certain wait conditions associated with performance 
problems relating to locks. 

Note: This analysis requires that the browse collections repository contains the associated PEX data 
needed Use General Functions -> Browse Collections (right-click) -> Full rebuild option. 

The analysis will: 

1) identifies jobs/call stacks that have specific lock wait criteria (enum = 5, CURRSTATE = WAIT 
and call stack contains both rmtmDelay* and program QDB*) 

2) summarizes the time periods in #1 by lic wait object handle and taskcount, for each of these 
results, pex lock data is retrieved  

3) for each summarized time period in the JW data, build a table of PEX lock event results for the 
same time period and job. 

After running the analysis, access the data from the SQL tables -> Lock trace folder. 

10.8.1 SQL Tables  
The list of SQL tables generated by the analysis is shown below: 
 

SQL table Description 

QAIDRJWLCKSUM_<MBR>>  
 

Lock trace job summary 

QAIDRJWLCK_<MBR>  Lock trace hits 

QAIDRJWLCKPEX_<MBR> Lock trace PEX details 
Note: This will only be generated if PEX data is found! 

10.9 Long Transactions 
The long transactions analysis is perhaps poorly named. This analysis does not look for long running 
5250 transactions but instead looks for time periods in the job data where no normally 'idle' waits 
occurred.  It identifies time where jobs spent exclusively doing real work without pause.  It also identifies 
long running SQL statements (assuming those SQL statements also did not experience any 'idle' waits 
during their execution). 

From the SQL tables generated by this analysis a user can view the longest periods of activity in the 
collection and the jobs that caused them. 

After running the analysis, use the SQL Tables -> Long transactions folder to view results. 
  

10.9.1 SQL Tables  
The list of SQL tables generated by the analysis is shown below: 
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SQL table Description 

QAIDRJWTXNSUM_<MBR> Identifies time periods where no idle waits occurred 

 

10.10 Situational Analysis 
Situational Analysis is a function in iDoctor that looks for performance problems in a collection as an 
optional analysis.  When ran and if situations (problems) are found in the data, they will be highlighted as 
background colors on the collection’s overview graphs.  Each situation identifies the job(s) associated 
with the situation and offers drill down options to view those jobs.    

Note:  Not all overview graphs will show the situations.  Only some of the graphs in the Favorites and 
Waits folders will show situations. 
 
Users can control the Situations executed when running this analysis by using the Situations... button on 
the Analyze Collection window. 
 
After running the analysis, the following additional features become available: 
- Collection properties -> Situation’s tab 
- Interval Summary -> Situation’s tab  
- Detail reports -> Situations  
- Situation information is displayed in the background when SQL statements are running in the 

Collection Overview Time Signature graphs. 
  

10.10.1 SQL Tables  
The list of SQL tables generated by the analysis is shown below: 
 

SQL table Description 

QAIDRJWANL_DTL_<MBR>> Situational Analysis Detail file 

 

10.11 Modules Waiting 
This analysis identifies the top XPF program/modules/procedure and LIC procedures found in the call 
stacks captured by wait object type and LICWO. 

After running the analysis, access the data from the SQL tables -> Modules Waiting folder. 

10.11.1 SQL Tables  
The list of SQL tables generated by the analysis is shown below: 
 

SQL table Description 

QAIDRJWMOD_<MBR>  Modules waiting  

An example follows: 
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Modules waiting SQL table 
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11  Holder menu 

If a holder is listed in any report a Holder menu will appear with options allowing you to drill down into the 
holder.  To perform a drill down on a specific job, simply right-click the row or bar for the waiting job and 
pick one of the Holder menu options.  Often the holder job (or its call stack) shows the cause of the 
problem whereas the waiter job is usually just one of the “victims” of the holder. 

The following shows an example of drilling down into a holder from a job within the Interval Summary -> 
Objects waited on interface: 

 

Interval Summary – Objects waited on – Holder menu example 

The Holder menu should appear in any of these situations: 

1) The report contains HTASKCNT with a value > 0 or an HTASKNAME value. 

2) Clicking on the Holder name within the Interval Details interface. 

3) Any rankings or selection over time graph that contains an “H” within the FLAGS shown. 

11.1 Holder chase 
In the previous example, there is a “Holder chase” option.  Sometimes holder jobs can be held up by 
other holders.  This report traverses the holder “chain” until no more holders are found. 

 

Holder chase example (The waiter job is at level 1 and the holder job is at level 2 with no other holders) 
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12  Graph notes 

This section provides tips about the graph metrics available in Job Watcher. 

NOTE: It is critical that the View menu’s Report Visibility level is set to the desired option.  This is 
indicated in the title bar of the Main Window and Data Viewer.  Otherwise graphs you might be trying to 
find will not appear. 

 

 

Tip: In addition, if the collection status indicates that certain files are missing, then graphs or reports 
using those files will NOT appear. 

This section also covers briefly a discussion on “interesting” vs “idle” waits and on CPU related fields 
shown in many Job Watcher graphs. 

12.1 CPU metrics 
Many of the Overview graphs show different types of CPU utilization. 

 

Collection overview time signature 
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 Average partition CPU utilization (green line) – This is the average CPU utilization for each 
summarized interval as collected by the LPAR.   

Maximum partition CPU utilization (black line) – Because each bar in the graph could contain 
data from several intervals, this is the highest partition average CPU utilization that occurred.  It is not a 
true maximum that occurred but the maximum of the average that occurred in those intervals being 
summarized. 

Average collection CPU utilization (blue dashed line) – This is CPU utilization as taken ONLY 
from the Job Watcher jobs captured during the collection.  

A Job Watcher collection is unlikely to contain all jobs on the system because Job Watcher will 'miss' job 
CPU contributions if they live and die within a single Job Watcher interval. These contributions don't get 
recorded in the main JW file QAPYJWTDE. 
 
To account for this Job Watcher also collects CPU statistics for the entire system while the collection is 
running. We call that "partition CPU utilization" above. 

  
Given the reasons above, sometimes collection CPU utilization will be less than the partition CPU 
utilization which can be interesting. (Possibly lots of short-lived threads/tasks started up and were within 
the "collection CPU" statistic). 
 
Avg vs maximum is used because the time interval grouping can be configured to something greater than 
the collected interval size (1 min, 10 min, etc). 

If you are looking at the collected interval size however, they will be the same and the green and black 
lines merge together. 

VCPU delays as a percentage of Dispatched CPU – This value shows the amount of time virtual 
processors spent waiting to run in relation to the dispatched CPU time used. 

The formula for this is (((SYPTREADY + SYPTLATEN) / DOUBLE(1000)) / TIME01) * 100.00 and is multiplied by 100 so 

it will graph well with the other metrics on the secondary Y-axis.   

SYPTREADY Virtual processor thread wait ready time. The elapsed time in milliseconds that 
ready to run threads of the partition's virtual processors waited to be dispatched 
while entitled capacity was exhausted. 

SYPTLATEN Virtual processor thread dispatch latency. The elapsed time in milliseconds that 
ready to run threads of the partition's virtual processors waited to be dispatched 
while entitled capacity was not exhausted and a physical processor was not 
available. 

TIME01 This is the Dispatched CPU time spent (in seconds) 

Average CPU rate – This value shows the effect of CPU power saving, also known as CPU 
scaling that occurred over time.  It is multiplied by 100 so it will scale with the rest of the fields on the 
secondary Y-axis and will typically be at the top of the graph around 100%.   

12.2 “Interesting” wait buckets 
Job Watcher (and Collection Services Investigator) both make use the IBM i wait buckets instrumented on 
the system.  There are 32 wait buckets, and these cover all possible wait states that a job can be in.  

Many of these buckets are associated with idle waits and generally are not of any interest from a 
performance standpoint.  For that reason, many iDoctor graphs only show the wait buckets that are 
interesting for a performance perspective. 

The interesting wait buckets are: 
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Bucket  Description 

1 Dispatched CPU 

2 CPU queueing 

5 Disk page faults 

6 Disk non-fault reads 

7 Disk space usage contention 

8 Disk op-start contention 

9 Disk writes 

10 Disk other 

11 Journaling 

14 Machine level gate serialization 

15 Seize contention 

16 Database record lock contention 

17 Object lock contention 

18 Ineligible waits 

19 Main storage pool overcommitment 

20 Journal save while active (7.2+ only) 

31 Synchronization token contention 

32 Abnormal contention 

 

Additional buckets will appear on some graphs, but these are not “real” wait buckets.  These are 
produced through iDoctor calculations, and their usage is only in a few graphs. 

 

Bucket  Description 

01T Transferred CPU 
This value indicates CPU time spent in system tasks occurred.  It is rare to see time spent 
in this bucket with current IBM i releases. 

01A Dispatched CPU active 
Time dispatched to the CPU and using it 

01D Dispatched CPU sharing 
Time dispatched to the CPU and not using it (virtual processors/etc.) 
 
Note: Because of processor virtualization, it is expected to see time spent in this bucket.  
For more info, see the Virtualization best practices section 
of https://www.ibm.com/downloads/cas/QWXA9XKN 

02A CPU queueing – remainder 
CPU queueing time NOT because of workload capping delays 

02D CPU queueing – workload capping delay 

 

12.3 Tips / FLAGS 
Both Rankings and Selection over time graphs feature an indicator at the end of the label on most graphs 
that provides more details behind that piece of data in the graph.  A letter is used to communicate 
different pieces of information that is available in the graph flyover.  Use the flyover to see those details. 

For example, the FLAGS of “PWM” indicates that the bar is a primary thread, with a wait object and SQL 
statement. 

https://www.ibm.com/downloads/cas/QWXA9XKN
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A complete list of identifiers used and what they mean is in the following list: 

ID Description 

P Primary Thread 

S Secondary Thread 

T System Task 

W Wait Object 

H Holder 

B Current wait bucket 

M SQL statement 

C SQL client job 

Q QRO hash 
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13  Overview graphs 

The overview graphs are time-based and summarize the data in various ways over time.  These show the 
data over the entire collection.   

These graphs are contained within several folders under the collection.  You can also access this same 
set of graphs by right-clicking the collection and picking the desired menus.   

 

 

Overview Graphs in Job Watcher (selected) 

Each folder contains a series of graphs.  You can open one by expanding the folder and double-clicking 
on the desired graph name.  You can also open graphs by right-clicking them and choosing the desired 
menu option to either open the graph in a new Data Viewer or into an existing one. 

Tip #1: Use the clock icon on the toolbar to change the default time grouping.  This is useful if you have 
many thousands of intervals and wish to group those intervals into fewer bars than would be shown if you 
graphed at the Collected interval size. 

Tip #2: You can make time selections by clicking the 1st bar, hold down the shift key and clicking the last 
bar of the desired time range and right-click a bar and wait bucket color within that time period in order to 
drill down into the jobs experiencing the most amount of time in that wait bucket you right-clicked on. 

Tip #3: If you wish to group job data in the ranking graphs with groupings larger than thread (by generic 
job, etc) you must run the Collection Summary analysis first. 

13.1 Drilling down to Rankings  
When drilling down into ranking graphs (from overview graphs) you can select the desired time of interest 
by holding down the shift key and clicking the 1st and last bars of the desired time range.  Then right-click 
on one of the bars in the time range and pick the desired drill down graph (typically first in the list). 

This action will look something like this: 
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Drilling down from a Collection Overview Time Signature graph into Dispatched CPU rankings  

Tip: The first menu is Dispatched CPU rankings by thread.  The bucket name shown will vary depending 
on which bucket in the graph was right-clicked on. 

However, if you don’t want to drill down into wait buckets, you can use one of the Rankings menus and 
pick from there the desired graph you want which will be filtered on the desired time range. 

13.2 Drilling down to Detail reports 
Another drilldown option from the Overview (or Rankings) graphs is found under a menu called “Detail 
reports”.  This menu offers a series of table views that provide quick access to much of the raw data 
found in the collection.  Some of the reports summarize data and some do not. 

An example of this menu and list of report categories it contains is: 
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Detail reports menu options (truncated) 

Note: These reports are based on either the single interval or time range selected.  They may also be 
used from Rankings graphs. 

 

13.3 Split Collection option 
The Split Collection option allows the user to create a new collection from the selected time period in the 
current one.  

PLEASE NOTE: This option is only shown if a time range (> 1 interval) has been selected. 
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14  Ranking graphs 

The ranking graphs are ordering jobs by a desired metric using a job grouping such as by thread, by job, 
by current user, etc.  A maximum of 14 job groupings are used.  Most rankings folder show all 14, but 
some may show fewer options depending on the graph.   

 

 

Dispatched CPU rankings by thread 

Note: If the Collection Summary analysis has not been ran yet, then the only rankings graph type 
available is by thread. 

The types of job groupings available in Job Watcher are: 

 

Job groupings list for the Waits -> Dispatched CPU rankings folder 

 

Ranking graphs are accessible from 1 of many possible ways: 

- From one of the ranking graphs folders under the collection or popup menu. 

- The 1st menu option (<graph name> rankings by thread) from an overview graph or selection over 
time graph. 
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- 2nd menu option (<graph name> rankings) in an overview graph or selection over time graph which 
shows the same graph but using one of the 14 grouping types.   

- The Rankings menu from an overview graph 

- The Rankings filtered by <X> menu from a rankings graph, or a list of jobs found in the Interval 
Summary interface. 

14.1 Drilling down to Selection over time 
When drilling down from a Rankings graph to a Selection over time graph the option will look something 
like this: 

 

 

Drilldown from Rankings to Selection over time  
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15  Selection over time graphs 

This graph type shows the currently selected thread (or job, generic job, user, etc) over time.  The time 
groupings are configurable using the clock icon on the toolbar. 

By default, when opening this type of Job Watcher graph the data will be shown at the collected interval 
size for the best level of granularity.  However, if this requires too much scrolling to see a big picture view 
of this job, use the clock icon to effectively “zoom out”. 

 

Thread wait time signature graph  

Tip: If the flag indicator includes an “H” then a holder is available on that time intervals shown. From any 
of these intervals you can double-click to go to the Interval details and view the call stack and holder 
information.  Or you can also right-click the desired interval and a “Holder” menu will appear allow you to 
view the Holder’s call stack, perform a Holder chase or to graph the holder job over time. 

15.1 Drilling up into Rankings 
From the Selection over time graphs you can select a time period of interest and right-click to have the 
same Rankings graphs options available to you but over the new time period.  This allows you to navigate 
through your job over time, find something of interest and then compare that time period with the rest of 
the jobs on the system.    

An example follows: 
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Drilling up into Object lock contention rankings by thread 

     

15.2 Display call stack  
The Display Call Stack menu from a rankings or selection over time graph allows the user to quickly go to 
the call stack for the job and time indicated by the selection. 
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16  Favorites 

This folder contains a list of graphs most used and are great starting points.  If you are new to iDoctor 
these are your recommended graphs to use. 

Note:  Some graphs only appear at certain IBM i releases or require the Collection Summary analysis to 
be ran.   

 

Favorites folder  

Graph name Notes 

Collection overview time signature  

Collection overview time signature with workload capping Requires Collection summary and 
QAPYJWTDE – TRESERVE11 must 
contain values > 0. 

Dispatched CPU rankings by generic job Requires Collection summary 

Dispatched CPU rankings by generic job | current user Requires Collection summary 

Job counts Requires Collection summary 

Pages allocated/deallocated Requires Collection summary 

Read and writes rates  

Physical I/O activity rates  

Logical database I/O rates  

Job temporary storage allocations Requires Collection summary 

Synchronous reads and writes Requires Collection summary 

Synchronous reads and writes with avg/max/in-progress 
response times 

Requires Collection summary 

SQL statements executed 7.2+ 

SQL logical database I/O rates 7.2+ 

Full opens rates 7.2+ 

5250 transaction response times  
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17  Waits 

These graphs show running and waiting time across all jobs in the collection over time.  These graphs are 
wait bucket graphs which divides up the wait times into various buckets.  These buckets contains enums 
which are the individual types of common waits for each bucket.  The wait buckets and enums are visible 
from the Wait Buckets tab of the Collection’s Properties. 

The folder contains many types of graphs related to the wait buckets including job ranking graphs and 
graphs over the wait object information captured by Job Watcher. 

 

Waits folder 

17.1 Collection overview time signature 
This graph shows CPU time and the “interesting” wait bucket times added together across all jobs on the 
system.   In the example below, a user could right-click intervals where the dark blue object lock time is 
showing and drill down to view the jobs which experienced the highest amount of object lock contention 
time for the selected time period. 
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Collection Overview Time Signature 

This graph is also displaying situations in the background for 1 interval.  Placing the mouse over the bar 
will provide more information.  Note: Situations will only appear if the Collection Summary analysis and 
Situational Analysis have been ran first. 

 

 

Situation details 
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17.2 Collection overview time signature with workload 
capping 

This graph is the same as the previous one but divides up the CPU queueing bucket into 2 parts: 
Workload capping delays and remainder. 

 

 

 

Note: This graph only appears if workload capping delay times exist in the collection AND Collection 
Summary analysis has been ran. 

17.3 Collection overview time signature with dispatched CPU 
breakdown 

This graph is identical to the Collection overview time signature graph except the Dispatched CPU time is 
divided into 2 parts: 

Dispatched CPU active (red) – This is time spent burning CPU. 

Dispatched CPU sharing (light yellow) – This is a type of time we can measure where we are dispatched 
to the processor but NOT actually burning CPU.  It is being shared with other tasks.  This is perfectly 
normal to have a large amount of time spent in this bucket and does not likely indicate a performance 
problem.  It is provided here for advanced users. 

Note:  If workload capping delays exist, then the CPU queueing bucket is also divided into 2 pieces. 

 

Collection overview time signature with dispatched CPU breakdown 
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17.4 Virtual CPU delays 
This graph provides a summarized look at the virtual processor thread wait ready and thread dispatch 
latency times across the entire LPAR. 

 

Virtual CPU delays 

17.5 Clients + Workers wait time  
This graph shows ONLY the contributions of QSQSRVR jobs and the client jobs that initiated them.  This 
graph will only appear if the Collection Summary analysis has been executed. 

Tip: This can be used to compare with the Collection overview time signature to visually see how much of 
the overall time is related to this type of work. 

Tip #2: To drill-down and see only these same contributions use the Rankings -> Waits -> Clients + 
Workers rankings or Rankings -> Waits -> Clients Only Rankings menu options. 
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Clients + Workers wait time 

 

17.6 Collection overview time signature with max waits in-
progress 

This graph is the same as the Collection Overview Time Signature except the longest waits that occurred 
in any job are shown on the 2nd Y-axis for any of the “interesting” types of waits.  These longest waits are 
captured from the current wait duration field (CURRWTDUR) in the QAPYJWTDE file. 

If the values are increasing over multiple intervals this can indicate a performance problem.  In the below 
example, the increasing Y2 line shows job(s) that were likely ineligible to run for about a minute. 

 

Collection overview time signature with max waits in-progress 
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17.7 Current wait duration time signature with max waits in-
progress 

This graph is unlike the others in this folder since it only shows the wait times for the “current wait” added 
up for all jobs.   

The “current wait” is the wait time that occurs at the end of every snapshot interval for every job.  By 
adding these waits together and only showing the “interesting wait buckets” across all jobs we may begin 
to see patterns or situations of interest that would not be otherwise readily apparent. 

The 2nd Y-axis on this graph shows the longest single job current wait duration instead.  This example 
shows the same collection with the ineligible wait time as in the previous graph’s example. 

 

 

Current wait duration time signature with max waits in-progress 

 

17.8 Disk time signature with max disk waits in-progress 
This graph is like the Collection overview time signature with max waits in-progress except it only shows 
fields related to disk times and journal times. (wait buckets 5 – 11) 
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Disk time signature with max disk waits in-progress 

17.9 Current wait duration time signature   
This graph is identical to the other “current wait duration” graph discussed previously but shows CPU 
utilization on the 2nd Y-axis. 

17.10 Seizes and locks time signature 
This graph shows only the seizes, record locks and object lock times as well as CPU utilization on the Y2-
axis. 

 

Seizes and locks time signature 

 

17.11 Disk time signature 
This graph shows only wait buckets associated disk related times. (buckets 05-10) 
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Disk time signature 

17.12 Journaling time signature 
This graph shows only wait buckets associated with journaling time. (buckets 11, 20) 

 

Journaling time signature 

17.13 Communications time signature 
These waits indicate time waiting to receive or send data or other types of socket waits.  (Buckets 24-26)  
An example of a socket receive is what a QZRCSRVS job (iDoctor remote command job servicing the 
GUI) will do when it is idle waiting for requests from the PC.  Once the job receives data over the comm 
line other types of non-idle waits (CPU, disk IO) will be shown.   
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Communications time signature 

 

17.14 Time waiting on objects 
This graph adds up the current wait duration times only where a wait object was associated with each 
“interesting” wait bucket times and graphs the results.  The y2-axis displays the total wait objects found 
per interval. 

Note: This graph requires the Collection summary analysis to be ran to appear! 

 

Time waiting on objects 
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Tip: You can drill down from here to see the jobs and wait objects detected for the desired time period. 

 

Time waiting on objects graph menu options 

 

17.15 CPU queueing breakdown 
This graph will focus just on the CPU queueing time and shows the breakdown between workload 
capping delays and the rest of the CPU queueing time. 

Note: This graph requires that workload capping delays exist, and the Collection summary analysis is 
ran to appear! 

 

CPU queueing breakdown 
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17.16 Workload capping delays 
This graph only shows workload capping delay times. 

Note: This graph requires that workload capping delays exist, and the Collection summary analysis is 
ran to appear! 

 

Workload capping delay 

 

17.17 Wait counts 
This graph displays the “interesting” wait buckets’ number of distinct waits that occurred using the metric 
counts per second (In thousands) for each. 

Note: This graph requires the Collection summary analysis is ran! 

 

Wait counts 
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17.18 Average wait times 
This graph displays the average wait time for each of the “interesting” wait buckets.  This is the average 
duration of each wait in seconds. 

Note: This graph requires the Collection summary analysis is ran! 

 

 

Average wait times 

17.19 Average CPU times 
This graph displays the average dispatched CPU and CPU queueing bucket times in microseconds. 

Note: This graph requires the Collection summary analysis is ran! 

 

 

Average CPU times 

17.20 Average disk wait times 
This graph displays the average wait times for each disk related wait bucket in milliseconds (buckets 5-
10.)  

Note: This graph requires the Collection summary analysis is ran! 
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Average disk wait times 

17.21 Dispatched CPU rankings 
This folder contains the set of ranking graphs that rank job data by Dispatched CPU time.  The jobs with 
the most Dispatched CPU time will be listed first.  

Tip: These graphs only show jobs that used CPU during the collection. 

 

Waits -> Dispatched CPU Rankings 

Note: Only the Dispatched CPU rankings by thread graph will exist in this folder unless the Collection 
summary analysis has been ran. 

17.21.1 Dispatched CPU rankings by thread 

This graph groups the selected time period’s wait bucket data by thread or task and sorts by Dispatched 
CPU. 
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Dispatched CPU Rankings by thread 

 

17.21.2 Dispatched CPU rankings by job 

This graph groups the selected time period’s wait bucket data by primary thread or task and sorts by 
Dispatched CPU. 

 

Dispatched CPU Rankings by job 

 

17.21.3 Dispatched CPU rankings by job user 

This graph groups the selected time period’s wait bucket data by job user (not current user profile) and 
sorts by Dispatched CPU. 
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Note:  All system tasks are grouped together into one “System tasks” record within this report. 

 

 

Dispatched CPU rankings by job user 

17.21.4 Dispatched CPU rankings by generic job 

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and generic job or 
system task name.  The length (and start position) of the generic name is controlled via the Preferences -
> Data Viewer options shown below: 

 

 

Dispatched CPU rankings by generic job 
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17.21.5 Dispatched CPU rankings by current user 

This graph groups the selected time period’s wait bucket data by current user profile and sorts by 
Dispatched CPU. 

Note:  All system tasks are grouped together into one “System tasks” record within this report. 

 

 

Dispatched CPU rankings by current user 

 

17.21.6 Dispatched CPU rankings by pool 

This graph groups the selected time period’s wait bucket data by memory pool and sorts by Dispatched 
CPU. 

 

Dispatched CPU rankings by pool 
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17.21.7 Dispatched CPU rankings by priority 

This graph groups the selected time period’s wait bucket data by LIC priority and sorts by Dispatched 
CPU. 

Tip: XPF priority can be calculated by subtracting 140 for those values shown exceeding 140. 

 

 

Dispatched CPU rankings by LIC priority 

 

17.21.8 Dispatched CPU rankings by subsystem 

This graph groups the selected time period’s wait bucket data by subsystem and sorts by Dispatched 
CPU. 

Note: Job times that had no subsystem listed are grouped into 1 bar called “No subsystem”.  All system 
tasks are grouped together into one “System tasks” bar within this report. 
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Dispatched CPU rankings by subsystem 

 

17.21.9 Dispatched CPU rankings by job type 

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and job type (such as 
Batch, interactive, autostart, etc.)  Job wait bucket times that had no job type associated with it are 
grouped into 1 bar called “No job type”.   

 

 

Dispatched CPU rankings by job type 
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17.21.10 Dispatched CPU rankings by job function 

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and job function.    Job 
function is the same as what you would see normally on the WRKACTJOB command’s Function column.  
Any wait bucket times that had no job function associated with it are grouped into 1 bar called “No job 
function”.   

Note: This graph can be misleading in some situations because the current job function for each process 
is only captured at the end of each Job Watcher interval.  The times given are not necessarily 100% from 
each function listed. 

 

Dispatched CPU rankings by job function 

 

17.21.11 Dispatched CPU rankings by generic job | current user 

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and generic job/current 
user profile combination.  The length (and start position) of the generic job name is controlled via the 
Preferences -> Data Viewer options shown below: 

 

Note: Job data without a current user profile are shown under the “No current user” value in the graph. 
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Dispatched CPU rankings by generic job | current user 

 

17.21.12 Dispatched CPU rankings by thread | current user 

This graph ranks the selected time period’s wait bucket data by Dispatched CPU and thread/current user 
profile combination.    

Note: Job data without a current user profile are shown under the “No current user” value in the graph. 

 

 

Dispatched CPU rankings by thread | current user 
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17.21.13 Dispatched CPU rankings by QRO hash 

This graph groups the selected time period’s wait bucket data by QRO hash and sorts by Dispatched 
CPU.  Note: The latest Job Watcher PTFs need to be loaded onto your system to produce data. 

 

 Dispatched CPU rankings by QRO hash 

17.22 Clients + Workers wait time rankings 
This folder provides the ranking graphs for QSQSRVR jobs and their client jobs that initiated them. 

Note: These graphs require the Collection summary analysis to be ran to appear! 

 

Clients + Workers wait time rankings 

An example is provided below: 
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Clients + Workers dispatched CPU rankings by thread 

Note: The rest of the ranking graphs of this type will follow the same format as those described previously 
in the Waits -> Dispatched CPU rankings folder. 

17.23 Clients only wait time rankings 
This folder provides the ranking graphs for the client jobs that initiated QSQSRVR jobs.  The QSQSRVR 
jobs are not included in these reports. 

Note: These graphs require the Collection summary analysis to be ran to appear! 

 

Clients only wait time rankings  
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Clients only dispatched CPU rankings by thread 

Note: The rest of the ranking graphs of this type will follow the same format as those described previously 
in the Waits -> Dispatched CPU rankings folder. 

17.24 CPU queueing breakdown rankings 
These graphs show the effects of workload capping delays on CPU queueing.  The CPU queueing bucket 
is divided into 2 parts in this chart. 

Note: This graph only appears if workload capping delays exist in the collection. 

 

CPU queueing breakdown rankings 

 

An example follows: 
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CPU queueing breakdown by thread 

Note: The rest of the ranking graphs of this type will follow the same format as those described previously 
in the Waits -> Dispatched CPU rankings folder. 

 

17.25 Workload capping delay rankings 
This graph groups the workload capping delay times in one of 12 ways shown in the previous section. 

Note: This graph only appears if workload capping delays exist in the collection. 

An example follows: 

 

Workload capping delay by generic job 

17.26 Time waiting on objects rankings 
This folder contains the set of ranking graphs that rank current wait times for jobs experiencing interesting 
waits AND having a wait object associated with it.  The jobs are ranked by total time in the interesting 
waits captured. 

Note: These graphs require the Collection summary analysis is ran! 
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Waits -> Time waiting on objects rankings 

An example follows: 

 

Time waiting on objects by generic job | wait object 

17.27 Wait counts rankings 
This graph rankings the “interesting” wait buckets’ number of distinct waits that occurred using the metric 
counts per second (In thousands) for each.  The standard 14 job groupings are provided. 

Note: This graph requires the Collection summary analysis is ran! 

An example follows: 
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Wait counts by subsystem 

17.28 Average wait times rankings 
This graph displays the average wait time for each of the “interesting” wait buckets.  This is the average 
duration of each wait in seconds. 

Note: This graph requires the Collection summary analysis is ran! 

An example follows: 

 

Average wait times by thread 

17.29 Average CPU times rankings 
This graph displays the average dispatched CPU and CPU queueing bucket times in microseconds. 

Note: This graph requires the Collection summary analysis is ran! 

An example follows: 
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Average CPU times by thread 

17.30 Average disk time rankings 
This graph displays the average wait times for each disk related wait bucket in milliseconds (buckets 5-
10.)  

Note: This graph requires the Collection summary analysis is ran! 

An example follows: 

 

Average disk times by thread 

17.31 Collection totals  
Under the Collection totals subfolder are a set of pie charts showing some of the same graphs from the 
Waits folder except the times are added together across the entire collection instead of on a per interval 
basis. 

Note: This folder requires the Collection summary analysis is ran! 
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Waits -> Collection totals folder 

 

17.31.1 Collection overview time signature  

This graph shows interesting wait bucket times added up and show as a percentage among ONLY the 
interesting types of wait buckets. 

It’s important to realize that these percentages shown are only based on the waits given in the legend and 
NOT for all possible wait types.  The wait types that are typically NOT of interest like idle communications 
or PASE waits are excluded.  You can modify the legend to add or remove fields by right-clicking the 
desired bucket or use drag and drop. 

Tip: You can drill down from these graphs in the same way that you drill down from the Collection 
overview time signature graph, but keep in mind that all drill downs will be against the entire collection. 

 

 

Collection overview time signature  
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17.31.2 Seizes and locks time signature  

This graph displays only the wait bucket times related to seizes, DB record locks and object lock 
contention for the entire collection. 

 

Seizes and locks time signature  

 

17.31.3 Disk time signature  

This graph shows only wait buckets associated disk related times. 

 

 

Disk time signature   

 

17.31.4 Communications time signature    

This graph displays wait bucket times related to socket communications only. 
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Communications time signature   

 

17.32 Objects waited on 
This folder contains a set of reports that summarize information about the wait objects found in the data.   

Note: This folder requires the Collection summary analysis is ran! 

 

Waits -> Objects waited on folder 

Some of the columns shown in these reports are described further in the table below: 

Column description Notes 

Total intervals This is the total time periods found in the data where the given wait object/job 
and/or SQL statement was detected. 

Total wait time (ms) This is the total time spent waiting (in milliseconds) in an "interesting" wait 
associated with the wait object shown at the snapshots collected.  It includes 
time for intervals where no CPU was used.  It would NOT include short lived 
time waiting on object between snapshot boundaries not captured by Job 
Watcher.   

Total waits at snapshot  This count is the bare minimum number of waits that occurred for this wait 
object.  The true value is unknown and possibly more than this. 

Total wait counts (could be 
for other wait objects) 

This count is the maximum number of waits that occurred for this wait object.  
Because of the way Job Watcher works this count may not entirely apply to 
the wait object shown and could be much higher than reality. 

Maximum wait time (ms) The maximum time waiting (in milliseconds) on a wait object.   

Average wait time (ms) The average time waiting (in milliseconds) on a wait object. 

Total jobs/tasks/threads The number of taskcounts (jobs/tasks/threads) associated with the detected 
wait object. 
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17.32.1 Objects waited on for all waits of interest 

This report only shows wait objects detected and associated with the “interesting” waits included with the 
Collection overview time signature graph.  The report sorts the wait objects/wait buckets detected by the 
total intervals and total wait time. 

 

Objects waited on for all waits of interest 

 

17.32.2 Objects waited on due to page faulting 

This report displays the time spent waiting on page faulting with a wait object present in the data. 

 

Objects waited on due to page faulting 
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17.32.3 Objects waited on for all waits of interest by job/thread 

This report only shows wait objects and job/threads detected and associated with the “interesting” waits 
included with the Collection overview time signature graph.  The report sorts the wait objects/wait 
buckets/jobs detected by the total intervals and total wait time. 

 

Objects waited on for all waits of interest by job/thread 

 

17.32.4 Objects waited on due to page faulting by job/thread 

This report shows where page faulting was detected as occurring the most by job/thread/wait object. 

 

Objects waited on due to page faulting by job/thread 

 

17.32.5 Objects waited on for all waits of interest by job/thread, 
SQL statement 

This report only shows wait objects and job/threads with an SQL statement detected and associated with 
the “interesting” waits included with the Collection overview time signature graph.  The report sorts the 
data found by the total intervals and total wait time. 

Note: This report will only appear if QAPYJWSQL contains data. 

 

Objects waited on for all waits of interest by job/thread, SQL statement 
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17.32.6 Objects waited on due to page faulting by job/thread, SQL 
statement 

This report shows where page faulting was detected as occurring the most by job/thread/wait object and 
SQL statement. 

Note: This report will only appear if QAPYJWSQL contains data. 
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18  CPU 

These graphs show CPU utilization and CPU times for the collection in various ways.   

18.1 CPU consumption 
This graph displays the total CPU time consumed over time with the CPU utilization percentages of the 
Y2-axis. 

 

CPU consumption 

 

18.2 CPU utilization 
This graph displays the CPU utilization average on the Y1-axis and the Y2-axis displays the maximum 
and minimum utilizations.   Note: The later values are the minimum and maximum averages when 
graphing multiple intervals per bar. 

 

CPU utilization 
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18.3 Dispatched CPU breakdown and CPUQ 
This graph shows CPU utilization, CPU queuing and CPU dispatched time divided into 2 different 
buckets: 

Dispatched CPU active (red) – This is time spent burning CPU. 

Dispatched CPU sharing (light yellow) – This is a type of wait time we can measure where we are 
dispatched to the processor but NOT actually burning CPU and sharing it with other work.  This is normal 
behavior and many environments and not typically cause for concern. 

CPU Queuing – The time indicates the process is not dispatched to the processor and waiting (in line) to 
use the CPU. 

  

 

Dispatched CPU breakdown and CPUQ 

 

 

18.4 Dispatched CPU/CPUq usage by high/low priority 
This graph shows CPU and CPU queuing times grouped by high or low priority jobs.  For the purpose of 
the graph, high priority is considered 29 or less.  Low priority jobs are considered priority 30 or higher. 

The graph also shows the average number of threads/tasks and the average number of low priority 
threads/tasks each interval. 

 



IBM iDoctor for IBM i  

 

Dispatched CPU/CPUq usage by high/low priority 

 

18.5 Dispatched CPU/CPUq usage by high/low priority with 
CPU utilization 

This graph shows the same graph as the previous one but with CPU utilization on the secondary Y-axis. 

 

 

Dispatched CPU/CPUq usage by high/low priority with CPU utilization 

 

18.6 Active processors 
This graph displays the active virtual processors on the system over time along with CPU utilization on 
the Y2-axis. 
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Active processors 

 

18.7 Dispatched CPU rankings 
These graphs are identical to the graphs in the Waits -> Dispatched CPU rankings folder. 

18.8 CPU utilization rankings 
These graphs display CPU utilization ranked by one of many different types of job groupings.   

 

CPU utilization rankings 

An example follows: 
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CPU utilization by thread 

18.9 CPU consumption rankings 
These graphs display CPU time consumed ranked by one of many different types of job groupings.   

This type of CPU time is different than Dispatched CPU time.  These graphs show time spent burning 
CPU rather than just dispatched to the processor and potentially sharing it with other threads. 

 

CPU consumption rankings 

An example follows: 
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CPU consumption by generic job 
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19  Job counts 

The graphs in this folder show job counts and/or jobs submitted.  Note: The Job counts graph requires 
the Collection Summary analysis is ran. 

 

Job counts folder 

The job counts graph shows the total jobs (primary threads), system tasks and threads (secondary 
threads) that exist on the system.   

Tip: Job Watcher is a snapshot taker and frequently misses short-lived jobs/tasks/threads because they 
live and die in between snapshots.  The numbers shown are always an estimate and are not guaranteed. 

19.1 Job counts 
This graph shows the total number of active tasks, processes (primary threads) and secondary threads 
over time.   The number of created and destroyed taskcounts is shown on the 2nd Y-axis. 

This graph in mosts cases will also display a 4th bucket called “Always idle jobs/threads/tasks”.   These 
are jobs/tasks/threads on the system (we don’t know which kind) that never used CPU.  Job Watcher 
doesn’t know what type of work it is because no CPU was used. 

 

Job counts 

Note: The only way to avoid seeing the “Always idle jobs/threads/tasks” is to either use Collection 
Services Investigator to get more accurate counts (recommended), or start Job Watcher with the force 1st 
interval option on the Job Watcher definition.  This causes all jobs/tasks/threads to have a record written 
in the QAPYJWTDE file on interval 1.  This in some cases can take a long time and could be resource 
intensive.  
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19.2 Jobs submitted 
This graph displays the number of submitted jobs over time during the collection.  The Y2-axis contains 
CPU utilization metrics. 

 

Jobs submitted 

 

19.3 Job counts rankings 
These graphs are used to rank the number of job/tasks/threads that exist on the system for the time 
period selected (if using a drill-down) or the entire collection.   

 

Job counts rankings 

19.3.1 Job counts by job 

This graph ranks the total number of job/tasks/thread by job.  This will show you jobs with the highest 
number of secondary threads.  
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Note: This will typically include the always idle bucket discussed in the previous section. 

  

 

Job counts by job 

 

19.3.2 Job counts by job user 

This graph shows the total job counts ranked by job user name.  All system tasks are grouped together in 
this graph. 

 

Job counts by job user 

 

19.3.3 Job counts by generic job 

This graph shows the total job counts ranked by generic job name or generic task name. 
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Job counts by generic job 

 

19.3.4 Job counts by current user 

This graph shows the total job counts ranked by current user profile.  It will include an entry for all system 
tasks and another row for “No current user.” 

 

Job counts by current user 

 

19.3.5 Job counts by pool 

This graph shows the total job counts ranked by memory pool. 

Note:  Pool 0 is not a real memory pool, but this shows the total of additional jobs on the system where 
the pool is unknown.  
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Job counts by pool 

 

19.3.6 Job counts by priority 

This graph shows the total job counts ranked by LIC priority.  If the value is > 140, then subtract 140 to 
determine XPF priority. 

Note:  -1 is not a valid LIC priority, but these are from the always idle bucket and the actual priority value 
is unknown! 

 

Job counts by priority 

 

19.3.7 Job counts by subsystem 

This graph shows the total job counts ranked by subsystem.   This graph will include a System tasks bar 
that groups all the system task counts together.  A “No subsystem” entry is also included in this graph. 
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Job counts by subsystem 

 

19.3.8 Job counts by job type 

This graph shows the total job counts ranked by job type (i.e. Batch, Interactive, etc).   A “No job type” 
entry is shown on this graph. 

 

Job counts by job type 

19.3.9 Job counts by job function 

This graph shows the total job counts ranked by job function (i.e. as shown in WRKACTJOB.)   A “No job 
function” entry is shown on this graph. 
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Job counts by job function 

19.3.10 Job counts by generic job | current user 

This graph shows the total job counts ranked by generic job and current user combination.  A “No current 
user” entry is included in this graph. 

 

Job counts by generic job | current user 

 

19.3.11 Job counts by job | current user 

This graph shows the total job counts ranked by job and current user combination.  A “No current user” 
entry is included in this graph. 



IBM iDoctor for IBM i  

 

Job counts by job | current user 

 

19.3.12 Job counts by QRO hash 

This graph shows the total job counts grouped by QRO hash.  A “No QRO hash” entry is included in this 
graph. 
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20  Temporary storage   

These graphs show the estimated consumption of temporary storage used by jobs on the system.   

Note: This folder requires the Collection summary analysis to be ran.   Some graphs such as the 
“running totals” graphs only appear at 7.3+. 

Keep in mind that Job Watcher may miss and not capture very short-lived jobs which may result in the 
temporary storage values shown being less than reality.  Jobs that lived and died within a single time 
interval are not included!  

The only way to partially mitigate this is to decrease the Job Watcher interval size to capture more of 
these short-lived jobs. 

Note:  Because the total disk space of the system ASP within the Job Watcher metrics is not known it is 
not possible to give temporary storage as a percentage of the system ASP. 
 

 

Temporary storage 

20.1 Job temporary storage allocations 
This graph adds up the current temporary storage allocations across all jobs on the system and displays it 
over time.  Please note that this total may likely not include 100% percent of all jobs because jobs that 
never used CPU are not included typically in Job Watcher (unless the force 1st interval option is used on 
the JW definition) and jobs that are short-lived are not included either. 
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Job temporary storage allocations 

20.2 Running total new active job current temp storage 
This graph displays the cumulative increases or decreases to active job temporary storage over time.  
The 2nd Y-axis displays the net (increases – decreases) temporary storage.   This graph requires 7.3+. 

 

 

Running total net active job current temp storage 

 

20.3 Net active job current temp storage 
This graph displays the net increases or decreases in temp storage over time. 
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Net active job current temp storage 

20.4 Net active job current temp storage for QZD* jobs 
This graph is the same as the previous one, except only shows contributions from jobs named QZD*. 

20.5 Net active job current temp storage for QZD* jobs TOP 
10 current user breakdown 

This graph is the same as the previous one except uses a different color for each of the top current users 
contributing to temp storage growth. 
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Net active job current temp storage for QZD* jobs TOP 10 current user breakdown 

20.6 Net active job current temp storage for QZD* jobs 
current user breakdown 

This graph is identical to the previous graph except does not limit the number of colors to the top 10 
current user profiles.  Note: On very large systems, this may not work well or at all if the number of users 
is too high. 

20.7 Job temporary storage rankings 
These graphs rank the temporary storage consumption for jobs found in the collection.  These statistics 
are based on job-based metrics found in QAPYJWPRC and do not include any system tasks. 

The metrics in this graph include: 

1) Peak temp storage allocations for life of the job 

2) Maximum temp storage allocations in the current time range 

3) Average temp storage allocations   
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Temporary storage -> Job temporary storage rankings 

Note: These graphs offer an optional Y2-axis showing the peak and maximum temp storage used for 
each job grouping.  Use toggle graph format toolbar button to view. 

An example is provided below: 

 

Job temporary storage allocations by job type 

  

20.8 Average/peak/max temporary storage rankings 
These graphs show the same data as in the previous chart but uses an overlapping bar graph instead 
and do not provide a 2nd Y-axis.   
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Temporary storage -> Average/peak/max temporary storage rankings 

An example is provided below: 

Average/peak/max temporary storage allocations by generic job 

20.9 Net active job current temp storage rankings 
This graph displays the net increases or decreases in temp storage grouped in one of several ways. 

 

Temporary storage -> Net active job current temp storage rankings 
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An example is provided below: 

 

Net active job current temp storage by generic job 
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21  Page allocations  

This folder contains graphs related to memory page usage in Job Watcher.   

Note: Some graphs will only appear if the Collection Summary analysis has been ran. 

Tip: For graphs related to memory pool sizes and consumption you will need to use Collection Services 
Investigator.    

 

Page allocations folder  

21.1 Memory page demand 
This graph displays the memory pages requested and released which together gives a sense of how 
much memory is being utilized by the jobs captured by Job Watcher.   

The bars display the total of the page frames requested and released.  The 2nd Y-axis displays the 2 
values as separate lines instead. 
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Memory page demand 

21.2 Memory page space allocations 
This graph is the same as the previous graph but rather than showing 4K page counts it shows the values 
in Gigabytes. 

 

Memory page space allocations 

21.3 Net page frames requested  
This graph shows the net 4K page frames requests (FRMESTOL – SREMOVE in file QAPYJWTDE.) 

The net space allocations are provided on the 2nd Y-axis on this graph. 
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Net page frames requested 

21.4 Temporary pages allocated/deallocated   
This graph displays 4 metrics, but they are overlapping with the highest values shown at the top of each 
bar.  The smaller values will be displayed at the bottom.  The metrics are: 

1) Total pages allocated (millions)  

2) Total pages deallocated (millions)  

3) Total temporary pages allocated (millions) 

4) Total temporary pages deallocated (millions) 

Note: The metrics shown on these graphs are the total changed values within each time interval.  
They do NOT include totals for any pages left allocated from the past.   

The 2nd Y-axis displays the net storage allocated for all pages or just the temp storage pages. 

Note: This graph requires the Collection Summary analysis is ran. 

 

 

 

Temporary pages allocated/deallocated   
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21.5 Pages allocated/deallocated   
This is a simplified version of the previous graph but removes the temporary storage metrics. 

 

Pages allocated/deallocated   

21.6 Net pages allocated 
This graph displays the net pages allocated (allocations – deallocations) as well as the net storage 
allocations in GBs on the 2nd Y-axis. 

Note: This graph requires the Collection Summary analysis is ran. 

 

Net pages allocated 

21.7 Net perm/temp pages allocated 
This graph is the same as the previous graph but divides up permanent vs temporary net page 
allocations. 

Note: This graph requires the Collection Summary analysis is ran. 
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Net perm/temp pages allocated 

21.8 Net temporary storage pages allocated 
This graph displays the net temporary storage pages allocated over time.  It includes the net storage size 
(in gigabytes) as well on the Y2-axis. 

Note: This graph requires the Collection Summary analysis is ran. 

 

 

Net temporary pages allocated 

21.9 Pages marked easy to steal  
This graph displays the total pages marked easy to steal (in millions) for all jobs in the collection. 



IBM iDoctor for IBM i  

 

Pages marked easy to steal 

21.10 Memory page demand rankings 
This graph displays the memory pages requested and released which together gives a sense of how 
much memory is being utilized by the jobs captured by Job Watcher.   The data is ranked in several 
possible ways. 

The bars display the total of the page frames requested and released.  An optional 2nd Y-axis displays the 
2 values as separate lines instead. 

 

Page allocations -> Memory page demand rankings 

An example follows: 
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Memory page demand by pool 

21.11 Memory page space allocations rankings 
This graph is the same as the previous graph but rather than showing 4K page counts it shows the values 
in Gigabytes.    

 

Page allocations -> Memory page space allocation rankings 

An example follows: 
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Memory page space allocations by generic job 

21.12 Net page frames requested rankings 
This graph shows the net 4K page frames requests (FRMESTOL – SREMOVE in file QAPYJWTDE.) 

The net space allocations are provided on the optional 2nd Y-axis on this graph. 

 

Page allocations -> Net page frames requested rankings 

An example follows: 
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Net page frames requested by job type 

21.13 Temporary pages allocated/deallocated rankings 
These graphs rank 4 metrics related to page allocations either for the entire collection or as a drill-down 
from a selection on the overview charts within this folder.  These statistics are based on thread-based 
metrics found in QAPYJWTDE.  The metrics are: 

1) Total pages allocated (millions)  

2) Total pages deallocated (millions)  

3) Total temporary pages allocated (millions) 

4) Total temporary pages deallocated (millions) 

An example follows: 

 

Temporary pages allocated/deallocated by pool 

21.14 Pages allocated/deallocated rankings 
This is a simplified version of the previous graph but removes the temporary storage metrics. 

An example follows: 
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Pages allocated/deallocated by generic job 

21.15 Net pages allocated rankings 
This graph displays the net pages allocated (allocations – deallocations) as well as the net storage 
allocations in GBs on the 2nd Y-axis. 

Note: This graph requires the Collection Summary analysis is ran. 

An example follows: 

 

Net pages allocated by generic job 

21.16 Net perm/temp pages allocated rankings 
This graph displays the net temporary storage pages allocated over time.  It includes the net storage size 
(in gigabytes) as well on the Y2-axis. 

Note: This graph requires the Collection Summary analysis is ran. 

An example follows: 
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Net perfm/temp pages allocated by current user 

21.17 Pages marked easy to steal rankings 
This graph displays the total pages marked easy to steal (in millions) grouped in various possible ways. 

An example follows: 

 

Pages marked easy to steal by generic job 
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22  I/O 

This folder contains graphs related to disk reads/writes, page faults and synchronous or asynchronous 
physical disk I/Os.  Both overview graphs and ranking graphs (by job) are provided. 

Note: Some graphs require the Collection Summary analysis is ran. 

 

I/O folder 

22.1 Read and writes totals 
This graph displays the total disk reads and writes for all jobs captured in the collection.  The Y2-axis 
displays the total page faults. 
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Reads and writes totals  

22.2 Read and writes rates 
This graph displays the disk reads and writes rates per second for all jobs captured in the collection.  The 
Y2-axis displays the page faults per second. 

 

Reads and writes rates  

22.3 Physical I/O activity totals 
This graph shows physical I/O totals for jobs added together per time interval.  
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These counters include synchronous or asynchronous, database or non-database reads and writes.  The 
Y2-axis displays total page faults as well as IO pending page faults. 

 

 

Physical I/O activity totals 

22.4 Physical I/O activity rates 
This graph shows physical I/O rates per second for jobs added together per time interval.  

These counters include synchronous or asynchronous, database or non-database reads and writes.  The 
Y2-axis displays page faults per second and IO pending page faults per second. 

 

Physical I/O activity rates 

22.5 Physical I/O activity totals with synchronous percentage 
This graph shows physical I/O totals for jobs added together per time interval.  
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These counters include synchronous or asynchronous, database or non-database reads and writes.  The 
Y2-axis displays the percentage of synchronous I/Os of the total physical disk I/Os. 

 

 

Physical I/O activity totals with synchronous percentage 

 

22.6 Physical I/O activity rates with synchronous percentage 
This graph shows physical I/O rates per second for jobs added together per time interval.  

These counters include synchronous or asynchronous, database or non-database reads and writes.  The 
Y2-axis displays the percentage of synchronous I/Os of the total physical disk I/Os. 

 

 

Physical I/O activity rates with synchronous percentage 
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22.7 Page fault totals 
This graph shows total page faults, total I/O pending page faults as well as the rates for each on the 
secondary Y-axis.   

 

 

Page fault totals 

 

22.8 Page fault rates 
This graph shows page faults per second, I/O pending page faults per second on the primary Y-axis with 
the totals for each on the secondary Y-axis.   

 

 

Page fault rates 
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22.9 Synchronous reads and writes 
This graph shows the total number of synchronous reads and writes as well as the average response 
times.   

 

Synchronous reads and writes 

22.10 Synchronous reads and writes with avg/max/in-
progress response times 

This graph is the same as the previous one but adds 4 additional Y2-axis lines intended for advanced 
users. 

1) Maximum read response time 

2) Maximum in-progress read response time 

3) Maximum write response time 

4) Maximum in-progress write response time 
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Synchronous reads and writes with avg/max/in-progress response times 

22.11 Average synchronous read response 
This graph shows the average synchronous read response times along with the total occurrences on the 
2nd Y-axis. 

 

Average synchronous read response 

22.12 Average synchronous write response 
This graph shows the average synchronous write response times along with the total occurrences on the 
2nd Y-axis. 
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Average synchronous write response 

22.13 Maximum synchronous read response 
This graph shows the maximum synchronous read response times along with the total occurrences on 
the 2nd Y-axis. 

 

Maximum synchronous read response 

22.14 Maximum synchronous write response 
This graph shows the maximum synchronous write response times along with the total occurrences on 
the 2nd Y-axis. 
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Maximum synchronous write response 

22.15 Reads and writes totals rankings 
This folder contains the set of job rankings graphs for the Reads and writes totals graph.   

 

I/O -> Reads and writes totals rankings 

An example follows: 
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Reads and writes totals by job user 

 

22.16 Reads and writes rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 

22.17 Physical I/O activity totals rankings 
This folder contains the set of job rankings graphs for the Physical I/O activity totals graph.   

This graph contains synchronous or asynchronous, database or non-database reads and writes.    

 

I/O -> Physical I/O activity totals rankings 

An example follows: 
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Physical I/O activity totals by thread 

22.18 Physical I/O activity rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 

22.19 Page fault totals rankings 
This folder contains the set of job rankings graphs for the Page fault totals graph.  Unlike the overview 
graph, these rankings graphs do not provide a Y2-axis. 

An example follows: 

Page fault totals by generic job 
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22.20 Page fault rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 

22.21 Synchronous reads and writes rankings 
This folder contains the set of job rankings graphs for the Synchronous reads and writes graph. 

An example follows: 

 

Synchronous reads and writes by current user (vertical bars) 

Tip:  Press the Toggle Graph Format toolbar button to switch this graph to a horizontal bar graph if 
desired. 

 

Toggle graph format button 
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Synchronous reads and writes by current user (horizontal bars) 

22.22 Average synchronous read response rankings 
This folder contains job groupings ranked by average sync read response times.   

An example follows: 

 

Average synchronous read response by subsystem 

22.23 Average synchronous write response rankings 
This folder contains job groupings ranked by average sync write response times.   

An example follows: 
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22.24 Maximum synchronous read response rankings 
This folder contains job groupings ranked by the maximum sync read response times.  The average is 
also displayed for comparison purposes. 

An example follows: 

 

Maximum synchronous read response by job type 
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22.25 Maximum synchronous write response rankings 
This folder contains job groupings ranked by the maximum sync write response times.  The average is 
also displayed for comparison purposes. 

An example follows: 

 

Maximum synchronous write response by job type 

22.26 Collection totals 
This folder contains a set of pie charts that show high-level statistics about the entire collection related to 
I/Os and page allocations.  

 

I/O -> Collection totals 
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22.26.1 Pages allocated/deallocated  

This pie chart simply compares pages allocated vs deallocated in the entire collection. 

 

Pages allocated/deallocated 

22.26.2 Reads and writes rates  

This pie chart compares disk read rates vs write rates for the entire collection. 

 

Reads and writes rates  
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22.26.3 Physical I/O activity rates   

This pie chart compares physical disk I/O metric rates for the entire collection. 

 

Physical I/O activity rates 
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23  Logical I/O 

This folder contains graphs related to logical database statistics.  Both overview graphs and ranking 
graphs (by job) are provided. 

Note: These graphs include logical SQL contributions which were added to the OS at 7.2.  As of February 
2022, there appears to be accuracy problems with some of these metrics that do not make sense (SQL 
logical counters can sometimes exceed the logical I/O counters as shown in the below examples). 

 

 

Logical I/O Folder 

23.1 Logical database I/O totals 
This graph provides metrics for logical database reads, writes and other (which is updates and deletes 
combined.) 
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Logical database I/O totals 

23.2 Logical database I/O rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

23.3 Advanced logical database I/O totals 
This graph provides 6 metrics which attempts to show both SQL and non-SQL contributions to logical 
database I/O operations. 

The metrics shown on this graph are: 

1) Non-SQL logical reads (thousands) 

2) SQL logical reads (thousands) 

3) Non-SQL logical writes (thousands) 

4) SQL logical writes (thousands) 

5) Non-SQL logical others (thousands) 

6) SQL logical others (thousands) 
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Advanced logical database I/O totals 

23.4 Advanced logical database I/O rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

23.5 SQL logical database I/O totals 
This graph shows the SQL logical reads, writes and others (in thousands.) 

 

SQL logical database I/O totals 

23.6 SQL logical database I/O rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 
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23.7 Non-SQL logical database I/O totals 
This graph subtracts the SQL logical counts from the logical counts to provide the non-SQL logical I/O 
metrics. 

 

Non-SQL logical database I/O totals 

23.8 Non-SQL logical database I/O rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

23.9 All logical database I/O totals 
This graph shows all logical I/O metrics available in Job Watcher. 

The metrics shown in this graph include the following: 

1) Reads 

2) Writes 

3) Others (Updates and deletes combined) 

4) Commits 

5) Rollbacks 

6) Index rebuilds 

7) Sorts 
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All logical database I/O totals 

23.10 All logical database I/O rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

23.11 Logical database FEODs, commit and rollbacks 
This graph contains totals for just logical DB force end of data, commits and rollbacks over time.  

 

Logical DB FEODs, commit and rollbacks 

 

23.12 Logical database index rebuilds and sorts 
This graph contains totals for just logical DB index rebuilds and sorts over time.  
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Logical DB index rebuilds and sorts 

23.13 Logical database I/O totals rankings 
This folder contains a set of job ranking graphs based on logical DB metrics for all jobs in the collection.  
The metrics shown in these graphs include the following: 

1) Reads 

2) Writes 

3) Updates and deletes (combined) 

4) Commits 

5) Rollbacks 

6) Index rebuilds 

7) Sorts 

 

Logical I/O -> Logical database I/O totals rankings 
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Logical database I/O totals by generic job 

23.14 Logical database I/O rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 

23.15 Advanced logical database I/O totals rankings 
This folder contains a set of job ranking graphs based on logical DB totals for all jobs in the collection.  
These graphs show both SQL and non-SQL contributions to logical database I/O operations.   

An example follows: 

 

Advanced logical database I/O totals by subsystem 

23.16 Advanced logical database I/O rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 



IBM iDoctor for IBM i  

23.17 SQL logical database I/O totals rankings 
This folder contains a set of job ranking graphs based on logical DB totals for all jobs in the collection.  
These graphs show both SQL and non-SQL contributions to logical database I/O operations.   

An example follows: 

 

 

SQL logical database I/O totals by generic job 

23.18 SQL logical database I/O rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 

23.19 Non-SQL logical database I/O totals rankings 
This folder contains a set of job ranking graphs based on non-SQL logical DB totals for all jobs in the 
collection.      

An example follows: 
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Non-SQL logical database I/O totals by job type 

23.20 Non-SQL logical database I/O rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 

 

23.21 All logical database I/O totals rankings 
This folder contains a set of job ranking graphs based on logical DB totals for all jobs in the collection.  
The metrics shown in this graph include the following: 

1) Reads 

2) Writes 

3) Others (Updates and deletes combined) 

4) Commits 

5) Rollbacks 

6) Index rebuilds 

7) Sorts 

 

An example follows: 

 

All logical database I/O totals by current user 

23.22 All logical database I/O rates rankings 
This graph is identical to the previous one except shows the metrics as a rate per second. 

23.23 Logical database FEODS, commits and rollbacks 
rankings 

This folder contains a set of job ranking graphs based on logical DB force end of data, commits and 
rollbacks totals over time.  

An example follows: 
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Logical DB FEODs, commit and rollbacks by thread 

23.24 Logical database index rebuilds and sorts rankings 
This folder contains a set of job ranking graphs based on logical DB index rebuilds and sorts for all jobs in 
the collection.   

An example follows: 

 

Logical database index rebuilds and sorts by current user 
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24  IFS  

These graphs show IFS statistics for all jobs as either rates or totals over time.  These statistics include 
IFS lookup cache hits/misses, opens, reads (symbolic link reads and directory reads), and 
creates/deletes.  

 

IFS Folder 

24.1 IFS lookup cache totals 
This graph shows the IFS lookup cache hits and misses as well as the percentage missed on the Y2-axis 
along with CPU utilization. 

 

IFS lookup cache totals 
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24.2 IFS lookup cache rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

24.3 IFS opens totals 
This graph shows the IFS opens totals over time with CPU utilization on the second Y-axis. 

 

IFS opens totals 

24.4 IFS opens rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

24.5 IFS reads totals 
This graph shows the IFS symbolic link reads and directory reads over time with CPU utilization on the 
second Y-axis. 

 

 IFS reads totals 



IBM iDoctor for IBM i  

 

24.6 IFS reads rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

24.7 IFS creates/deletes totals 
This graph shows the IFS creates/deletes totals for both directories and non-directories as well as CPU 
utilization on the Y2-axis. 

 

 

IFS creates/delete totals 

 

24.8 IFS create/deletes rates 
This graph is identical to the previous one except shows the metrics as a rate per second. 

24.9 IFS rankings 
Each of the overview graph offers 14 ranking graphs showing the same metrics but grouped in one of 
several possible ways. 

 



IBM iDoctor for IBM i  

 

IFS -> IFS lookup cache totals rankings 

An example is shown below: 

 

 

IFS creates/deletes rates by subsystem 
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25  JVM  

The JVM folder shows statistics related to the J9 JVMs (IBM Technology for Java) jobs and the JVMs 
running within them found in the collection.   

Tip: The JVM collection wait buckets graph shows the wait buckets for all JVM running jobs added up 
together. 

 

JVM Folder 

Note #1: The data to build these graphs is NOT collected by default.  You must define a definition that 
includes the IBM Technology for Java data for the required files to get created which will then allow these 
graphs to appear.  

Note #2: A flaw in the STRJW engine when collecting these statistics may cause the collection intervals 
to become longer than they should be.  For example, 5 second intervals, may become 30 seconds or a 
minute of random durations.  As of April 2022, this is not yet fixed.    

Other flaws in STRJW in table QAPYJWIJVM are:  

1) The last GC cycle duration is sometimes incorrectly reported in file QAPYJWIJVM.   Field 
JMGCLTME (GC time last cycle) will often exceed JMTGCTTME (Total GC time) which should 
not happen. 

2) The mark, sweep and compact durations are frequently way too large and higher that GC 
duration which is impossible.  For that reason, those graphs have been removed. 

3) The references cleared metrics are often negative and assumed to be trash.  For that reason, 
those graphs have been removed. 

4) Empty records in the file may exist like this with no taskcount.    
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25.1 JVM collection wait buckets 
This graph summarizes the wait buckets in a way like the Collection overview time signature but only 
includes jobs running J9 JVMs.  Keep in mind that this graph does not include PASE time which is a 
common type of wait for J9 JVMs, but it is typically used as an idle wait for jobs and is not an interesting 
type of wait. 

 

JVM collection wait buckets (10 second intervals) 

Regarding the issue with the STRJW command and this graph, this is a good example of the benefit of 
using the variable-width bar mode toolbar button. 

 

Using that, the graph is redrawn showing wider bars for longer duration intervals.  The longest was 165 
seconds! 
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J9 JVM collection wait buckets (variable-width bars) 

You can drill down and see the JVMs behind this graph by doing a right-click on the desired time period 
and selecting the 1st option. 

Note: The Collection summary analysis must be ran first in order for this drill-down option to appear. 

 

JVM collection wait buckets drill-down menu 
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25.2 JVM heap sizes 
This graph displays the following 6 metrics (all in megabytes) using overlapping bars: 

1) Heap allocated size  

2) Heap in use size   

3) Malloc memory size  

4) Internal memory size 

5) JIT memory size 

6) Shared class memory size 

These values are added up across all JVMs found in the collection.  This graph also includes the total last 
GC cycle duration (in milliseconds) for all JVMs added up on the Y2-axis. 

 

JVM heap sizes 

Tip: The total JVMs detected can be shown by looking at the graph flyover. 

 

JVM heap sizes graph flyover 

25.3 JVM collection wait buckets by Thread 
This graph provides a ranking of the J9 JVM job/threads sorted by Dispatched CPU time.  All interesting 
wait buckets will appear on this graph like the Dispatched CPU rankings by thread graph.   

Tip: Next to each thread name the java thread name is also included. 

Note: This graph requires the Collection summary analysis to be ran in order to appear! 
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JVM collection wait buckets by thread 

25.4 JVM heap sizes by job    
This graph adds up and ranks heap related metrics for each J9 JVM.   You can right-click the desired 
thread/JVM and take the default drill down to see the same metrics over time. 

 

JVM heap sizes by job 
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26  Top consumers 

These graphs are a special-type of graph called “flattened graphs” that will show a variable number of top 
contributors of the desired metric over time.  These show the top current users or generic jobs 
experiencing the most time one of the “interesting” wait buckets.    

The graphs work best with smaller number of contributors per bar (< 20 ideally) and will not handle many 
contributors well as the graphs can be very slow to load and visualize.   However, a filter option exists to 
group many smaller values together.  This defaults to 10 seconds and will group all values having < 10 
seconds of the bucket time together into 1 color. 

 

 

Top consumers folder 

 

An example of this type of graph is: 
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Top current users using Dispatched CPU time signature (10 second filter) 

 

To change the filter, right-click the graph and use the Change SQL Parameters menu: 

 

Change SQL Parameters menu 

 

Here you can make the “Flattened” graphing filter value larger or smaller as desired. 

 

Change SQL Parameters window 
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Top current users using Dispatched CPU time signature (20 second filter) 
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27  Long Transactions 

This contains reports that shows periods of time where bursts of activity occurred where zero “idle” wait 
bucket time exists.  These reports look at and apply to only the wait bucket times and do not show 
anything related to 5250 transactions. 

Note: This folder appears after running the Long Transactions analysis. 

 

Long transactions folder 

27.1 Long transactions for DB server jobs 
This report contains only jobs and periods of time related to database server jobs. 

The job information, number of intervals and start and end intervals where bursts of activity occurred is 
indicated in the report. 

 

Long transactions for DB server jobs 

Tip: Right-click the desired job for drill down options such as graph the job over time. 

 



IBM iDoctor for IBM i  

 

Thread wait time signature for QZDASOINIT 

 

27.2 Long transactions for all jobs 
This report contains all jobs where bursts of activity with no idle waits were detected. 

The job information, number of intervals and start and end intervals where bursts of activity occurred is 
indicated in the report. 

 

Long transactions for all jobs 

 

Tip: Right-click the desired job for more options. 
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28  Call stack summary 

This folder contains reports that summarize the call stacks found in the collection.  The most commonly 
occurring call stacks are grouped together based on the options taken when the analysis was last 
executed. 

Note: This folder requires that the Call stack summary analysis is ran! 

 

 

Call stack summary folder 

 

Tip: Only the by instruction reports contain the offset and statement number columns.   

An example follows: 
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Call stacks by instruction 
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29  Opens 

This folder contains a set of reports relating to file opens and helps identify what programs are causing 
opens to occur.  These statistics are based entirely on the Job Watcher call stacks that are captured each 
interval.  It is normal to have no (or very little) data produced by these reports because of how Job 
Watcher works.  Since Job Watcher is a snapshot taker and only captures a call stack at the end of each 
interval many opens will be missed. 

To increase the numbers of call stacks captured where opens occurred, you will need to decrease the 
collection’s interval duration or collect data “as fast as possible.”  By doing so, you can increase the 
number of opens caught in the call stacks and improve the analysis you can do with these reports. 

Tip: An easier option is to use PEX Analyzer’s Database opens analysis instead. 

 

Opens folder 

29.1 Total full opens 
This report simply counts the total full opens captured in the collection. 

 

Total full opens 

29.2 Full opens summary 
This report identifies the types of opens found in the collection. 
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Full opens summary 

29.3 Programs causing full opens 
This report shows which programs most commonly caused the full opens found in the Job Watcher call 
stacks sampled. 

 

Programs causing full opens 

 

29.4 Programs/procedures causing full opens 
This report shows which programs and procedures most commonly caused the full opens found in the 
Job Watcher call stacks sampled. 
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Programs/procedures causing full opens 

29.5 Programs/procedures/jobs causing full opens 
This report is the same as the previous one but also includes the job name and job user. 
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Programs/procedures/jobs causing full opens 

29.6 Jobs causing full opens 
This report shows the job/thread (and SQL statement) most commonly causing full opens based on the 
call stacks sampled in the collection. 

 

Jobs causing full opens 
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29.7 Jobs causing full opens with 14 levels of program 
names 

This report summarizes the jobs causing the most full opens with the 14 call levels occurring in the stack 
before the open.   

 

Jobs causing full opens with 14 levels of program names 

 

Tip: Double-click a row to get into the Record Quick View to make the display of the call stack information 
easier. 
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Record Quick View 

Note: The call stack tab may not work as a drill down from this report, because the taskcount listed in the 
report is only a single instance that occurred which may not have had an open at the interval range listed.  
So you may need to use the arrows to navigate through the intervals to find the call stack with the open (if 
desired.) 

 

29.8 Total closes 
This report counts the total closes captured in the collection. 

 

Total closes 
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30  SQL 

This folder contains reports related to SQL usage.  It contains both overview graphs and ranking graphs 
against the desired metrics. 

Note: Most of these graphs are only available at 7.2+. 

Note #2: Additional SQL metrics are found in the Job Watcher data in files QAPYJWTDE and 
QAPYJWPRC but contain inaccurate metrics (SQL high-level statements, SQL CPU, SQL PDIO and SQL 
statements in progress) and are therefore not graphed here. 

Tip: SQL logical I/Os are found under the Logical I/O folder but also may be inaccurate due to SQL 
logicals and exceed the logical I/Os. 

 

SQL Folder 

30.1 SQL statements executed 
This graph shows a total count of SQL statements executed across all jobs on the system over time. 
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SQL statements executed 

 

30.2 SQL statements captured 
This graph shows how many unique SQL statements were captured by Job Watcher over time.  Tip: This 
is typically just a small sample of the total SQL statements executed. 

Note: This graph will only appear if QAPYJWSQL contains data. 

 

SQL statements captured 
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30.3 Full opens rates   
This graph displays the 2 types of full opens available over time as a rate per second: 

1) SQL-file full opens 

2) Native DB file full opens 

 

Full opens rates 

30.4 Full opens totals   
This graph displays the 2 types of full opens available over time. 

 

Full opens totals 
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30.5 Pseudo opens rates 
This graph displays SQL pseudo opens as a rate per second. 

 

Psuedo opens rates 

30.6 Pseudo opens totals 
This graph displays SQL pseudo opens over time. 

 

Pseudo opens totals 

30.7 QZDA* connections 
This graph displays the total QZDA* connections detected over time. 
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QZDA* connections 

30.8 SQL statements executed rankings 
These graphs display the total SQL statements executed ranked by various job groupings. 

 

SQL -> SQL statements executed rankings 

An example follows: 
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SQL statements executed by job 

30.9 SQL statements captured rankings 
These graphs display the unique SQL statements captured by Job Watcher and ranked by various job 
groupings. 

Note: This graph will only appear if QAPYJWSQL contains data. 

 An example follows: 

 

SQL statements captured by generic job 
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30.10 Full opens rates rankings   
These graphs display the full opens (native and SQL) ranked by the one of the job groupings. 

An example follows: 

 

Full opens rates by job 

30.11 Full opens totals rankings   
These graphs display the full opens (native and SQL) ranked by the one of the job groupings. 

An example follows:  

 

Full opens totals by job 

30.12 Psuedo opens rates rankings 
This graph shows the SQL pseudo opens as a rate per second and ranked by one of the job groupings. 
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An example follows:  

 

Psuedo opens rates by job type 

30.13 Psuedo opens totals rankings 
This graph shows the SQL pseudo opens ranked by one of the job groupings. 

An example follows:  

 

Psuedo opens totals by subsystem 

30.14 QZDA* connections by job 
The QZDA connections rankings subfolder contains a single graph that displays the total unique QZDA* 
connections by job (taskcount.)    

This graph shows the jobs with the highest total unique QZDA connections (servicing potentially different 
users.)  



IBM iDoctor for IBM i  

 

QZDA* connections by job 

 

30.15 Detail reports 
This folder contains additional reports intended for advanced users. 
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SQL -> Detail reports folder 
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31  Communications 

These graphs contain metrics related to the TCP sockets found in the data and are intended for advanced 
users so are not documented. 

Note: This folder only appears if the socket metrics were captured. 
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32  Other metrics 

This folder contains some additional graphs covering other statistics not found in the previous graphs. 

These statistics currently include spool file creations and 5250 transactions. 

 

Other metrics folder 

32.1 5250 transaction totals 
This graph displays the total 5250 display transactions that occurred during the collection along with their 
average response times (in milliseconds) on the Y2-axis.  These are recorded for interactive jobs only.  
The transaction starts on detection of enter from the workstation; the transaction ends when the keyboard 
is unlocked. 

 

5250 transaction totals  

32.2 5250 transaction response times 
This graph is identical to the previous graph except the Y1 and Y2 axes are flipped around. 
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5250 transaction response times  

32.3 Spool files created 
This graph displays the number of spool files created over time during the collection.  The Y2-axis 
contains CPU utilization metrics. 

 

Spool files created 
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32.4 5250 transaction totals rankings 
This folder contains a set of ranking graphs for 5250 display transactions totals.  These allow you to rank 
the number of transactions that occurred by several different types of job groupings. 

This graph also includes an optional Y2-axis that shows average response times.  Use the toggle graph 
format toolbar button to hide or show the Y2-axis. 

 

Other metrics  -> 5250 transaction totals rankings 

An example follows: 

 

5250 transaction totals by generic job  
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32.5 5250 transaction response times rankings 
This graph is identical to the previous graph except the Y1 and Y2 axes are flipped around. 

 

 

5250 transaction response times by current user 

32.6 Spool files created rankings 
These graphs rank the number of spool files created using various job groupings. 

 An example is shown below: 

 

Spool files created by generic job | current user 

  



IBM iDoctor for IBM i  

33  Interval Summary Interface 

The interval summary interface is a series of panels that provide more detailed information about the 
desired interval for a collection. 

To access this interface simply double-click the desired interval from any overview graph. 

Several tabs are shown, each covering a specific set of metrics or purpose.   

33.1 Quick View 
The Quick View tab displays the data from the desired bar/row in a vertical list for easier readability.  This 
shows a complete list of all field descriptions and values from the SQL statement used to build the graph.   

Tip: This panel is shown when coming from a graph and offers the options to hide/show the X, Y1, Y2 
parts of the graph. 

Using the hide all 0 or blank values option is recommended.  That is like how the graph legend works as 
well.   

 

Interval Summary – Quick View 

33.2 General section 
This section describes the common part of the interface found on all tabs except Quick View, SQL and 
Columns.  An example follows: 
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General section  

Some of the less obvious fields are described below: 

Option Description 

Threads/tasks 
using CPU 

This is the total number of threads/tasks in the interval where CPU usage was > 0. 

Threads/tasks idle The total number of threads/tasks where CPU usage was 0. 

Threads/tasks 
waiting on objects 

The total number of threads/tasks that were waiting on an object.   
 
Note: If the Collection summary analysis has not been ran, this value may be lower 
than it really is. 

Threads with holder 
identified 

The total number of threads/tasks that had a holder (another thread/task preventing 
work being done.)      
 
Note: If the Collection summary analysis has not been ran, this value may be lower 
than it really is. 

33.3 Waits  
The Waits tab by default shows the top 35 jobs in the interval that experienced wait time in the wait 
bucket that was clicked on when this interface was opened.   Use the Max text box to change this value if 
desired. 

In the example, below only jobs that had some machine level gate time are included.   The data is sorted 
in descending order by the bucket indicated in the filter by drop down list.   
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Interval Summary - Waits 

Some of the less obvious fields are described below: 

Max Use this text box to increase/decrease the number of jobs shown in the list.  Type a 
new value and press enter to rerun the query. 

Exclude jobs not in 
current wait 

If this option is unchecked, then all jobs that contain data in the selected wait bucket 
are shown for the interval. 
 
If this option is checked, then only jobs that were in the selected wait bucket during 
the current wait (the wait that occurred at the end of the interval when the JW 
snapshot was taken) will be shown. 

Sort and filter by This contains a list of all wait buckets available.  Picking one of these wait buckets 
will sort and filter by the desired wait bucket and only show jobs in the list that 
experienced the selected wait bucket (or CPU) time. 

Tip: Users can right-click a job in the list for additional options: 
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Drill-down example from Interval Summary – Waits 

33.4 Wait bucket totals 
This interface shows all wait buckets (except reserved ones) in the list with several metrics as follows: 

 

Interval Summary – Wait bucket totals 

33.5 Objects waited on 
The Objects waited on tab displays information about the wait objects that were detected by Job Watcher 
for the jobs/threads running on the system in a single interval.  Sometimes the current job may be waiting 
for another job to release its lock on the object. 

An example of this interface is: 
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Interval Summary - Objects waited on 

Tip: If you want to include segments waited on in the output, then check the “Include segments” 
checkbox. 

On the Objects waited on page, the list contains all waiting jobs with a wait object identified where the 
type of wait occurring matches the one shown in the filter by drop-down list.   

Note: If the drop-down list is set to Dispatched CPU or CPU queuing then all jobs that had a wait object 
are shown. 

The list of jobs waiting on objects contains the following fields: 
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Column Description 

Job 
name/user/number: 
Thread ID 

This is the complete job name/user/number: thread ID or task name that is waiting on 
the object. 

Current wait 
duration (usecs)  

This value is the current wait duration (in microseconds).  This is how long the job 
has been waiting on the object to become available.  The type of wait is shown in the 
next column 

Current or last wait 
bucket 

Lists the wait bucket  

Current wait enum 
and description  

This shows the wait enum (number identifying a specific type of wait), and eye 
catcher (a SLIC code used to identify different types of waits) and a description of the 
enum.   

Wait object name The name of the wait object.  If the wait object is a file this will contain the library and 
filename. 

Object type and 
description 

This field contains the wait object type and description. 

Segment type and 
description  

This is the segment type code and description. 

Record number if 
DB record lock 
conflict 

If the wait type happens to be a record lock, then this field shows the record number 
where the record lock occurred. 

Holding job or task 
information 

This is the job name/user/number (without thread ID) of the holder job.  This is the 
job that is holding/locking the object the current job is waiting on.  A holder job will 
not always be present. 
 
Tip: If a Holder is present, a Holder menu will appear on a right-click. 

33.6 Holders 
The Holders page is very similar to the Objects waited on page except it only shows jobs in the list that 
had a holder job.  The drilldown options are like the ones described previously under the Objects waited 
on section. 

 

Interval Summary - Holders 
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33.7 SQL statistics 
This interface provides summarized metrics relating to SQL for the entire collection in the specified time 
interval.   Note: Additional metrics exist in the Job Watcher data but are not shown here because of 
problems with the data in the OS. 

 

Interval Summary – SQL statistics 

33.8 Bad Current Waits 
The Bad Current waits tab shows the jobs that were experiencing a known “bad” or “interesting” type of 
wait at the end of the interval.   

Note: This tab will only appear if the Collection summary analysis has been ran!  

For 7.1 the wait bucket numbers included are:  5, 6, 7, 8, 9, 10, 11, 14, 15, 16, 17, 18, 19, 31, 32. 

For 7.2 and higher the wait buckets are the same as at 7.1 but also includes #20. 
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Interval Summary - Bad Current Waits 

From the list the user can right-click the desired job and pick one of the “Selected Thread” drill down 
graphs to graph the job’s data over time or view the call stack. 

33.9 Situations 
The Situations tab displays jobs that were detected by Situational Analysis as experiencing one or more 
problems.   

Note: This tab will only appear if the Collection summary analysis has been ran. 
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Interval Summary - Situations  

Tip: You can put your mouse over the situation ID column to get a description of the situation. 

From the list the user can right-click the desired job and pick one of the “Selected Thread” drill down 
graphs to graph the job’s data over time or view the call stack. 

33.10 Physical disk I/Os 
This interface provides summarized metrics relating to page allocations and physical disk I/Os for the 
entire collection in the specified time interval.    
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Interval Summary – Physical disk I/Os 

33.11 Logical DB 
This interface provides summarized metrics relating to Logical I/Os for the entire collection in the specified 
time interval.    
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Interval Summary – Logical I/Os 

 

33.12 IFS 
This interface provides summarized metrics relating to the IFS for the entire collection in the specified 
time interval.    
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Interval Summary - IFS 

 

33.13 Other statistics 
This interface provides summarized metrics relating to the 5250 transactions, stream file I/Os and more 
for the entire collection in the specified time interval.    
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Interval Summary – Other statistics 
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34  Interval Details Interface 

This interface provides information about a thread or task during an interval.  The information provided 
includes the call stack, wait object, holder job, wait buckets, physical disk I/Os, IFS statistics, SQL 
statements, logical I/Os and more.   

Tip: See the previous section for more information on the Quick View tab. 

34.1 General Section 
The interval details property pages contain a section at the top that is consistent for all tabs except Quick 
View, SQL and Columns.  This section allows the user to consistently see required data about the thread 
or task when viewing any of the property pages. 

An example of this section is: 

 

 

Some of the less obvious data is described below: 
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Option Description 

Primary thread, 
secondary thread 
or system task 

This label of this first field varies depending on the type of thread or task.  
This field simply shows the job name/user/number and thread ID or the system task 
name and taskcount. 
 
Tip: You may click this field to drill down into one of the Selected Thread graphs. 

Interval These buttons allow you to navigate through the intervals for the current job. 

 Refresh the data for the interval given in the text box. 

   or  Move to the previous or next interval where a QAPYJWTDE record 
exists.  Since Job Watcher only collects these records when CPU was used, gaps 
may exist in the data and these buttons allow you to quickly jump over these gaps. 
 

 These buttons increase or decrease the interval number to the next or prior 
one. 

Job status The status indicates what the job/thread was doing when the call stack was captured.  
The possible field values are the same as those for the Status field in 
WRKACTJOB’s help text.  

Current state Indicates the running or waiting state for the thread.  The possible values are: RUN, 
CPUQ or WAIT 

Current or last wait Contains the ENUM and eye catcher as well as the enum description. 
The enum uniquely identifies the type of wait. 

Wait duration The duration of the current wait. 

Object waited on The name of the object waited on.  Several drill down reports are available based on 
the wait object by clicking this field.  These reports indicate how many times the wait 
object was detected and by which jobs.  

Holding job or task If provided, this field contains the holder job or job that is most likely preventing the 
current job from using CPU.  A holder job could have another job holding it.  You can 
click this field to drill down into the holder job via the Selected Thread menu options.   

Interval end The timestamp marking the end of the interval.  This is the time (or very close to) 
when the call stack was taken. 

SQL client job This is primarily used to indicate the job that is causing the current QSQSRVR job to 
perform work.  Typically, you will see no value in this field unless you are viewing a 
QSQSRVR job. 

34.2 Call Stack 
The Call Stack panel helps tell you what the job/application was doing at the end of the Job Watcher 
interval. 

The stack can be up to 1000 levels deep and provides complete information about the program/module 
/procedure for each level.  Call stacks are also provided for J9 (Pase) jobs.  These have a different look to 
them as the data must be retrieved from a separate file for J9 call stacks. 

Above the call stack you may notice a label that indicates how many holder call stacks were collected.  
This is an unintended feature of Job Watcher where call stacks are collected for holder jobs.  If a holder 
job is holding up many waiter jobs a call stack can be collected of the holder job for every waiter.  These 
are of the holder job for the same interval but at different very slightly different instances in time (perhaps 
less than a microsecond apart).  Most of these stacks are going to be identical and there is currently no 
way to view these (you just see the 1st one).  But the fact that this many holder stacks were collected 
gives you a strong indicator of how many jobs this job was ‘holding up”. 

An example of this interface is: 
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Interval Details – Call Stack 

A table that describes the options on this page (under the General section) is shown below: 
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Option Description 

(Call stack mode) 
drop-down box 

This option controls the number of columns displayed for the call stack with varying 
levels of complexity.  It contains these choices: 
- Basic - Shows the call level, model, program, module and procedure 
- Detailed – Basic + Offset, LIC statement number 
- Advanced – Detailed + 4 addresses  

Include LIC Uncheck this box to remove LIC call levels from the call stack 

Label A label after the drop-down box indicates some additional information about the call 
stack.  The reason collected labels all indicate the call stack was captured for a job 
that did not use CPU in the current interval, but it was captured anyway for one of the 
reasons listed. 
- Stack frames (number of call levels) 
- Reason collected: Holder (call stack was collected because it is a holding 

another job) 
- Reason collected: Waiter (call stack was collected because it is held by another 

job) 
- Reason collected:  Bad wait (call stack was collected because the job was stuck 

in a bad wait) 

Save  Click this button to save the call stack to the current systems Job Watcher repository. 
Tip: These saved call stacks are retrievable later from the Job Watcher -> Data 
repository folder. 
 
If you wish to include all intervals and not just the single call stack for the current 
job/thread then check the “Include all intervals” checkbox in the window below. 

 
Save to Repository Window 

 

34.2.1 Display Full Procedure Name 

If there is a particularly long procedure name in the stack (they can be many hundreds of characters long) 
and you need to see the entire name, you can right-click the row where the procedure is found and 
choose the Display Full Procedure Name menu.   

 

Display Full Procedure Name menu 
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34.2.2 Call Stack reports 

If you wish to know how frequently a program/procedure in the stack was found in other call stacks in the 
collection, you can right-click (1 or more) selected rows from the call stack and a menu option is displayed 
giving you several ways to look for that same call-level information in other jobs in the collection. 

If you select one 1 row of the call stack, then the query will look for only call stacks that contain the 
traceback table address of the entry selected.  If you select multiple rows, then all traceback table 
address entries for those call levels selected must exist to be returned in the resulting reports. 

 

 

Call Stack Reports Menu from Interval Details – Call Stack 

PLEASE NOTE:   None of these call stack reports return any data for J9 JVM call stack levels. 

34.2.2.1 Total occurrences: all intervals 

This report looks for the desired call stack entries in the entire collection and counts the total occurrences. 

 

Total occurrences: all intervals 

34.2.2.2 Total occurrences: this interval 

This report is the same as the previous one except it only looks for matches for the current interval. 

 

Total occurrences: this interval 

34.2.2.3 Total occurrences: by job 

This report looks for the desired call stack entries in the entire collection and counts the total occurrences 
on a per job basis. 
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Total occurrences: by job 

34.2.2.4 Total occurrences: by offset, all intervals 

This report checks for the desired trace back table entries as well as the offset listed in the call stack (in 
detailed or advanced modes) and adds up the total occurrences for each offset. 

 

Total occurrences: by offset, all intervals 

34.2.2.5 Total occurrences for this job/task: all intervals 

This reports adds up the total occurrences of the selected call stack entries but only for the current job. 

 

Total occurrences for this job/task: all intervals 
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34.2.2.6 Jobs with this occurrence: this interval 

This report displays the list of jobs matching the current selection in the current time interval. 

 

Jobs with this occurrence this interval 

34.2.2.7 Jobs with this occurrence: all intervals 

This report displays the list of jobs matching the current selection in the entire collection for each interval 
that matched. 

 

Jobs with this occurrence: all intervals 

34.2.2.8 Occurrences by interval 

This report displays the total hits per interval for the call stack entries selected. 

 

Occurrences by interval 

34.2.2.9 Occurrences by interval for this job/task 

This report displays the total hits per interval but only for the current job/task for the call stack entries 
selected. 



IBM iDoctor for IBM i  

 

Occurrences by interval for this job/task 

 

34.2.2.10 Jobs and programs (14 levels) calling the selected pgm/procedure 

This report displays the possible call stacks found (14 levels) that called the selection made.  Each 14 
level section of the call stack is shown horizontally and the total hits/call stacks is shown in the 3rd column. 

You can also double-click a row from this report to view that row vertically instead. 

 

Jobs and programs (14 levels) calling the selected pgm/procedure 

34.3 Waits  
The Waits tab displays a breakdown of all the wait types that occurred during the thread’s interval.  The 
number of occurrences for each wait bucket and the avg duration is provided. 

 

Interval Details – Waits 

The last column in the example above shows the current wait duration in machine level gate serialization.   
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34.4 Object Waited on 
This page provides extra details about the object waited on not shown in the general section.   

This information includes the Object (and segment) type descriptions, type identifiers and LIC wait object 
handle. 

  

Interval Details – Object Waited on 

34.5 Physical disk I/Os 
This tab contains additional metrics relating to physical disk I/Os, page allocations and page faults. 
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Interval Details -> Physical I/Os 

 

34.6 Logical DB 
This tab contains metrics relating to Logical I/O operations for the current job in the interval. 
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Interval Details -> Logical DB 

34.7 IFS 
This panel shows the IFS statistics for the current job in the current interval. 
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Interval Details -> IFS 

34.8 J9 JVM 
This tab contains metrics relating to Java J9 JVMs (if one exists) in the current job in the interval. 
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Interval Details -> J9 JVM 

34.9 SQL / Client 
The SQL tab displays information about any SQL statements that were running in the job.  Depending on 
how the data was collected, these SQL statements were either captured at the end of the interval or were 
the last executed statement(s).   
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Interval Details – SQL 

The SQL statement(s) if any are found are shown within the textbox in the bottom left side of the window. 

Host variables will often (but not always) be collected separately in the SQL data and iDoctor will attempt 
to parse them back into the SQL statement where they belong.  However, this is not always possible and 
sometimes these host variable values are not even given or in a format that is readable.  Check or 
uncheck the include host variables option to enable or disable this option. 

Information about the SQL package is also provided on this panel if it is available. 

The Launch Run SQL Scripts button can be used to open the Run SQL Scripts interface within IBM i 
Access Client Solutions depending on which you have installed on your PC.  From there you could use 
Visual Explain to analyze the performance of the query.  Of course, if the host variables have not been 
parsed into the SQL statement, some tweaking of the SQL will be required. 

34.10 Other statistics 
This panel show 5250 display transaction, numeric overflows and other metrics less often used for the 
current job in the current interval.   
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Interval Details -> Other statistics 
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35  Data repository 

This folder in Job Watcher contains any desired information saved from previously viewed call stacks 
within the Interval Details -> Call Stack interface.  Click the Save button within that interface to add a new 
entry to the data repository.   

This is typically done if you wish to keep track of certain call stacks and associate these with a job name 
and/or description. 

An example follows: 

 

Data repository folder 

The collections within this folder are typically stored in 1 or more QIDRDR* libraries.  These are typically 
split collections that contain only 1 interval and 1 thread of data.  If the collection type column in the list 
indicates Job signature then the all intervals for the selected job/thread was saved and can be viewed 
instead of job the single call stack. 

Tip: Right-click one of these collections to view either the call stack or job run wait signature graph. 

 

Data repository – Display call stack 
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36  JVM analysis 

This folder in Job Watcher contains any previously created collections of PRTJVMJOB data submitted 
using iDoctor.  Right-click the JVM analysis folder and use the Browse JVMs option to view the JVMs 
active on the system.   

 

Browse JVMs (via WRKACTJOB Results) 

 

36.1 Analyze JVM 
Use this menu option to analyze the JVM using PRTJVMJOB command. 

 

Analyze JVM menu for a JVM job 
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Analyze JVM Window 


