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Currently recommended “stable” builds

* |IBM internal:
— Latest client is 1351 (May 10, 2019)
— Latest "stable" client is 1350 (April 26™, 2019)

« |IBM external:
— Latest client is 1351 (May 10, 2019)
— Latest "stable/announced" client is 1350 (April 26%, 2019)
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Feb 2019 (1345) — CSI — CS Objects — Create Collection times

* In CSI from the CS Objects folder the Create Collection option / window did not prefill the
correct start and end times.

(Tt Create Collection Services Collection(s) >

This option will create Collection Services database files from the selected management
collection object

From library: QPFRDATA

From collection: Q116183002

To library: |QPFRDATA

To collection: |Q-|-|5*|33|}|}2

Categories to |Defau|t Select...
include:

Time interval: ||:'|Efau|t ~| minutes

Description: |

v Filter by time

oK Cancel

© 2018 IBM Corporation
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Feb 2019 (1345) — CSI — Advanced CS Objects

* In CSlI, in the Advanced CS Objects folder renamed 2 columns as follows:
— Creation time -> Start time
— Change time -> End time

* Note #1: These times are the accurate start and end times for the data inside of the
*MGTCOL if using the Advanced CS Objects folder only.

 Note #2: The creation time and change time columns in the CS Objects folder by contrast
refer to just the *MGTCOL object itself and not the data within it.

IEM | Connections Idoc720: Collection Services Investig... £ Remote Command Status Graph Search: Mame contains "device o... ldoc72l: iDoctor FTP GUI - #1 Idoc?20: Job Watcher - #1

-5l Collection Services Investigator Collection| Cellection Size |Status Created by  |Partition |Partition |Collection |Retention |Description |Owner Start tirme End time
‘ Likraries name library (MEB) collected |collected |interval period
! Historical surnmaries ik Pl

& L) C5 ohjects B:ABC  MCCARGAR T77.1 Complete MCCARGAR IDOCT720 V7RZMO 5 minutes 120 hours MCCARGAR  2019-01-03-18.30.02.000000 2019-01-04-13.06.57.000000
----- | Advanced C5 objects

e T o O I
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April 2019 (1350) — CSI - Temporary storage calculation fix

* In CSI the calculation for the situation "Temp storage used is potentially too high and may
disrupt SQL plan cache auto-sizing" was incorrect and has been fixed.

« This same miscalculation issue also effected the 15t 3 graphs in the CSI — temporary

storage folder for the Y2-axis metrics.

IBM i temporary storage overview
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[Interval] - end time (Collected interval size)

K-axis (Labels)
[Interval] - end time (Collected interval size) (INTEMDSTR)

Primary Y-axis (Bars)

Temp storage allocations for non DB operations (GBs) (SYOSTMF
Temp storage allocations for DB operations (GBs) (SYDETMPGE)
Temp storage allocations for active jobs (GBs) (SYAJOBTMPGE)
User temp storage not charged to a job (GBs) (SYUSERTMPGE)

Secondary V-axis (Lines)

Percentage temp storage used of system ASP (TMPPCTUSED)
Percentage temp storage used vs available (TMPVSFREERCT)

Flyover Fields

Total temp storage used (gigabytes) (TOTTMPGE)
System ASP size (gigabytes) (TOTSYSASPGE)

Available Fields

Collection name (MBRMAME]
[Interval] - timestarmp (TIMEINT)
Collection name (MBRMAME]
Interval number (INTERVAL)
Minimum interval timestamp (MINDTETIM)
Maximum interval timestamp (MAXDTETIM)
Interval delta time (usecs) (INTUSECS)
Time (seconds) (DELTATIME)
¥1: Temp storage allocations for ended jobs (GBs) (SYEJOBTMPGE)
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March 2019 (1346) — CSI — Job Summary analysis

« Updates for the Job Summary analysis:

— At 7.3+ added support for new fields JBPGAI, JBPGDI, JBTMPPGAI, JBTMPPGDI
— Renamed JBPGA and JBPGD to be clear that these values are since the thread started.

— Added new fields JBPGACOL , JBPGDCOL to include the delta pages allocated or deallocated
during the summary period time.

— Several fields from file QAPMJOBOS where showing NULL values in some cases and have
been changed to Os. L sy o

Use this function to produce summarized totals for all desired collections for each jobfthread based on the filters provided.

— Analysis would fail if a time filtering was set. =" e g e —

CSLABEX1/Q175102853(>
Collection(s): | Collection name
Add
Remove | Remove Al
Filters (separate multiple values with commas) Creation options
Job (10max): [eontains =] ‘ [~ Match case Library Cslabex1 o
Current user profile (10 max) ‘ v Job Totals (all collections)
Subsystem name (10 max). ‘ W Thread Totals (all collections)
] [~ Generic Job Totals
Starttime ‘ED'I 6-06-23-10.30.00 = m
End time [2016-06-23-12.10.00 =
Minimum run time (hours) ’07 Minimu m CPU (secs) ’D—
Commen ts: ‘ Submit Cancel | 7

© 2018 IBM Corporation



N

& 5 .
\Luc) J[E—Lﬂy

April 2019 (1350) — CSI — System graphs — Memory pool size updates

* In CSI — System graphs, all graphs that show memory sizes have the following updates:
— Pool #3 is no longer using white as its color.
— All memory size fields were (slightly) incorrect.
— Memory sizes are now in gigabytes. S

Cordettiz VAT R DI [ Memory pool sizes Kavis(label)
6 5000 [Interval] - end time (Collected ir
i H-axis (Label — e
6000 Idoc720Memory pool sizes s000 Kadsdlabelsy Prirmary V-aris Bard)
Interval end date and time (15 mimn 5.5 4500 m
__________________________________________________________ - achine pool size 8, .
5500 Primary Yaxis Bars) I Bzse pool size (GBs) (POSIZ_02)
4500 B Machine pool size (megabytes) (PC 4000 B FPool 3 size (GBs) (POSIZ_03)
Bl Base pool size (megabytes) (POSIZ [ Pool 4 size (GBs) (POSIZ_04)
1000 [ Paol 3 size (megabytes) (POSIZ_03) 45 T
1 Poal 4 size (megabytes) (POSEZ_04) 1500 gcondary -axis (Lines)
T Tary -z (Lined) —— Machine pool faults per second {
3500 Soncary a5 vine ~— Base pool faults per second (POF

Pool size (megahytes)
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—— Machine poal faults per second (PC

=z 3000 ;‘ Pool 3 faults per second (POFLT_

 Base pool falts per second (POFL] o 3.3 =3 — - Machine pool faulting guideline

" 3000 5 Pool 3 faults per second (POFLT_0Z o H
i) ;ysltem: [cliocz2d01 Co\\dect\on:iPEKlAEF.KlB/Qlﬁ]?ggouoﬁﬂgu . £ —— - Machine pool faulting guideline (P ] 2500 2 Flyover Fields

: Interval end date and time (13008 alepals): 05/1 : w FE e — N . . SOn: 00000, —_——
*¥1: Base pool size (megabytes} 4358.5703 2500 & Flyower Fields @ (2 System: [doc720: Collection: PEXLABEX1B/Q127! = 5 Machine pool tuning type descri
e i ° T e X [Interval] - i £rval size): [1] 05/06 00:15:00.000 3 Base pool tuning type descriptiol
: Machy toulting guid: 4 Machine poal tuning lype descript £ 258 i Base pool size (GB 2000 S Pool 3 tuning type description (P
¥2: Machine pool faulting guideline: 10 3 Base poal tuning type description ( T Base paol sz , 2 ool 3 tuning type description (P
TIP: Base pool tuning type description: Fixed 2000 & Pool 3 tuning type description (PT] T E‘asa pool I:U Its per e PW\ BEU””"Q type dESC’!PSO” (P

TIP: Base pool memory consumption (megabytes): 4254.6836 Pool 4 tuning type description (P : Base pool tuning type description: Fixe ool 5 tuning type description (1
Poal 5 tuning type descriptian (P TIP: Base pool memory consumption (GBs): 4.2547 1500 Pool 6 tuning type descr!pt!on [
1500 Poal § tuning type description (PT 1.5 Pool 7 tuning type dESCf!Pt!OF‘ ®
Poal 7 tuning type description (PFT Pool 8 tuning type descr!pt!on (P
1000 Pool 8 tuning type description (PT 1000 Pool 9 tuning type description (P

Poal 9 tuning type descriptian (PT
Paol 10 tuning type description (P1
500 Pool 11 tuning type description (F1 0.5
Poal 12 tuning type description (P1

Poal 12 tuning type description (P1
Poal 14 tuning type description (P1
Poal 15 tuning type description (P1
Poal 16 tuning type description (P1
Poal 17 tuning type description (P1
Poal 18 tuning type description (P1
Poal 19 tuning type description (F1
type description (P1
e m

Pool 10 tuning type description (
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Interval end date and time (15 minute intervals)

1] 05/06 00:15:00
3] 05/08 00:45:00
5] 05/06 01:15:00
9] 05/06 02:15:00
[11] 05/06 02:45:00

[55] 05/06 13:45:00
[57] 05/06 14:15:00

[45] 05/06 11:15:00
[47] 05406 11:

48] 05/08 12:15:00
[51] 05/06 12:45:00
53] 05/06 13:15:00

[41] 05/06 10:15:00
[43] 05/06 10:45:00

[13] 05/06 03:15:00
[15] 05/06 03:45:00
[17] 05/06 04:15:00
[19] 05/06 04:45:00
[21] 05/06 05:15:00
[23] 05/06 05:45:00
[25] 05/06 06:15:00
[27] 05/06 08:45:00
[29] 05/06 07:15:00
[31] 05/06 07:45:00
[33] 05/06 08:15:00
[35] 05/06 08:45:00
[37] 05/06 02:15:00
[39] 05/06 09:45:00

[Interval] - end time {Collected interval size)

© 2018 IBM Corporation
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Feb 2019 (1345) — CSI — System graphs removed

« These graphs that show averages within a categorized bucket were deleted since they
might be misleading:

— System graphs -> Interrupts -> Interrupts average time categorized totals
— System graphs -> TLBIEs -> TLBIE average time categorized totals
— System graphs -> TLBIEs -> TLBIE average time categorized totals per partition

1doc720/PEXLABI average time categorized totals ||
X Label
\ Idoc720iTLBIE average time categorized totals axis lLabels)
21 15 Interval end date and tige (L5 minute int

Primnary Y-axis (Bl

BIE average time (us) (10 us - <1ms) ¢

Secondary ¥ -asis (Lines)
TLEIE average time {us) (TLEIE_AWGLS)

Flyaver Fiehis

Paced eligible TLBIEs rate (millions/secar
Paced spin wait TLEIEs rate {millions/sec

Awailable Fields

ROW_MUM
[Interval] - timestamp (TIMEINT)
Callection name (MBRNANE)
PARTITIONS
Interval number INTERVAL)
Minirnurn interval timestarnp (MIMDTET]
Maximurn interval timestamp (MAXDTET
Elzpsed time (seconds) (TOTSEC)
Interval delta time {usecs) INTUSECS)
Awerage partition CPU utilization (8VGSY
Maximurn partition CPU utilization (WMA3
Awerage interactive feature utilization {41
Maximurn interactive CPU utilization (M2
CPU power-savings rate(Sealed CPL: Nar
0.3 TLBIE: (raillians) (TLBIE_TOT)

Paced eligible TLEIEs (millions) (PACED

Paced spin wait TLEIEs (millions) (PACED
0.2 Paced non-spin wait TLBIEs {millions) (P
TLBIEs not paced (millions) (MONPACED
TLBIE rate (rnillions/second) (TLBIE_RT)
Physical systern TLBIEs rate (millions/sec
Paced eligible TLBIE average time (us) (P
Paced non-spin wait TLEIE average time
Qaced spin wait TLEIE average time (us) {

P8z adeled tmillions) (HPTE_ADD)

Average time (micreseconds)
{spuosasolsiw) swn uononsul abesaay

05/08 14:15
05/08 14:30

Set HPTE starage key (mMions) (HPTE_SE
Set address compare bit {millians) (HETE

Interval end date and time (15 mihute intervals)



Feb 2019 (1344) — CSI — Collection properties — System tab

« Updated the CSI — Collection Properties — System tab so that the partition memory value is
retrieved correctly if the value is > 9.5 Terrabytes (TBs.)

— Note: These PTFs are required:

° 7 3 PTF S I 64302 CSlColl..(d 1BMiCon.. Idoc720: .. Idoc71@: L. Idocf1® .. |doci2l: .. Idoc72(: J..
.
General System l Pools I Disk units | Wait Buckets 1 Situations 1
° 7 2 P T F S I 64 2 8 9 System information at the time of collection:
. Description |Va|ue A
System name IDOCT20
Version V7RZMO
Type 117
Model MME
Serial number 10-2709pP
Processor feature code 4930
Processor feature 4930
Interactive feature
On demand processor cores active 48
On demand processor cores available for purchase 0
On demand processor cores maximum 48
Assigned processors cores 1
Installed processor count for physical machine 43
Virtual processors 1
Processor sharing/capped Yes/Mo
Processor variable speed Yes
Processor nominal frequency (MHz) 3501
Processor multitasking System controlled
Processor folding Yes
Partition accumnulates processor firmware time Yes
Interactive limit 0%
Interactive threshold 0%
ASP capacity 657.2 GB
Hypervisor memaory (MEB) 18688
Primary partition 0
Partition 1D 16
Partition count 43
Partition memory 5.3 GB
On demand memory available for purchase 0GB
On demand memary maximum 512 GB
Perm 16 MB addresses remaining 274718332096
Temp 16 MB addresses remaining 274622068992
v
Copy Copy URL - Cancel 10

© 2018 IBM Corporation
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April 2019 (1350) — CSI — Collection properties — Disk units tab updates

IEM | Connections

value in megabytes instead to be consistent with the disk graphs

Idocr2(: Collection Services...

Idoc? 10 Job Watcher - #1

Idoci10: Collection Services...

Idocr20: Plan Cache Analyz...

Idoc72: Job Watcher - #1

In CSI — Collection properties - Disk units tab, made the following updates:
Disk capacity (in GB) was incorrectly reported previously and has been fixed.
Changed the Reads per second (in KBs) as well as Writes per second (in KBs) to show the

Removed these columns: TOTBLKRDS, TOTBLKWRTS, DSNBSY, DSSMPL
Added these columns: DSMU, DSIP (multipath and initial path indicators)

CSl Collection 'PEXLABEX... EJ

General] S'_.'stem] Poolz  Disk units l‘.".n'a'rt Buckets | Situations

Disk: units summary

© 2018 IBM Corporation

Disk arm | Disk |Device  |Multipath|Initial | Disk drive| A5P Reads |Disk reads per|Writes |Disk writes | Disk capacity|Disk Disk utilization | Total Total Total buffer| Total buffer| Total queue | Average |Av
nurmber |letter |resource |unit path |type number | per second per per second | (in idle pect reads writes owverruns  |underruns |elements | queue £
name second |(megabytes) |second |(megabytes) | GE) pect length 2f:
0001 DDO0E O 0 2107 1 29.600 £20 26912 329 141129 98372 1628 1,53493> 1,404 3» ] 0 47135867 079234
000G DDOO7 0 0 2107 1 20.894 A38 20590 290 141129  98.629 1371 1,0904= 10745 ] 0 2,003,028 .038373
0007 pDoog 0 0 2107 1 20.986 A51 17126 279 141129 928701 1.29%  1,095,1= 893,766 0 0 2,050,505 .039283
0003 DDOoS O 0 2107 1 20,747 A24  16.069 272 141129 98742 1.258 1,082.6= 838,587 0 0 1920834 037049
000G poog 0 0 2107 1 20528 A28 21.073 289 141129  98.632 1368 1,071,2= 10997 ] 0 1,971,030 .037760
11
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« When performing a collection search in CSI or Job Watcher, added extra details to the

report title about which filtering options and preferences were used.

iz} iDoctor Data Viewer - 21 #1]

File Edit View Window Help

!ﬁl E lﬂ ﬁ A 'rﬂ E %ﬂ SOL [o) Bl | b {:} 1l 1] ‘ i O I | okl [: "t_l!’

Zollection |iDeoctor grouping name iDoctor Interval |Interval Century |Job name lob lob lob

1ame (OBJMAME) grouping number |date (JBMAME)

MERMAME] value (INTMU... | time digit user nurnber type

(OBJVALUE) (DTETIM; (DTECE... (JEUSER] (JEMNER) (JETYPE)

Q173102853 QZDAINIT / QUSER / 727115: DOODDODM 0000000000000691 1 160623103500 300 1 CZDAINIT QUSER 727113 B

Q175102853 QZDASOINIT / QUSER / 727124: 00000001 00000000000006AT 1 160623103500 300 1 QEZDASQINIT QUSER 727124 B

Q175102853 QZDASOINIT / QUSER / 729028: 00000020  0DODOODDDDDERSAS 1 160623103500 300 1 QZDASOINIT QUSER 729028 B

Q175102853 QZDASOINIT / QUSER / 729028: 00000020  0DODOODDDDDERSAS 2 160623103706 126 1 QZDASOINIT QUSER 729028 B

Q175102853 QZDASOINIT / QUSER / 729047: 00000013 0D00DO0D0D000DEGRET4 1 160623103500 300 1 QZDASOINIT QUSER 729047 B

Q175102853 QZDASOINIT / QUSER / 729047: 00000013 0D00DO0D0D000DEGRET4 2 160623104000 300 1 QZDASOINIT QUSER 729047 B

M79102853 (WNASCOIMNIT 7 OQLISFR 7 729048: ODNOONTN  0N0ONDONDNNFRAI R 1 1RNDARIZTNISNN nn 1 (FNASOINIT  CILISFR - 729048 R

12
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March 2019 (1346) — CSI — Disk configuration — Raid type parity set

* Most disk configuration reports now include RAID type parity set.

Idoc720/CSLABEX1/Q175102853/Disk configuration - 21 EJ

Disk arm | Disk GEOMIRROR | Disk categories  |Multipath| Initial | Device | Disk drive|Resource |Resource Resource Disk type ASP number |10 processor|Disk 10 storage | Disk drive
nurnber |letter Detected (DSCATDESC) unit path |resource |type part serial description (DSASPE) rescurce adapter size
(DSARMY (DMFLA.. | (GEQMIRRO.. (DskAL) | (DSIP) name (DSTYPE) | model number nurmber (DISKGRP) name resource name |(GBs)
(DSDRM) (DORMO..| (DORPRT) (DORSER) (IOPRN]) (DSICARN) (CAPACIT
0001 External Storage, 0 0 DOooe 2107 D58000 1 CMBOS 1411299
0006 External Storage, 0 0 poooy - 2107 D58000 1 CMBOS 1411299
0007 External Storage, 0 0 Dooog 2107 D58000 1 CMBOS 1411299
0003 External Storage, 0 0 Doooe 2107 D58000 1 CMBOS 1411299
0009 External Storage, 0 0 oooio 2107 D58000 1 CMBOS 1411299

13
© 2018 IBM Corporation



April 2019 (1350) — CSI — Disk configuration — Total usable GBs fixed

In CSlI, in the disk configuration folder corrected the calculation for Total usable GBs
(TOTALGBS) for the Capacity (in GBs) by ASP reports.

— It was in gibibytes previously and not gigabytes.

Idoc720/CSLABEX1/Q175102853/Capacity (in GBs) by ASP with paths - #1 [&]

AP GEOMIRROR |Disk categories  |Disk drive|Disk unit [DORSTS  |RAID  |Unit count  |Path count | Total usable|Percent  |Awverage drive|bin drive bdax drive
number | Detected (DECATDESC) type rmodel type (UMITCOUM... (PATHCOURM... {GEs) full siZe size size
(OEASPY | {GEQMIRRD. ., (OETYPE) | (DSMDL... (D=RD... (TOTALGES) (PCTFU... | (GEs) (GBs) (GB:)
| (AN GEFEGES) (MIMSIZEG.., | (MAXEIZEG...
1 External Storage, 2107 nanG Urknown 0 5 5 6571 35.06 141.12949 141.12949 141.12949
ldocT 20/CSLABEX1,/0175102853/Disk configuration - #1 Idoc720/CSLABEX1/Q175102853/Capacity (in GBs) by ASP with paths - #1 EJ

ASP GEOMIRROR |Disk categories | Disk drive| Disk unit | Disk RAID type|Unit count  |Path count | Total usable |Percent | Average drive| Min drive Max drive
number |Detected (DSCATDESC) type model status parity (UMNITCOUM..| (PATHCOUNT] (GEs) full size size size
(DSASPY | (GECMIRRO.. (DSTYPE) | (DSMDL...|(DORSTS) |set (TOTALGES) | (PCTFLU... | (GBs) (GBs) (GBs)

(DSRTPS) (AVGSIZEGBS)| (MIMSIZEG... | (MAXSIZEG...
1 External Storage, 2107 0ADG Unknown RAID 3 5 5 T05.6 35.06 1411299 141.129%9 1411299

14
© 2018 IBM Corporation
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April 2019 (1349) — CSI — Disk graphs — Color changes

* In CSI, made the color for the Average write response time (WRTAVGRSP) a bit lighter so
it will show up better on some graphs.

« Also changed Average write size (AVGKBPERWRT) as a result as well.

Idoc720Read and write rates for ASP 1 Heads (Labels) o Tk Labels)
21000 1.9 n A A Read and write rates for ASP 1
Intervwe and tirne (3 minute i 21000 1.9 [Interval] - end time (Collected interval s
1.8 q
B ary -axis (Bars) 20000 1.8 Primary Y-axis (Bars)
1.7 [0 Reads per second (RDRATE)
18000 Reads per secand (RDRATE) 16 I Writes per second (WRTRATE)
17000 Writes per second (WRTRATE) 1'5 Secomaany Ve e
16000 Secondary Y-axis (Lines) 1.4 —— Average read response time (ms) (RDAVI
15000 - ' —— Average read service time (RDAVGSRVRS
14000 Awerage response time (ms) (TOTAVC 132 Average write response time (ms) (WRT/
Auserage service time (ms) (TOTAVGS! 12 3 —— Average write service time (WRTAVGSRY
13000 HAuerage rea.d response time {ms) (RDy B 1'1 a2 Fiyover Ficlds
12000 Auerage write response time (ms) (0 g 1' E ASP number (DSASP)
11000 - a -‘ B Total drive capacity (gigabytes) (DRIVEC.
10000 0s 2 Flyaver Fields 2 10000 P 0.9 % Percent disk full (PCTDSKFULL)
9000 / o 2 AP number (DSASF) & 000 /& ﬁ 082 Available Fieids
- - - - = 8000 s& s
— \ 0.7 Partition collected on (SYSCREATEDON)
goo0 [~ g ey 0.7 i Ausilable Fields 7000 — 063 Collection name (MBRNAME)
Too0 0.6 3 Partition callected an (SYSCREATEDO 5000 oL {Intma\” VUTESE\EI(ITFFESA'IRAL)EINU
- 0.5 nterval number
6000 / 0.5 Collection narne (MBRMAME) 5000 Minimum interval timestamp (MINDTET
5000 / [Interval] - tirmestarnp (TIMEINT) 4000 0.4 Maximum interval timestamp (MAXDTE
4000 Y 0.4 Interval number (INTERVAL) 2000 0.3 Interval delta time usecs) (INTUSECS)
'\ 0.3 Minirurm intersal timestarmp (MAINDT 0.2 Time (seconds) (DELTATIME)
J000 - - - 2000 - Average response time (ms) (TOTAVGRS
\ 0.2 Maximurn interval timestarp (MAXD -
2000 . ! 1000 0.1 Average service time (ms) (TOTAVGSRVE
\ 04 Interval delta time {usecs) (INTUSECS, Average wait time (ms) (TOTAVGWTRSP
1000 N Tirre (seconds) (DELTATIME 0 0 Percent disk busy (PCTDSKBUSY)

0623 11:00—
0623 11:05—

0823 11:10
0623 11:15
0623 11:20—
0623 11:25
0623 11:30—
0623 11:35

Interval end date and time (5 minute intervals)

0623 11:40—
0623 11:45—
0823 11:50—
0623 11:55—
0623 12:00—
0623 12:05—
0623 1210

Auerage wait time (ms) (TOTAYVGWTF
Percent disk busy (PCTDSKBUSY)

Os per second (TOTRATE)

read size (kilobytes) (AWGKEF
idg size (kilobytes) (AWGKE

Total reads (m
Teeliie el

1
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[1] 06/23 10:35:00—
[2] 06/23 10:40:00—

[3] 06/23 10:45:00—

[4] 06/23 10:50:00—
[5] 06/23 10:55:00—
[6] 06/23 11:00:00—
[7] 06/23 11:05:00
[8] 06/23 11:10:00—
[8] 06/23 11:15:00
[10] 06/23 11:20:00—
[11] 06/23 11:25.00—
[12] 06/23 11:30:00—
[13] 06/23 11:35.00—
[14] 06/23 11:40:00—
[15] 06/23 11:45.00—
[16] 06/23 11:50:00—
[17] D6/23 11:55.00—
[18] 06/23 12:00:00—
[19] 06/23 12:05.00—
[20] 06/23 12:10:00—

end time (Collected interval size)

1/0s per second (TOTRATE)

Average read size (kilobytes) (AVGKBPER
Average write size (kilobytes) (AVGKBPEF
Total reads (megabytes) (TOTREADMB)
Total writes (megabytes) (TOTWRTME)
Total I/Os per second (megabytes) (MBF
Disk reads per second (megabytes) (RME
Disk writes per second (megabytes) (Wiv
Total I/0s (theusands) (TOTKIOS)
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April 2019 (1350) — CSI - Disk graphs — Total drive capacity calculation

* In CSlI, corrected accuracy problems with the DRIVECAP column (Total drive capacity) in
the various disk graphs.

— Note: This is the total drive capacity for the current bar.

IIOs per second
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Megabytes per second

April 2019 (1350) — CSI — Disk graphs size calculation fixes

« In CSl, disk graphs fixed the following columns shown in the various graphs:
— AVGKBPERRD, AVGKBPERWRT, (average I/O sizes)
— TOTREADMB, TOTWRTMB, (total I/O size)
— DRIVECAP, (drive capacity)
— MBPERSEC, RMBPERSEC, WMBPERSEC, (I/O size rates)
— Note: The values previously were in mebibytes or gibibytes and not megabytes or gigabytes.

Readiwrite size rates for ASP 1 Karis (Labels)
@@ 80 T [Interval] - end time (Collected interval size) (IN”
\‘_ Idoc720/Readswrite size rates with cache statistics for ASP 1 K-z (Labels) 75 6.5 Prirmary Y-axis (Bars]
T 100 [Interval] - end time (Collected inte
9% 70 [ Disk reads per second (megabytes) (RMBPERSEC
n @ Prirmary -zsis (Bars) o B Disk writes per second (megabytes) (WMBPERSE
65 - [0 Disk reads peg (megabytes) Secondary ¥-axis (Lines)
I Disk ugig#Ber second (megabytes) 60
50 2 . » —— Average read respense time (ms) (RDAVGRSP)
5 75 ecandary V-2 (Lines) = 5 = — Average read service time (RDAVGSRVRSP)
5 Fi Average write response time (ms) (WRTAVGRSP
— % S 50 3 : ;
50 L aite cache l:‘:*(ﬂ;‘;’(‘pi’%é‘;ﬁ'mw‘ g - 2 | —— Aversge write service time (WRTAVGSRVRSP)
5 60 g i3 Flyover Fields
bl Flyower Fields 40 B e or (DSASP
P
a | AP number (DSASF) g 2 pumber (DSASP)
s 8 EES 2 Total drive capacity (gigabytes) (DRIVECAP)
35 = Total drive capacity (gigabytes) (DF & ] Percent disk full (PCTDSKFULL)
% F - g 30 3
30 2 Auwailabrle Fields 2 g Available Fields
2% 35 Collection narme (MBRMAME) 25 2 Collection name (MBRNAME)
30 [Interval] - timestarmnp (TIMEINT) 20 [Interval] - timestamp (TIMEINT)
20 2 Interval number INTERVAL) Interval number (INTERVAL)
15 2 | 15 Minimum interval timestamp (MINDTETIM)
Maxirurn interval tirmestamp (WA 10 Maximum interval timestamp (MAXDTETIM)
10 15 Interval delta time {usecs) QHTLISEC Interval delta time (usecs) (INTUSECS)
Time {seconds) (DELTATIME) 50, Time (seconds) (DELTATIME)
5 Lwerage response time (ms) (TOTA o [ Average response time (ms) (TOTAVGRSP)
0 B Average service time (ms) (TOTAV( LI 1 O Average senvice time (ms) (TOTAVGSRYRSP)
T L s A A A A R R A Auerage wait tirme () (TOTAVGW SE2Ee550855005500005000500995009 Average wait time (ms) (TOTAVGWTRSP)
s SrECoECSEEE2RE2RSE =] S5s Percent disk busy (PCTDSKBUSY) PR E RSB R E CRfE R RS EER S8 CREEERE Percent disk busy (PCTDSKEUSY)
b g Sl A = cxoz it ds per second (RDRATE) 2285555200222 388383233553888588353 Reads per second (RDRATE)
= =A=R=) j=A=4=) SS5= =A==) palal second (WRTRATE) EEEEEEEEEE R R Writes per second (WRTRATE)
T gTE ILE SR BEE §F EE O R e S SO C SO B O GO0 S8 8a 1/0s per second (TOTRATE)
EEEEE8855885555558585588585558888 d (1o
es) (AWGK CHETCERED T TR CNET TEaT Average read size (kilobytes) (AVGKBPERRD)
[Interval] - end time (Collected interval size) . S s EEEEESESSCCe- P SR SR A ) Average write size (kilobytes) (AVGKBPERWRT)
el Total reads (megabytes) (TOTREADMB)
[Interval] - end time (Collected interval size) Total writes (megabytes) (TOTWRTMB) 1 7
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March 2019 (1346) — CSI — Disk graphs — Y2 axis changes

Most disk graphs on the Y2-axis now display the following:
Average read response time

Read and write rates for ASP 1
5000
. .
— Average read service time
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. .
Average write response time _ .
- .
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(¥ )
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8 2000 TR a ; 3
1500 H \ |
1000 .
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OTTTTTITITITITITITITITITITIT]
SotcofocmcosococosocooLLoLoooLoLooDooLooDoCLooDooLoooooDogo
222292299290 2202222322222222299990200202229202222222299909292909229292323
et et e o=t et ettt ettt ettt =ttt ettt pe=tey=
e e b = b e e e e e e e b b e e e et b bt At
B T I FE e e B R
SSEccss088 8808 S 8080 E8E 5555888888880 00 oo oNNannaTTy
g b e g e S e S e e S pepapapapApapapapapapApapAppRpEpRpap
Sceccocococ oo oS0 c oo 0S o0 oS oc0ooSoc0ooSSc000sSs000s02050555S
S O O O D O D DT F D DT ¥ D DT IF D D o D S S Do S
CEE S S S S s S S s e S S E S E S s eSS f S5 8508585858585 85 55858558588
CAEZCEREES NPT RN ESECNE TR NS TR E S NI IR E S5 Cam T OB E
HHHHHHHHH P i e K W R R o e e e R s T ae e s T S e S S T s T T P e T e T A2 X X 2 R R e e 2]

[interval] - end time {Collected interval size)

6.5

55

4.5

35

(sw) aum asuodsal aBerany

{l

X-axis (Labels)

[Interval] - end time (Collected interval size) (INTEM

Primary Y-axis (Bars)

Reads per second (RDRATE)
Writes per second (WRTRATE)

Secondary V-axis (Lines)

Average read response time (ms) (RDAVGRSP)
Average read service time (RDAVGSRVRSP)
Average write response time (ms) (WRTAVGRSP)
Average write service time (WRTAVGSRVRSP)

Flyover Fields

ASP number (DSASP)
Total drive capacity (gigabytes) (DRIVECAP)
Percent disk full (PCTDSKFULL)

Available Fields

Partition collected on (SYSCREATEDOM)
Collection name (MBRMNAME)

[Interval] - timestamp (TIMEINT)

Interval number (INTERVAL)

Minimum interval timestamp (MINDTETIM)
Maximurm interval timestamp (MAXDTETIM)
Interval delta time (usecs) (INTUSECS)

Time (seconds) (DELTATIME])

Average response time (ms) (TOTAVGRSP)
MAverage service time (ms) (TOTAVGSRVRSP)
HAverage wait time (ms) (TOTAVGWTRSP)
Percent disk busy (PCTDSKBUSY)

1/0s per second (TOTRATE)

Average read size (kilobytes) (AVGKBPERRD)
HAverage write size (kilobytes) (AVGKBPERWRT)
Total reads (megabytes) (TOTREADME)

Total writes (megabytes) (TOTWRTME)

Total I/Os per second (megabytes) (MBPERSEC)

Plicle coade ere recnnd fomsnabedaci (DRADACDCCSY

Note: Graphs that don't show response times will now all identify what's on the Y2-axis in

the graph title.
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Feb 2019 (1345) — CSI - Disk graphs deleted

 These graphs that show averages within a categorized response time bucket were deleted
since they might be misleading:

— Read/write categorized average response times for ASP <<DSASP>>

— Read/write categorized average service and wait times for ASP <<DSASP>>
— Categorized average response times for ASP <<DSASP>>

— Categorized average service and wait times for ASP <<DSASP>>

— Advanced -> Advanced average response time for ASP <<DSASP>>

IEM i Connections Idoc720: Collection Services Investigator - #1 @ Idoc720: PEX-Analyzer - #1

B ¢ Q127000002 » | Reportfolder Descripr
G- 3 SQL tables
B Faworites i) Readfwrite categarized rates for ASP <<DEASP=»
3 Wait graphs [l Readfwirite categorized total response times for A5P < <DSASP =
3 CPU graphs ] Readfrite categorized tatal service times for ASP < <DSASP -
E| E S}-stem graphs ~vmmmanca times for .-'—".:E-FI

B TLBIEs

i Inter.'rlupts [l Categorized rates for A5P < <DEASP ==
G- § Partition placel | [l Categorized rate with cache statistics for A5P <<D5A5P > »

B @ Memory pool grap ||| il Categarized total respanse times for ASP < <DSASP >
3 a p

- @ Job caunts graphs [l Categorized total service times for 5P < <DEAEP =
- Ternporary starage— ] tirnes for ASP < <054 > =
H- B IO and mernony p 7 nd wait times fior AP < usesr 2 2
- B Hardware fiat] B ASP <<DSASP =

3 Disk i i fiul Log sense statistics for ASP < <DEASP =
s Dlk conmguration fii] Total queue elerments and avg length for A3P < <DSAIP = » 19
- 3 Peaks and averages Mindimn
(-

- @ IFS graphs 2 By disk path Ranks
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March 2019 (1346) — CSI — Disk graphs hidden

* In CSI — disk graphs, the following graphs have been hidden:

— Device operations rate

— Read/write size and ethernet rates

— Read/write size and ethernet rates with total MB/sec
— Categorized rate with cache statistics

. Note: If desired these can be reshown again later using the new

the Graph search pane.

Idoc720: Collection Services Investigator - #1 @ Idoc720: PEX-Analyzer - #1
- B Wait graphs » || Report folder
CPU graphs
System graphs )

Mernory pool gra| ||| il R

Job counts graphs [ Read it size totals for A5P <<DSASP: >
= ||| Ll Read/arite size averages for ASP < <DSASP>»

T t
Emporary staragy [fi] Readfovrite size rates with cache statistics for A3P <<DSASP =5
/0 and memary pl_| 5| Read

Hardware gl
Disk configuration [iit] Read and write rates for A5P <<DSASP=>

IBM i Connedtions

Dizk graphs [l Read/nnrite rates and average sizes for ASP <<DSASP > »

IFS graphs [isi] Read/fnrite rates with cache statistics for ASP < <DSASP > »

Communications [ii] Readfnrite categarized totals for ASP <<DSASP s>

30L graphs i) Readj’wr!ta :ategur!zad rates for ASP <$DSASP>>

Qther graphs [ii] Read/nrite cateqorized total respanse times for ASP < <DSASP > »
[{ii] Readfwrite categarized total service times for ASP <<DSASP s>

PT1reports

[l Read/nrite cateqorized average response times for 43P <<DSASP > >
[ii] Read/rite cateqorized average service and wait times for A3P < <DSASP > »
[i] Categorized totals for ASP < <DSASP >
- 3 User-defined repo (il Cat: ed rates for AP <<D3ASP > >
-0 DsBk [ C ed rati atisti 1 g

Collection size
Server-side output

o e e e e e e e e e e

"Show" button found

aBomsa £,/ BORHE KR = AR I FaR OT @
GRAPHS a2
cRoe:!;:‘:ame ,rdevrce operations rate VRM [ 3 SQRYCAT Search If‘ Open a ne

CSi Colle...
| Graph search

SQL contains

1BM | Co..,

Include: [~ Collectionlocatononly ¥ Graphs [~ Tables [ JW

Restore Defaut!sJ Delete I ™ Hidden ONLY r ow

100¢720: .. 180¢7T10 . IdocTI: ., #docT20: ... Ido<i20: .. Idocit: .  Graph..E}
I Hidell| Report name

Location

&) CS Histoncal Summary

i) CS Rankangs -> Selected disk groups
B CS Raniangs -> Selected disk groupi
52 CS Rankangs -> Selected disk groupt
) CS Rankangs -> Selected disk groupi
=) CS Collection

&) CS Collection

&) CS Collection

8 CS Collection

Device operations rate for ASP <<DSASP>>

Device operations rate for <<DSKTYPE> > <<DSKDES
Device operations rate for <<DSKTYPE> > <<DSKDES
Device operations rate for <<DSKTYPE> > <<DSKDES
Device operations rate for <<DSKTYPE> > <<DSKDES
Device operations rate for ASP <<DSASP>>

Device operations rate: From <<MINDTETIM>> to <
Device operstsons rate: From <<MINDTETIM>> to <
D.ev'lce.opera_wns’v\a.t.e..lFvomlif}ﬂlf!‘o‘ﬂ'lIM» >to<

Y < o
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March 2019 (1346) — CSI — Disk graphs reordered (1/2)
 In CSl at 7.1 and higher the new order for the disk graphs is:

— Read and write rates for ASP <<DSASP>>

— Read/write size averages for ASP <<DSASP>>

— Read/write size rates for ASP <<DSASP>>

— Read/write categorized total response times for ASP <<DSASP>>

— Read/write categorized total service times for ASP <<DSASP>>

— Read/write categorized totals for ASP <<DSASP>> B ot s or AP <STEAP

— Read/write categorized rates for ASP <<DSASP>> B0 et cotesonee ot response e o ASP <<DSASP>

— Read/write size totals for ASP <<DSASP>> %EE”EE:,’ﬁm;’:ﬁ’;{"S"DW

Bit] Read/write size totals for ASP <<DSASP>>

Read/write totals for ASP <<DSASP>> i) Read/write totals for ASP <<DSASP>>

[it] Read/write rates with cache statistics for ASP <<DSASP> >
i) Read/write rates with average sizes for ASP < <DSASP>>

Read/write rates with cache statistics for ASP <<DSASP>> ) Categorized totals for ASP < <DSASP>>

L] Categorized rates for ASP <<DSASP>>
[l Total queue elements with average length for ASP <<DSASP> >

Readlwrite ra.teS Wlth average SlzeS for ASP <<DSASP>> lul Log sense commands with average log sense response time for ASP

Lit] Buffer overruns/underruns for ASP < <DSASP>>

. @t} Device operations read/write rates for ASP <<DSASP>>
See n eXt SI Id e fO r th e reSt s [it] Device operations read/write totals for ASP <<DSASP>>

it Disk percent full for ASP <<DSASP> >
{ut] Disk percent busy for ASP <<DSASP>> 21
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March 2019 (1346) — CSI — Disk graphs reordered (2/2)

 Continued from previous slide....

Categorized totals for ASP <<DSASP>>

Categorized rates for ASP <<DSASP>>

Total queue elements with average length for ASP <<DSASP>>

Log sense commands with average log sense response time for ASP <<DSASP>>
Buffer overruns/underruns for ASP <<DSASP>>

Device operations read/write rates for ASP <<DSASP>> — i b
i) Read/write size rates for ASP <<DSASP>>
Device operations read/write totals for ASP <<DSASP>> -~ i e s et g g
. :"n_;-j Read/:wrfte categorized totals for ASP <<DSASP>>
Disk percent full for ASP <<DSASP>> gl o 8 ¢ i

. [l Read/write totals for ASP <<DSASP> >
Disk perce ntb usy for ASP <<DSASP>> fil] Read/write rates with cache statistics for ASP <<DSASP>>
i) Read/write rates with average sizes for ASP <<DSASP>>
fi) Categorized totals for ASP < <DSASP>>
il Categorized rates for ASP <<DSASP>>
fut] Total queue elements with average length for ASP <<DSASP> >
lul Log sense commands with average log sense response time for ASP

 Note: At 6.1 CSI, most disk graphs have been removed. & Buffer overruns/underruns for ASP <<DSASP>>

i) Device operations read/write rates for ASP <<DSASP>>
[l Device operations read/write totals for ASP <<DSASP>>
it Disk percent full for ASP < <DSASP> >

{ut] Disk percent busy for ASP < <DSASP>>

22
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March 2019 (1348) — CSI — Disk graphs - Advanced reordered

* In CSI Disk graphs -> Advanced the folder now contains:

Advanced read/write rates for ASP <<DSASP>>
Advanced write rates for ASP <<DSASP>>
Advanced read rates for ASP <<DSASP>>
Advanced total response times for ASP <<DSASP>>
Advanced write response times for ASP <<DSASP>>
Advanced read response times for ASP <<DSASP>>
Advanced total service times for ASP <<DSASP>>
Advanced write service times for ASP <<DSASP>>
Advanced read service times for ASP <<DSASP>>
Advanced read/write totals for ASP <<DSASP>>
Advanced write totals for ASP <<DSASP>>
Advanced read totals for ASP <<DSASP>>

© 2018 IBM Corporation

] Advanced read/write rates for ASP < <DSASP= >

] Advanced write rates for ASP < <DSASP>>

] Advanced read rates for ASP <<DSASP> >

] Advanced total response times for ASP < <DSASP> »
] Advanced write response times for ASP < <DSASP> »
] Advanced read response times for ASP < <DSASP> >
] Advanced total service times for ASP < <DSASP> >
] Advanced write service times for ASP < <DSASP> >
] Advanced read service times for ASP < <DSASP>>
] Advanced read/write totals for ASP < <DSASP>>

] Advanced write totals for ASP < <DSASP> >

] Advanced read totals for ASP < <DSASP= >
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April 2019 (1350) — CSI — External storage links and ranks updates (1/4)

N
thirty

 The I/O sizes shown in the CSI -> Hardware -> External storage links and ranks graphs for
all types (SCSI, PRPC and Ranks) were being converted incorrectly from kilobytes to
megabytes.

24
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April 2019 (1350) — CSI — External storage links and ranks updates (2/4)

* In CSI - Hardware - External storage links and ranks, the Ranks folder and all subfolders
graph contents have been reorganized using similar conventions as the CSI - Disk graphs.

« These graphs that combine reads+writes were deleted:

Ranks rates

Ranks size averages
Ranks size rates
Ranks size totals
Ranks totals

e [ - il | o i i o i

3

0L tables

Mernory pool g
lob counts graphs
Ternporary storage

I and memory page graphs

Hardware
L

@ Resource configurations

il

- B Peaks and averages

@ SCEILinks
- & PPRC Links

B Ranks

- B Adwanced reports

freroEE L unoeies

@ External storage links and rz

[n] Ranks utilization

[un] Ranks totals

[n] Ranks readfwerite totals

[n] Ranks size totals

[u] Ranks readfwrite size totals
il Ranks size averages

[l Ranks readfurite size average:
[n] Ranks size rates

] Ranks readfwrite size rates
Ranks rates

nks readfvrite rates

m

B Flatten
B Flattened

3 By DS serial, rank I

2 By array type
4 By extent pool

[ FEre—. -y - -

© 2018 IBM Corporation

T |
T
T |
r

[+

[+

[/Q and mermery page graph A
Hardware

2 Resource configurations
2 1ASP bandwidth estimati

2 Exernal storage links anc
3 Peaks and averages
- @ SCSI Links

- @ PPRC Links

&3

Report folder Des

[l Ranks utilization
[l Ranks read/write rates
Ml Ranks read/write size averages
[l Ranks read/write size rates
[l Ranks read/write size totals
[l Ranks read/write totals
3 By DS zerial, rank ID Ra

3 By array type Ra
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April 2019 (1349) — CSI — External storage links and ranks updates (3/4)

* In CSI, changed the contents and order of several graphs under Hardware -> External
storage links and ranks to match conventions made to the CSI - Disk graphs.

« The folders changed are:
— Hardware -> External storage links and ranks
— Hardware -> External storage links and ranks -> SCSI Links (and all sub folders)
— Hardware -> External storage links and ranks -> PPRC Llnks (and aII sub folders)

o s g L

B U0 and memory page graphs = || Report folder

Mg Hzrchware 3 1/0 and memory page grapgh » Repnrtfn:nlder De
I source configurations Gl ST links wtilization = } Hardware
- Ete.. sl starage links and r3 ggg :!“E‘ W*Z‘;‘l e total .. & Resource configurations fiit] S5l links utilization
) INkES Fea nee k3 : - i .
-3 Pea 5 o averages = G SO links size totals - B [ASP bandwidth estimatii [l SCSI links read/write rates
8 EEECLFI‘:I': [l ST links readfarite size totals = E External storage links and [l SCSI links read/write size averages
G- | o inks il SCSl links size swerages f- & Peaks and averages il SC5I links read/write size rates
3-8 Ranks Bl SC 3 links readfwrite size averag = . [l SCSI links read/write size totals
@ Advanced reports SCL links size rates @ SCSlLinks [l SCSI links read/write totals
. = : .
#- @ External sl:nr.agecal:he stati: (L 5T lirikes read fwrite size rates w PPRC Links 3 Peaks and averages M
¥ B 185P bandwidth estimation L - @ Ranks 8 SCSI Links o
v @ 550 candidate screening Pggad/write rates 5. B Ad d z '
@ Disk configuration 8 Peaks and aVigg (- Advanced reports 3 PPRC Links D
+ ]
8 Disk gﬁp:s 8 SCHl Links - & External storage cache st 2 Ranks D
* 1
o B IFS graphs g PPRC Links - @ S50 candidate screening 3 Advanced reports D
g Ranks ; - . .
. E Cammunications graphs E Advanced repoIts w3 Miclr canfinnratinn 26
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April 2019 (1349) — CSI — External storage links and ranks updates (4/4)

* In CSlI, the external storage links and ranks analysis has been updated to avoid showing
very large negative numbers if the counters used by that analysis have wrapped.

— Note: This previously could happen at any time if the 4 byte integer used for any metrics
exceeded its maximum.

27
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April 2019 (1350) — CSI — JVM graphs updates

* In CSl in the JVM graphs folder the sizes listed were shown in mebibytes and not
megabytes.

 Also the Total JVMs value was incorrect..

« Also if selecting multiple JVMs from the JVM graphs -> JVM rankings graphs and drilling
down the multiple JVM heap sizes were averaged together instead of summed and is how
fixed. . | B

Primary V-axs (Bars)
B Allocated heap size (megabytes) (GCH

Secondary V-axis (Lines)
—— Last GC cycle duration (seconds) (CYC

Flyover Fields
Total IWMs (TOTIVMS)

Available Fields

Collection name (MBRNAME)

Interval date and time (TIMEINT)
Interval number (INTERVAL)
Minimum interval timestamp (MINDT
Waximurm interval timestamp (MAXD
Time (seconds) (DELTATIME]

Interval delta time (usecs) (INTUSECS)
Starting interval (MININT)

Ending interval (MAXINT)

Heap in use size (megabytes) (GCHEA
Malloc memory size (megabytes) (GC
Internal memory size (megabytes) (G
JIT memory size (megabytes) (GCITh
Shared class memory size (megabytes

@) System: Idoc720: Collection: CSLABEX1/Q175102853
X [Interval] - end time (Collected interval size): [11] 06/23 11:25:00.000
*Y1: Allocated heap size (megabytes): 875.2701

TIP: Total JVMs: 6

JVM allocated heap size (megabytes)

06/23 12:05:00;

06/23 11:20.00
0623 11:26:00;
06/23 11:30:00
06/23 11:40:00;
06/23 11:45:00;
06/23 11:50.00

[1] D623 10:35:00:
[2] D623 10:40:00:
[3] D623 10:45:00:
[4] D623 10:50:00;
[5] D6/23 10:65:00:
[6] 06423 11:00:00
[7] D623 11:05:00:
[8) 0823 11:10:00
[9] D6/23 11:15:00

[13] D6/23 11:35:00;
[17] D623 11:55:00;
18] 06/23 12:00.00
[20] 06/23 12:10.00

28
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April 2019 (1350) — CSI — drill down crash

* Fixed a possible drill down crash in CSI if no selection was made when right-clicking
outside of a bar (on white space.)

29
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Feb 2019 (1345) — CSI — Performance improvement

* In CSI made a performance improvement for the following graphs by removing a
CHAR(HEX()) comparison when doing joins on the TDEs in the SQL statement:

— 1. Wait graphs -> Dispatched CPU rankings
— 2. Wait graphs -> Disk time rankings
— 3. Wait graphs drill down -> <<OBJTYPE>> wait time signature for <<OBJDESC>>

30
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March 2019 (1346) — CSI - Launch WLE

* In CSlI, the launch workload estimator option from a collection does not work if C:\temp
directory did not already exist on the PC.

« The function will now use iDoctor's temp directory which will properly create the directory
and file.

31
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April 2019 (1350) — General — Add Connection port lookup mode

« On IBM i connections from the Add/Edit Connection window added an option "Port lookup
mode" with possible values of Default, Server, Local and Standard. This will set the the
cwbCO _SetPortLookupMode API's setting for the ACS/CA connection.

« This gives you some control over the (server) ports used on the IBM i for the QZDASOINIT
| QZRCSRVS jobs used by iDoctor. @ Add BM i Connection

OK

Provide below the system name or IP address as well as the type
of connection. The description parameter is optional.

System:

System alias
(optional):

Default user mode: |Use Windows ID j

Cancel

Description:

Portlookup mode: |Defau|t j

Auwnillary storage Server
pool group: Local .
© 20: Relational DB Standard
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April 2019 (1350) — General — Can’t find local .mdb

« |If unable to connect to a local iDoctor DB (such as iDocCS.mdb) when starting up a
component, the error message will now list the file location from the Windows registry's
ODBC setting where iDoctor is looking.

33
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Feb 2019 (1344) — General - ODBC fix related to DB2 mirror on 7.4

» Fixed a possible infinite loop that would continually end and reconnect the QZDASOINIT
session if an unexpected error occurred on an SQL statement during the fetch of data.

« Reproducing this behavior also required skipping an initial signon via the IBM i connection
view to the system and just immediately using the interfaces like WRKOBJ, WRKOBJLCK.

« Also the error that occurred on the fetch will now be displayed to the user where previously
this was not visible.

34
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March 2019 (1348) — General — GDI limit fix

« The options to increase/restore the windows GDI limit was broken on Windows 10 and is
now fixed.

— This is useful if you wish to open many graphs at once or need to build very large/complex
graphs showing many points.

 Use the Edit -> Increase Windows GDI limit or Edit -> Restore Windows GDI limit menus
from the Main Window.
— Note: Rebooting the PC as well as having admin level authority is required!

« Also in the iDoctor install directory you will find a new file SetGDILimitTo64K.reg which if
executed will apply the required change to increase the limit to the maximum.

35
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March 2019 (1348) — General — Apply Keys fixes

* In some situations the Apply Keys menu option from the IBM i Connections View did not
work well and would prompt the user to signon too many times:

— The IBM | connections view now contains 2 additional columns after VRM: Default user mode

and User.
» This lets you see/control which user profile will be used to make the connection on each system before
using the Apply Keys option.

— The menu option Set Default Signon now contains 2 sub menus options -> All Systems or ->

Selected System(s.)

 |f Set Default signon -> All Systems is selected, then all IBM i connections default user mode will be set
to "set specific user ID" and user will be whatever value is typed in.

 |f Set Default Signon -> Selected systems is selected, then the same thing would happen but only for
the selected systems.

36
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March 2019 (1348) — General - Signon save password option

« Save password was not always working on the signon window.

37
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March 2019 (1346) — General — Pie label style

“Sutomatic".

Changed the default setting for "Pie label style" (in graph definition -> General screen) to

Also if the pie chart comes up and you don't like what you see for labels there are new

options under the graph's right-click graph definition menu -> Set pie label style.
— Or enter the Graph definition -> General page you can modify this setting there to control what

appears on the graph.

Graph Definition

General lx-axis ] Primary f-axis ] Secondary Y-axis ] Fh.'mrer] saL ]

Graph ] |C|:|||ecti0n overview time signature {collection summary)
description:
Graph type: Pie chart | Horizontal bar graphs cannot dis
oh by | = cha J secondany Y-axis.

Fie label style: |A|_rl0ma1ic v'
Bars per page  |Value ovemdes the bars per page valuw
ovemide: Percent indow.

Text
Minimum VYEM: [Value and Percent 0 0 = no max

Text and Value
Location: Text and Percent IEM\iDoctor'iDocJW mdb

Text, Value and Percent OTALS 575 SREFNO 1200

|

18 IBM Corporati

Percent of displayed wait bucket time

Collection overview time signature (collection summary)

Change SQL Parameters
Graph Definition
33,3169 (32.04%)

Duplicate

Properties >

8.23521 (7.92%)

3.36375 (3.24%)

577745 (55.57%)

Collection time span: 04/01 12:43 - 04/01 13:43

-
-
—
-
==
-
{—
=
—
-
{m—]
-

Show legend

Set graph type (primary V)
e

esta
imestamp (MAXDTETIM)
E)

TATIME)
> bsecs) (NTUSECS)

3 k) (TMINGS)

Set pie label style ; Automatic
General,

Xeasis,

Primary Y-axs.
Secondary V-axis.

Flyover..

Save As.
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March 2019 (1346) — General — Toolbars

 We have disabled the ability to move toolbar and menus around in both the Main Window

and Data Viewer. The View -> Customize... option to customize the toolbars and menus
has been removed as well.

 Note: The one option that remains is you can still click the little arrow at the bottom right of
the toolbar to remove any buttons you don't wish to see.

E‘u‘ll" IEM iDoctor for IBM i C01350 [CAPROGRAM FILES (X260 BMLDOCTORMDOCTOR.EXE 04/26/2019 12:04:34] CA 11... — O >
File Edit View IBMi Window Help

A EHoEw| 8 A% EE L F AN TR OO

e mme = e - . . o = — —— = Add or Remove Buttons -

39
© 2018 IBM Corporation



o\
thirty

.LUG’ 3

March 2019 (1347) — General - Graph search updates (1/2)

 On the graph search pane made these changes:

— Hidden ONLY checkbox: if checked the results will ONLY include the graphs or table reports
that are hidden from view within iDoctor.
— Hide button: will hide all selected graphs/reports that match the group IDs selected.

» For example in CSI the Collection overview time signature graph has a group ID of 1 but exists in
several different locations and for various OS VRMs. Selecting 1 of these graphs in this interface and
pressing the Hide button will hide them all.

» Please note that some table reports do not have a group ID. These are used in various interfaces
within IDoctor and cannot be hidden.

— Show - This button will show any previously hidden reports shown in the graph search results.

— Restore Defaults - This will restore the IBM shipped defaults for all components in terms of
which graphs/reports are hidden and which are shown.

GRAPHS 1 |
Reportname |device operations rate sl ~| SQRYCAT: | Search.. |~ Open anew results window
contains:

S0OL contains: | Include: [ Collection locationonly v Graphs [ Tables [ JW I CSl [ PEX

: 40
| Show | ResmreDeﬁauIts| Delete | [ Hidden OMLY [ Dw | PC [ WVIOS
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March 2019 (1347) — General - Graph search updates (2/2)

« On the graph search pane added new columns to the search results as follows:

— Hide - An X value indicates if the graph or table is hidden from view within iDoctor. Users can
control which graphs or tables they want to see with this client build and higher. These changes
are stored in the windows registry.

— Group ID - The group ID column is a number that is used to identify the same graph or table but
shown in different ways (such as overview, rankings, or selection over time. This group ID value
IS used to be able to hide or show all graphs of a type selected in the interface more easily.

GRAPHS

Reportname |device operations rate

contains:

SQL contains: |

VRM: | j SQRYCAT: |

| Show | RestoreDefauIts| Qelete|

IEM i Connections

{1} Graph search

Idoc720: Collection Services Investigator - #1

Remote Command Status

[ Hidden ONLY

Search... | [ Open a new results window

Include: [ Collection locationonly v Graphs [ Tables [ JW [« CSI [ PEX
T DW [ PC [ VIOS

Graph Search: Name contains "device operations rate’ - #1

Location Hide |Report name Folder Group Min
ID VRM
[i] €S Historical Summary X Device operations rate for ASP < <DSASP> = Disk graphs 24828 610
[iu] C5 Rankings -> Selected disk grouping X Device operations rate for < <DSKTYPE>> <<DSKDESC>> Disk graphs 24828 610
[l CS Rankings -> Selected disk grouping X Device operations rate for < <DSKTYPE» > <<DSKDESC>> Disk graphs 24828 710
[l €S Rankings -= Selected disk grouping X Device operations rate for <« <DSKTYPE> > <<DSKDESC>> Disk graphs 24828 610
[ir] C5 Rankings -> Selected disk grouping X Device operations rate for <<DSKTYPE>>» <<DSKDESC>> Disk graphs 24320 710
5] CS Collection X Device operations rate for ASP «<<DSASP> = Disk graphs
[l CS Collection X Device operations rate: From <<MINDTETIM=> = to <<MAXDTETIM=> = Disk graphs -> By disk path 24828 610
[i] CS Collection X Device operations rate: From < <MINDTETIM= = to <<MAXDTETIM:= = Disk graphs -= By disk path 24328 710
[iii] CS Collection X Device operations rate: From < <MINDTETIM=> = to < <MAXDTETIM=> = Disk graphs -> By disk type 24828 610
[l CS Collection X Device operations rate: From <<MINDTETIM=> = to <<MAXDTETIM=> = Disk graphs -> By disk type 24820 710
[i] CS Collection X Device operations rate: From < <MINDTETIM= = to <<MAXDTETIM:= = Disk graphs -= By /0 adapter 24328 610
[ir] CS Collection X Device operations rate: From < <MINDTETIM> » to < <MAXDTETIM: > Disk graphs -> By |/0 adapter 24820 710
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Feb 2019 (1345) — General — SQL registers

 When iDoctor runs SQL statements normally via the GUI all QZDASOINITs created will
register the application name as IDOCTOR in the SQL special registers.

« Made an update so when running SQL statements in batch when kicking of any iDoctor
analyses, the client application special SQL register will also be set now to IDOCTOR in
the batch job QIDRIJWSUM. (Note: this job name is used for all components). This is also
done if using the QIDRGUI/STRIDRSUM command.

« This will cover 99% of the SQL statements ran by iDoctor, a few other places exist in
commands that run, but those are not typically long running

42
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Feb 2019 (1345) — General — Toggle idle walits fix

In CSI or Job Watcher , the toggle idle waits toolbar button in the Data Viewer would show
all wait buckets, but when toggled back the original graph did not return back to its original
state. It would always display all interesting wait buckets instead of what was originally

shown for that graph (such as DB record locks time only, if viewing the DB record lock time

signature).

Also the button did not work for wait bucket counts graphs (it would switch it to show times
Instead) and has been fixed.

43
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Feb 2019 (1345) — General - Remote SQL statement status view updates

\Lue!

« Made the following fixes and updates in the Remote SQL Statement Status View:

— The Add SQL Statement window/option would allow a user to run an SQL statement without
specifying a system name causing the window to become unusable.

— Running a SELECT statement would cause the window to become unusable after the 1st use
and future executions of SQL statements would fail with Invalid cursor state. The cursor is now

cleaned up although no results can be shown currently by running SELECT or WITH statement
In this interface.

— Added new menu options Rerun SQL Statements -> Same LPAR(s) and Rerun SQL Statements
-> Other LPAR(s) to reexecute the desired SQL statements.

— Note: See the update history for more details.

44
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Feb 2019 (1345) — General — iDoctor FTP GUI - Libraries folder

 The iDoctor FTP GUI Libraries folder will now show either all libraries on the system or only
libraries matching the generic library name filter.

— Note: This means it will no longer include libraries based on those matching the object filters
defined in the object filtering window.

|_:_|“ Libraries: (MC*) # | Library Name |Description

Bl Mcbride | Mcbride
Bl L) Mccaaa Mccaaa
B ) Mccargar . Mccargar  my library for testing
| Mccargarl | Mccargar
- 1) Mccargar3 | Mccargar3
., Mccargard .. Meccargard
. Mccargard I Mccargar)
- . Mccargark
Bl Mecargarb . Mccargar?
E-l Mccargar/ | MecargarTa
B ) Mecargar7a . Mccargar7T
. Mccargaril . Mccargar72

45
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Feb 2019 (1345) — General — iDoctor FTP GUI - Objects folder

In the IDoctor FTP GUI, 2 new folders were added:

— Objects - contains all objects on the system that match the object filters, but faster and only

contains 5 columns.

— Objects — Advanced — contains all objects on the system that match the object filters but slower
and contains many more columns such as object size. The columns shown and ordering can
also be configured on this folder using the Select fields... menu option.

Graph Search: Mame contains 'device operations rate’ - ... Idoc720: iDoctor FTP GUI - #1 (3

IBM i Connections ldoc720: Collection Services Investigator - #1 Remote Command Status
E@ FTP Object Name |Librar}r |T)rpe |Attribute |De5cripti0r‘|
B L) IF5 /QIBM/ProdData/iDector/sql/ Qapyjwbkt MCCARGAR  *FILE PF JOB WATCHER -
w-JI\ Libraries: (MC*) Qapyjwijym MCCARGAR  *FILE PF JOB WATCHER -
“ Objects { Librariess MC* Object name: QAPYJW*) CQapyjwijvs MCCARGAR *FILE PF JOB WATCHER -
“ Objects - Advanced ( Libraries: MC* Object name: QAPYIW* Cr Qapyjwipvt  MCCARGAR *FILE PF JOB WATCHER -
CQapyjwinti  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwjvm  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwjvth  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwpre  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwproc MCCARGAR *FILE PF JOB WATCHER -
CQapyjwruni  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwsgl  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwstk  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwsts  MCCARGAR *FILE PF JOB WATCHER -
Qapyjwsys MCCARGAR *FILE PF JOB WATCHER -
Qapyjwtde MCCARGAR *FILE PF JOB WATCHER -
Qapyjwbkt MCCARGAR3  *FILE PF JOB WATCHER -
Qapyjwinti  MCCARGAR3  *FILE PF JOB WATCHER -
Qapyjwjvm MCCARGAR3  *FILE PF JOB WATCHER -
Qapyjwjvth MCCARGAR3  *FILE PF JOB WATCHER -
Qapyjwprc ~ MCCARGAR3  *FILE PF JOB WATCHER -
CQapyjwproc MCCARGAR3  *FILE PF JOB WATCHER -
CQapyjwruni  MCCARGAR3  *FILE PF JOB WATCHER -
CQapyjwsgl  MCCARGAR3  *FILE PF JOB WATCHER -
MCCARGAR3  *FILE PF JOB WATCHER

Qapyjwstk

i TR

KA ADCADD

*CIl T

11D WA AT LICD

JOB WAIT BUCKET MAPPING

IBM TECHMNOLOGY FOR JAVA VM DATA
IBM TECHMNOLOGY FOR JAVA STACK DATA
IBM TECHMNOLOGY FOR JAVA THREAD DATA
BASIC INTERVAL INFORMATION

JAVA WM SCOPED DATA

JAVA THREAD DATA

MAIN PROCESS 5COPED DATA
PROCEDURE INFORMATION

BASIC COLLECTION & 5YSTEM INFO
S0L STATEMENT INFO

CALL STACK INFO

STATUS INFO

SYSTEM DATA

MAIN TDE SCOPED INFO

JOB WAIT BUCKET MAPPING

BASIC INTERVAL INFORMATION

JAVA VM SCOPED DATA

JAVA THREAD DATA

MAIN PROCESS SCOPED DATA
PROCEDURE INFORMATION

BASIC COLLECTION & SYSTEM INFO
SOL STATEMEMNT INFO

- CALL STACK INFO 46
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Feb 2019 (1345) — General - Preferences — SQL

On the Preferences -> SQL tab added an option to specify the parallel processing degree
parameter for the CHGQRYA command. It includes the following options / values:

Default = *SAME

None = *NONE

1O =*10

Optimize = *OPTIMIZE
Max = *MAX

System value = *SYSVAL

Display | Clpboard | Fle | PEX | Scheduing | Corfirm  SQL | Dat

[ Log SQL statements executed (IBM SERVICE USE OMLY)
[

C:\Users‘meccar AppDatatLocal Temp“BM4Doctor | DOCSGLNEWZ log

Maximum text field bytes to retieve: 1000 256 - 559955

Data Viewer number of rows per row set: 1000

r Llze RUMSGLSTM to create
stored procedures at startup

[ Use SQL_FETCH_RELATIVE on SQLFetchScroll when possible
[ Ovemide client codepage setting with: 0

Change Query Attributes Options (requires “JOBCTL)

[+ Display create stored procedure progress at startup

Processing time limit: ||:|efa|_||-[ j seconds

Temp storage limit: -~ | megabytes

Parallel processing degree:

Default
Mone

Replace

Options file: Library: i
artup

-

System value

47
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Feb 2019 (1345) — General - IBM | connections options removed

« The following menu options found when right-clicking a connection in the IBM |
Connections View have been removed:

— 1) Load iDoctor Stored Procedures
— 2) Remove iDoctor Stored Procedures
— 3) Delete Obsolete Analysis Files

© 2018 IBM Corporation

IBM i Connections [E3]

Systern WRh |PEX Analyzer|Job \Watcher| Description
ACCess ACCess
expires expires
—! Cteprfs 7.2 Mewer Mewver
B ctovhe: 72
| Jidocizn g2
! Idaoc Connect
! hce Terminal Sessions r
! Mce
! Mre Check 2
| Jrably Cornrnands r

Set Default Signon
&dd Connection..,
Spply Keys..,
Delete

Edit

Change Password,.,

Clear Passward Cache 4

tor Stared Proc

rocedures

bsolete Analysis Files

Cuvnmt L e Ta Tt
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Feb 2019 (1343) — JW — Collections folder added

* In JW added a Collections folder under the Job Watcher folder that is used to display all
collections found on the system matching the library filter set. Note that this option can take
a long time to run in some situations and should be used with caution.

« This provides the following capabilities:
— Graphing multiple collections from multiple libraries at once.
— Searching collections from multiple libraries at once.
— Using the Report Generator option for collections in multiple libraries.

IBEM i Connections ldoc720: Collection Services Investigator - #1 Remote Command Status Graph Search: Mame contains "device operati... ldoc720: iDoctor FTP GLI - #1 ldocT20: |
E--@, Job Watcher Collection Library Status Ending reason |Using iDoctor collection surnmary ‘Collectinn DE files|Partition |Partition |Last
= Libraries: (MC*) ize VRM  |collected |collected |colle
- (ME] onVRM |on
iz; Definitions & ABCTZ3N MCCARGAR Ready for analysis  Ended by user Mo 10581 7.2 72 IDOCT20
E 3 SOL tables: (MC¥) & MOM MCCARGAR Ready for analysis Ended by user  Yes 10581 7.2 72 IDOCT20
@ Monitors 20306743515 MCCARGAR Ready for analysis  Ended by user  Ves 105.81 7.2 7.2 IDOCT20
. 20302142829 MCCARGAR Ready for analysis  Time limit Mo, [Interval surmary] file(s) must be created 158.79 7.2 7.2 IDOCT20
Bhis General functions &BUID MCCARGAR3  Readyfor analysis Ended by user Ves 7338 72 72 IDOCT20
o AAAFD MCCARGAR3  Ready for analysis Ended by user  Yes 7339 7.2 72 IDOCT20
& Q118113517 MCCARGAR3  Ready for analysis  Ended by user Yes 7339 7.2 7.2 IDOCT20
@ AAS MCCARGARS  Ready foranalysis Ended by user Mo 7339 7.2 7.2 IDOCT20
& TESTAA MCCARGAR3  Ready for analysis  Ended by user  Yes 7339 7.2 72 IDOCT20
@ AFAF MCCARGAR3  Readyforanalysis Ended by user Mo 7339 7.2 7.2 IDOCT20
& 0A MCCARGAR3  Ready foranalysis Ended by user Mo 7339 7.2 7.2 IDOCT20
& BUID MCCARGARS  Ready for analysis  Ended by user  Yes 7339 7.2 7.2 IDOCT20
o AAAFD MCCARGARS  Ready for analysis  Ended by user  Yes 7339 7.2 72 IDOCT20
0118113317 MCCARGARS  Ready for analysis  Ended by user Mo 73.39 7.2 7.2 IDOCT20 49

20024130150 MCCARGART  Ready for analysis  Ended by user Mo 3218 7.2 7.2 IDOCT20
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March 2019 (1346) — JW — Temporary storage allocations

* InJW - temporary storage -> Job temporary storage allocations graph, renamed the
column description for SYAJOBTMPGB from "Temp storage allocations for active jobs
(GBs)" to "Temp storage allocations (GBs)" so that the total includes inactive jobs.

 Note: The collection summary analysis is now required to show this graph.

50
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Feb 2019 (1345) — JW — Call stack summary report added

e B e R R R R R B R R

o

< G AL LdIE.

- 3 Job Summary
- g ABC123M
g MOM

S0L tables
Favorites

Waits

CPU

Job counts
Mernory
Termnporary storage
Physical disk 1/0s
Logical DB

IF5

J9 VM

Top consurmers

Call stack summary
[al

™

In Job Watcher added a new report in the Call stack summary folder:
— Programs calling reclaim APIs.

I'I.EPUI L el L

A Top programs causing full opens (program QRMNXIC/_QRMNX_OPEN)
A Top programs causing closes (program QRMXIO/_ORMX_CLOSE)
A Programs causing activation group destroys

22| Programs calling reclaim APls
A Call stacks by job/thread

BH Call stacks

A Advanced call stacks by job/thread
B Advanced call stacks

© 2018 IBM Corporation
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March 2019 (1348) — JW — Call stack drilldown updates

* In Job Watcher - call stack window made these to the call stack (drill-down) reports:
— In the Total occurrences: by job report the total value was incorrect.

— Inthe Occurrences by interval: for this job/task the sorting will now be by interval instead of
total.

Record Quick View Call stack | Waits | Objects waited on | Physical disk /s | Logical DB | IFS | J9JUM | SQL | Other statistics | Query |

General:
Primarythread: | QDBSRVO4 / QSYS / 669620: 00000001 | intewal Sl IR
Job subsystem: Job status:  DEQW  Job function: Job CPU % 14 Pool: 2
Current user profile: QSYS Cument state: WAIT Priority (XPF/LIC): 527152 Original LIC: 208
Current or last wait:  (342/QMa) Cther mi queus wait Wait duration: 866.541 miliseconds
Object wated on: | gpRSYRQZ Interval duration: 10108 seconds
Holding job ortask:  MNome detected this interval Interval end: 2015-11-02-14.35 26 326000
SQL client job: Mone detected this interval Temp storage (MB): 226172 / 23.10594 (peak)
Call stack contents: Advanced - | Stack frames: 9
Call  |Program|Program  |Module |Procedure
level  |model
o 001 LIC qutde_block_trace
5 002 LIC vLengWaitReceive__15QuTreeQueueCodeFQ2_8TDOSEnum4EnumR12RmprReceiverPCv2_20u11
a% 003 LIC OmRealDequeueMiCueue_FR110mDeqPrefixP cRSMiPtr130mDequeucType
o= 004 LIC Fcfmir
o 005 LIC syscall_A_portal
&
am 007 LIC Call stack reports > Total occurrences: all intervals
i ggg Lic Display Full Procedure Name Total occurrences: this interval
Record Cuick View Total occurrences: by job
e Total occurrences by offset: all intervals 52
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March 2019 (1346) — JW — Physical Disk 1/Os updates

* In Job Watcher in the Physical disk 1/Os folder, corrected calculations made in the following
graphs:
— Pages allocated/deallocated (overlapping bars)
— Net pages allocated

 Note: Pages allocated/deallocated for 1st interval a job was detected in the collection
would often be reported incorrectly (much too high.)

53
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March 2019 (1346) — JW — Temporary storage

* In Job Watcher in the Temporary storage folder, corrected calculations made in the
following graphs:

— Temporary storage pages allocated/deallocated (overlapping bars)
— Net temporary storage pages allocated

* Note: Temporary pages allocated/deallocated for 1st interval a job was detected in the
collection would often be reported incorrectly (much too high.)

54
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March 2019 (1346) — JW — Interval Summary interface (1/5)

* In Job Watcher in the interval summary interface updated the layout of tab names and
content to more closely match what is found in the interval details interface for consistency:

— General section: added Temp storage job allocations (GBs)

|} buckets | Objects waited on | Holders | Bad Current ' aits I Situations | Physical /03 | Logical 140z | IFS | Transactions | W ait bucket tatals I Other statistics | Cuemny |
General
Threads/tazks using CPU: 186 Intereal: s
Threads/tazks idle: 1128
CPU tirme:
Threadz/tazks waiting on objects: 43 [nterval duration: 10108 zeconds
Threads/tazks with holder identified: 1] Interval end: 2015-11-02-14.35.26. 326000

Threads/tasks: Exclude jobs not in current wait [~ S@tﬂf b [DE - Disk page faulks "]

Quick View Waits | Wait bucket totals | Objects waited on | Holders | Bad Cument Waits | Stuations | Physical disk 1/0s | Logical DB | IFS | SGL | Other statistic

General:
Threadstasks using CPU: 186 Interval: LILJ
ThreadsAasks idle: 1128 CPU utilization: 3.33%
Threads/tasks waiting on objects: 43 CPU time: 359 milliseconds
Threads/tasks with holder identffied: 0 Interval duration:  10.108 seconds
| Temp storage job allocations (GB): 2.1030 || Interval end: 2015-11-02-14.35.26.326000
Threads/tasks: Exclude jobs not in cument wait [~ Sort and filter by: |05 - Disk page fautts _:J 55
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March 2019 (1346) — JW — Interval Summary interface (2/5)

« The Physical disk I/Os tab now contains the same columns (and layout) as in the Interval
details - Physical disk 1/Os tab.

Slick View I Wait buckets I Objects waited on I Holders I Bad Current '/ aitz I S\tuations| Physical [/0s | Logical [/0s I IFS I Tranzactions | “Wait bucket tatals | Other statistics I Guerny |

General:
Threads/tasks using CPL: 186 Interval: 4|
Threads/tasks idle: 1128 iliagtion: 3.33%

CPU time: 3
Threads/tasks waiting on objects: 43 Interval duration: 10,108 seconds
Threads/tasks with holder identified: 1] Interval end: 2015-11-02-14.35.26.326000

tal asynchronous |10 pending |\Waits for
asynchronous
jtes i

Total| Total synchranous| Total asynchronous| Total read| Total writes| Total synchronous| Total synchronous| Total synchronous| Total synchranous| Total asynchronous| Total asynchronous| Total asyPrermems]
0 |10 10 requests |requests  |DB MNDEB LB MNDEB LB MNDEB LB

requests requests read requests read requests write requests write requests read requests read requests write requests
1228 923 305 27 949 a8 141 106 578 EL 1

werite requests
67 198 Eb a4

[P " e g

v ] G ]
Quick View Waits ] Wait bucket totals ] Objects waited on Holders Bad Current Waits ] Sttuations Physical disk 1/0s

General:
Threads./tasks using CPU: 186 Interval: 1 4 »
Threads,/tasks idle: 1128 CPU utilization: 333%
Threads/tasks waiting on objects: 43 CPU time: 355 miliseconds
Threads/tasks with holder identified: 0 Interval duration: ~ 10.108 seconds
Temp storage job allocations (GB): 2.1030 Interval end: 2015-11402-14.35.26.326000
Reads and writes: Other metrics:
Description Reads |Reads |Writes |Writes Description Value
per per -
10 pending page faults 3N
i second 10 pending faults per second 3.0697
Synchronous DB 98 97041 106 10.4963 Waits for asynchronous writes a4
Synchronous Non-DB - 141 13.9621 578 57.2345 Waits for asynchronous writes per second 83178
Asynchronous DB 39 3.8678 &7 6.6345 Page faults 229
Asynchronous Men-DBE 1 0990 198 19,6063 Faults per second 22.6760
Totals 279 27.6271 949 93.9716 Total pages allocated 14350 56
Total pages deallocated 9717




March 2019 (1346) — JW — Interval Summary interface (3/5)

« The logical DB tab now contains all 8 LDIO fields instead of just 3.

-—— imt m——— ——

.- ' ' - 1
Quick View | Waits Wait buckettotals | Objectswatedon | Holders | Bad Curent Waits | Stuations | Physicaldisk /0 Logical DB

| Guick Wiew | Wait buckets | Objects waited onI Halders I Biad Current Waits | Situations | Physical I.-"Ds| Logical /0 | IFS I Transactions | 'Wait bucket tatals | Other statistics I Guerny |

General: ~ General:
Threadstazks using CPU: 186 Interval: P Threadstasks using CPLL: 186 Interval: M
Threads/tasks idle: 1128 CPU utilization: 3.33% Threads/tasks idle: 128 CPU utilization: 333%

CPU time: 358 miliseconds Threads.tasks waiting on objects: 43 CPU time: 359 miliseconds
Threadstasks waiting on objects: 43 Interval duration: 10,108 seconds Threads.tasks with holder identified: 0 Interval duration:  10.108 seconds
Threadstasks with holder identified: 1] Interval end: 2015-11-02-14.35.26.326000 Temp storage job allocations (GB): 21030 Interval end: 2015-11-02-14.35.26.326000

Mote: These metrics are captured at the job (primary thread) level only.

Logical|Logical|Logical DB

DB DB updates Description Total |Rate per
werites |reads  |and deletes second
2 125 30 Logical reads 125 1237

Logical writes 2 19

Logical updates and deletes 30 297

Logical force end of data 0 0
Legical commits 6 .59
Legical rollbacks 2 18
Legical index rebuilds 0 0
Logical sorts 0 0
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March 2019 (1346) — JW — Interval Summary interface (4/5)

Added an SQL tab that contains 18 new SQL related metrics such as SQL statements

executed and SQL-file full opens. (at 7.2+)

Guick View I ‘Waits ] Wait bucket totals ] Objects waited on l Holders ] Bad Current Waits ] Situations ] Physical disk 1/0s ]

Logical DB ] IF5 saL Cither statistics ] Query

General:

Threads.tasks using CPLI: 186 Interval: 4 »

Threadstasks idle: 1128 CPU utilization: 333%

Threads/tasks waiting on objects: 43 CPU time: 353 miliseconds

Threads.tasks with holder identified: 0 Interval duration:  10.108 seconds

Temp storage job allocations (GB): 21030 Interval end: 2015-11-02-14.35 26 326000
SQL statistics:

Description Value

SOL statements executed 547

SOL statements in progress (at snapshot) 0

50L logical reads 120

50L legical reads per second 11.8826

S0L logical writes 1

SQL logical writes per second 0990

S0L logical updates and deletes 20

50L logical updates and deletes per second  1.9804

SQL-file full opens 0

SQL-file full cpens per second 0

SQL-file pseudo opens 0

5QL-file pseudo opens per second 0

MNative DB file full opens 29

Mative DB file full opens per second 28716

Fully opened SCL cursors 0

Psuedo closed S50L cursors 19

S0L PAS compressions ]

50L package compressions 0

R R
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March 2019 (1346) — JW — Interval Summary interface (5/5)

« Updated the Other statistics tab to contain the same fields as in the interval details
Interface.

— Note: Transaction tab removed and its metrics added here.

Guick View ] Waits ] Wait bucket totals ] Ohjects waited on ] Holders ] Bad Cument Waits ] Situations ] Physical disk 1/0s ]
Logical DB ] IFS ] saL Other statistics ] Query
General:
Threads/tasks using CPL: 186 Interval: | FRS |
Threads/tasks idle; 1128 CPU utilization: 333%
Threads/tasks watting on objects: 43 CPU time: 355 millizeconds
Threads/tasks with holder identified: 0 Irterval duration:  10.108 seconds
Temp storage job allocations (GB): 2.1030 Interval end: 2015-11402-14 3526326000
Cther statistics:
Description Value
Displays 1/0 response transactions 0
Displays 1/0 response transactions per second 0
Average display transaction response time (milliseconds) 0
Spool files created 0
lobs submitted 0
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March 2019 (1346) — JW — Interval Details updates (1/5)

In Job Watcher in the Interval Details interface made the following updates to improve

consistency with the graph folders and having the same metrics available:

— The General section at the top of most tabs will now include Job CPU % and Temp storage (MB)
(current and peak since the job started) for the current job in the interval.

— Note: Temp storage is is only available at 7.2 and higher.

Quick View Callstack | Watts | Obiects wated on | Physical disk 1/0s | Logical DB | IFS | JSJUM | SQL | Other statisties | Query |

General:

Secondary thread:

Job subsystem:

Cument user profile:

Cument or last wait:

Object waited on:

Holding job artask:

SQL client job:

ADMINZ / QLWISVR / 663977 B000002D

|ﬂ Interval:

olle |44rﬂ

QHTTPSVR Job status:
QLWISVR Cument state: WAIT
(374/U74) Page: thread tsleep

Segment type LIC HEAP (MWS) AREA DATA
Mone detected this interval

MNone detected this interval

THDW  Jaob function: JVM-com ibm Iw

Job CPU % 0 &
Priority (¥PF/LIC): 25/165 Criginal LIC: 181
42 352 miliseconds

10.030 seconds

Poal:

Wait duration:

Interval duration:

Temp storage (MB): 219.9648 7 219 9648 (peak)

60

Call stack contents: Advanced ﬂ Stack frames: 22

Call  |Program|Program Module Procedure ’
level |model

s 001 LIC qutde_block_trace

a2 002 LIC longWaitBlock__230u5ingleTaskBlockerCodeFP200uBaselo
s 003 LIC do_sleepWait__12PpPaseThreadFCQ2_8TDOSEnurmdEnurnl]



March 2019 (1346) — JW — Interval Details updates (2/5)

and the list will now include:
— Total pages allocated

Job subsystem: QHTTPSVR Job status:

— Temp pages allocated since job start e g e e T

Current or last wait:  (374/1U74) Pase: thread tsleep

Object waited on: Segment type LIC HEAP (MWS) AREA DATA

— Total p ag es deallocated Holdingob ortask:  None detecled this ntervl

In the Physical disk I/Os tab the Other I/Os section has been renamed to "Other metrics"

Quick View | Cal stack | Watts | Objects waitedon  Physical disk /s | Logical DB | IFS | J9.0vM | SQL | Other statistics | Query |

— Total pages allocated Slnce JOb Start GS::ZI::arythread: ADMINZ / GLWISVR / 669977: 00000020 |t|mena DI 4| «r]

THOW  Job function: JVM-com ibm lw Job CPU %: O Pool: 2
Priority (XPF/LIC):  25/165 Original LIC: 181
Wait duration: 42392 milliseconds

Interval duration: ~ 10.030 seconds
Interval end: 2015-11-02-14.36.16.476000

SQL client job: None detected this interval Temp storage (MB): 219.9648 / 215.96438 (peak)
T t I d I | t d M M b t t Reads and writes: Other metrics:
O a pages ea Oca e SI nce JO S ar Description Reads |Reads |Writes |Writes Description Value
er er -
. . Second Eecond 10 pend!ng page faults 0
10 pending page faults per second 0
— lemp pages aeallocated since job start SnchronousD8 0 0 0 0 Vit forssync wites 0

Synchronous Non-DB - 0 0 0 0 Waits for async writes per second 0

Asynchronous DB 0 0 0 0 Page faults causing reads 0

Asynchronous Mon-DB 0 0 0 0 Page faults causing reads per second 0

Totals 0 0 0 0 Total pages allocated 0
Total pages allocated since job start 56
Temp pages allocated since job start 56
Total pages deallocated 0

© 2018 IBM Corporation

Total pages deallocated since job start 0
Temp pages deallocated since job start 0
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March 2019 (1346) — JW — Interval Details updates (3/5)

* Inthe Logical DB tab renamed the metric "Logical others" to "Logical updates and
deletes". Also added these new fields:

— Logical force end of data
— Logical commits

Quick View | Cal stack | Waits | Objects waited on | Physical disk 1/0s  Logical DB |IFS | J9vM | SQL | Other statisties | Query |

General:
— Logical rollbacks Secondary thread: | ADMINZ / QLWISVR / 669977: 0000002D |ﬂ e Jli R
Job subsystem: QHTTPSVR Job status:  THDOW  Job function: JYM-com ibm lw Job CPU % Pool: 2
— Log ical index rebuilds Current user profile:  GLWISVR Current state: WAIT Priority (XPF/LIC):  25/165 Original LIC: 181
. Current or last wait:  (374/U74) Pase: thread tsleep Wait duration: 42 352 miliseconds
— Log ical sorts Object wated on:  Segment type LIC HEAP (MWS) AREA DATA interval duration: 10,030 seconds
Holding job ortask: Mone detected this interval Interval end: 2015-1102-14.36.16 476000
SQL client job: Mone detected this interval Temp storage (MB): 219.9648 / 219 9648 (peak)
Mote: These numbers reflect the job's logical 10s for this interval for all threads.
Description Total |Rate per
second

Logical reads 0
Logical writes

Logical updates and deletes
Logical force end of data
Logical comrmnits

Logical rellbacks

Logical index rebuilds

Logical sorts

[ e R e e e e Y e
[ e [ e R e Y e e e}
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March 2019 (1346) — JW — Interval Details updates (4/5)

Added a large number of SQL-related metrics to the SQL tab in the Other information section.

Quick View | Cal stack | Waits | Obiects waited on | Physical disk 140 | Logical DB | IFS | J9.0vM  SQL | Other statistics | Guery |

General:
Secondary thread:
Job subsystem:
Cument user profile:
Current or last wait:
Object waited on:
Holding job ortask:
SQL client job:

ADMINZ # GLWISVR £ 665577: 00000020

|ﬂ Interval:

QHTTPSVR Job status:  THDW  Job function: JYM-com .ibm bw Job CPU % O

QLWISVR Cumert state: WAIT
(374/U74) Pase: thread tsleep

Segment type LIC HEAP {(MWS5) AREA DATA
None detected this interval

None detected this interval

Priority (XPF/LIC):  2B/165
Wait duration: 42 352 miliseconds
Interval duration: 10.030 seconds

Interval end:

o <Dl

Pouol:

2015-11402-14.36.16.476000

Temp storage (MB): 219.9648 / 219.9648 (peak)

......... Include host variables¥  Other information:

2

Criginal LIC: 181

Description

Value

50L staternents executed

S0OL staternents in progress (at snapshot)
SOL logical reads

S0L legical reads per second

S0L legical writes

SOL logical writes per second

SOL legical updates and deletes

S0L logical updates and deletes per second

SQL-file full opens

SOL-file full cpens per second
SQL-file pseudo opens

SQL-file pseudo opens per second
Mative DB file full opens

Mative DE file full opens per second
Fully opened 5CL cursors

Psuedo closed SOL cursors

50L PAS compressions

50L packaoe comoressions

L e s = B = == = e e e e e i = I - = =

~
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March 2019 (1346) — JW — Interval Details updates (5/5)

« The Other statistics tab now contains these metrics in order to match the metrics found In
the Other statistics folder.

— Displays I/0O response transactions
— Displays I/0O response transactions per second
— Average display transaction response time (milliseconds)

- S pOOl files created Quick View | Call stack | Waits | Objects waited on | Physical disk 1/Os | Logical DB | IFS | J9JyM | SQL  Other statisties | Query |
— Jobs submitted et
Secondarythread: | ADMINZ / QLWISVR / 663977: 00000020 | 1 interval B[ Rk
Job subsystem: GAHTTPSVR Job status:  THDW  Job function: JYM-com ibm Iw Job CPU % O Pool: 2
Current user profile:  QLWISYVR Current state: WAIT Priority (XPF/LIC):  25/165 Original LIC: 181
Current or last wait:  (374/U74) Pase: thread tsleep Wait duration: 42 392 miliseconds
Ohject waited on: Segment type LIC HEAP (MWS) AREA DATA Interval duration:  10.030 seconds
Holding job ortask: Mone detected this interval Imterval end: 2015-11402-14.36.16.476000
SQL client job: Mone detected this interval Temp storage (MB): 2159648 / 219.9648 (peak)
Other statistics:
Descripticn Value
Displays /0 response transactions 0
Displays 170 response transactions per second 0
Average display transaction response time (milliseconds) 0
Spool files created 0
lobs submitted 0
© ZULD IDIVI LUl pulrauuvll
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Feb 2019 (1345) — JW — Reclaim resources situation

 In Job Watcher added a new situation to check if the reclaim resources CPP was detected
In any call stacks.
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Feb 2019 (1345) — JW — Wait graphs - Counts graphs

« Added a Wait graphs -> Counts folder and graphs similar to what is found in CSI whether
the collection has been summarized or not.

 The new graphs are:
— Collection overview counts signature
— Seizes and locks counts signature
— Contention counts signhature
— Disk counts signature
— Journaling counts signature
— Communications counts signature
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Feb 2019 (1345) — JW — Job Summary analysis — generic totals

* In the Job Watcher job summary analysis the generic job totals file did not add up some
metrics from file QAPYJWPRC correctly. Fields like LDIO reads were inaccurately counted

up.

67
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Feb 2019 (1345) — JW — CPU_SWITCH removed in most graphs

« Remove dispatched CPU counts (field CPU_SWITCH) from the secondary Y-axis where it
appears on most graphs that show CPU utilization in CSI and Job Watcher.

It still appears on the following graphs and will also appear in the table below all graphs
that showed it previously:

— Wait graphs -> Virtual CPU Delays
— CPU graphs -> Dispatched CPU breakdown and CPUQ
— CPU graphs -> Dispatched CPU/CPUQq usage by high/low priority with CPU utilization
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Feb 2019 (1345) — JW — Detall reports - Call stack summary flyover

* InJW, from the Detalil reports -> 16, N or 50 level call stack summary reports, when
placing your mouse over a program name in the call stack the IBM program descriptions
will now be shown in the tooltip.

— Note: This is only for known IBM defined programs where a description is available..
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Feb 2019 (1345) — JW — Detall reports - N level call stack summary

* In Job Watcher, from Detail reports added a new option "N level call stack summary" that
will prompt the user for the desired number of max call levels and then build the report
based on that number.

— Note: Keep in mind the bigger the number entered, the slower that this report will be!

TOTAL |Call
level

(LEV..

Module
narme
(MODMNAME)

Procedure
(PROCHNAME)

Program
rnodel
(MODEL)

Program
name
(PGMMAN)

ER N level call stack summary

This option will create a Job Watcher call stack summary report
based on the number of call levels desired. 75
75
75
75
75
o) 75
E 75
75
75
75
75
75
75
75
75
OK Cancel 73
75
75
75
75
©f

LIC qutde_block_trace

LIC longWaitBlock_23CuSingleTaskBlockerCodeFP20C0uBaselongWaitOhjec
LIC do_sleepWait__12PpPaseThreadFQ2_STDCSEnum4Enumbl

LIC do_tsleep_ FUIT1

LIC tsleep_complex_ FEUIN22i

LIC tia_schandler

LIC tia_call_nofpeu

LIC callTia__FP12PpPaseThreadP12Tia5aveState

LIC thread_common_FP12PpPaseThreadP16PaseThreadAttach

LIC runpase_thread__Fv

LIC pasemi_runpase

LIC Zcfmir

LIC syscall_A_portal

ILE QOP2USERZ  CQPZAPI runpase_coemmon__FiPvT2

ILE QP2ZUSERZ  QP2API _ OpdThread

LIC chlabranch

LIC ai_function_ptr_portal

ILE QPOWPINT  CQPOWSPTHR  pthread_create_part2

ILE CLESPI CLECRTTH LE_Create_Thread2_ FP12crtth_parm_t

LIC cblabranch 70

LIC aimach_upcall_portal
11i™ MrAe Rlearl ¥rarce

Maximum call levels (5 - 100):
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Feb 2019 (1345) — PEX — Physical disk I/Os graphs deleted

 These graphs that show averages within a categorized response time bucket were deleted
since they might be misleading:

— Read/write categorized average response times for <<OBJTYPE>> <<OBJDESC>>

— Read/write categorized average service and wait times for <<OBJTYPE>> <<OBJDESC>>

— Categorized average response times for <<OBJTYPE>> <<OBJDESC>>
— Categorized average service and wait times for <<OBJTYPE>> <<OBJDESC>>

IBEM i Connections

=

| Bsmenges

| Crawensl

- @ SQL tables

|_——_|ﬁ| TestHd

F- 3 S0L tables

----- 8 Events

----- & PEXfile(s) starting points

i

i

..... @ ave/Restore
|

----- a Call stacks

----- 8 Trace details

----- § TCPR/IP Communications
..... E] TPROF
..... & CPU profile

ez ® -l P hyesical Disk I0s

----- § Size change to objects and seqr

Idoc720: Collection Services Investigator - #1 Idoc720: PEX-Analyzer - #1 |§|

[+] | Report Folder des

[iu] Readfwrite cateqarized totals for ASP < <QDDASP - -

] Readfwrite categorized rates for A5P < <QDDAIP = =

Eiﬂ Read;’wrlte categorized total response times for A5F <<QDDASR =

2 dfurite categorized total service times for A5P <<QDDASF‘>>

@ eadfwrite categaricew w.. 5" 2 e tirnes for A5 F' <QDDASP =

5| Read fwrite cateqarized average servic :n'l VaIt Tirnie ."""'r' IIFID SP e

] Categorized totals for AP <<QDD.&SF‘>>

fin] Categorized rates for A5 < <QDDASP »»
fiu] Categarized total response times for 5P < <QDDASP » »

Categnrlzed total service times fu:ur.ﬂ-.SF' <<QDD.¢.SF‘>>
| Categorzem aveiumg. . - e < for AP < IID[I
¥ Categorize 'I: eFage servic :ru'! wait times ’r I A s
[zl Read tirme d|str|hut||:|n for ASP < <QDDASP ==
[zl Read size distribution for A5P < <QDDASP = =
[far] Wirite time distribution far 5P < <QDDASP » =
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Feb 2019 (1345) — PEX — bucketized TPROF reports update

« Added additional entries to the QIDRPA/COMPONENTS table used by the PEX
"bucketized" tprof reports.

— Note: Latest server builds required.
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March 2019 (1346) — PEX TPROF

* In PEX TPROF under the cacheline drill down folder added a new report called "Object
resolution and total hits for cache line <<CACHELINE>>"
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March 2019 (1346) — Disk Watcher

* |In Disk Watcher made the following fixes:

1. In the stats graphs the selected unit, selected path or selected pool drill down from the
ranking graphs did not show up and are back now.

« 2. The trace graphs folder would show up incorrectly if no QAPYDWTRC file existed if the
user ran the Trace summary analysis.

« 3. The trace graphs will now show time periods where no 10s occurred with gaps correctly
NOw.
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Feb 2019 (1345) — Plan Cache Analyzer — plans graphs update

* Inthe Plans graphs in Plan Cache Analyzer added the field QQTIM1 (Timestamp of last
access plan rebuild) to the flyover.

— Note: The table below the graph now includes both QQSTIM and QQTIML1.

Time (seconds)

Plans summary by total run time X-axis (Labels)
T Plan ldentifier (PLAMID)
TO000 - -
Prirnary Y-axis (Bars)
65000

[ Total run time (seconds) (RUNTIME)
60000 B Tcotal CPU (seconds) (CPUSECS)
[ Waorst run time (seconds) (WORSTTIMEZ)

55000
50000 Secondary Y-axis (Lines)
s Te Fote TFAULTS
@ System: ldoc720: Collection(s): PEXLABEX1/TEST
X Plan ldentifier: 7170438943
*%1: Worst run time (seconds): 2344162
H: Hlan hash: it
rebuild (G
= - OTioay 0o '.t T DE_REA.D:]
TIP: Synchronous DB writes: 0 ME WEITE
75
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