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Agenda

= Overview
— Goals, components, unique features and website.

» What’s new with iDoctor (July 2012 — October 2013):

= Questions?
— Contact idoctor@us.ibm.com or mccargar@us.ibm.com
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Overview

= iDoctor is a suite of dynamic performance tools offered by the
Global Support Center.

= We cover all areas of performance but historically focused more on
low-level detalils.

= Started in V4R5 with the PEX GUI plug-in for Operations Navigator it
now consists of 5 external and 5+ IBM internal components.

Power is performance redefined © 2012 1BM Corporation
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Goals of iDoctor

Broaden the user base for Performance Investigation
» enable Operators, Programmers, IS Management
» as well as Performance Specialists, Consultants

Simplify and automate processes

Provide quick, immediate access to collected data

Provide more analysis options

Reduce the dependency on PEX traces

Power is performance redefined
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IDoctor Functional Areas

Functional Area

Performance Tool

High-level system/job

iDoctor — Collection Services Investigator

system/job monitoring

monitoring iDoctor - HMC Walker (beta testing)
IBM i Performance Tools (PT1)
Management Central Monitors

Medium-level iDoctor — Job Watcher

WRKSYSACT
IBM i Job Watcher (PT1) / STRIW

Low-level system/job
tracing, stats, profiling

iDoctor — PEX Analyzer
IBM i Performance EXplorer / PRTPEXRPT

Disk stats/tracing

iDoctor — Disk Watcher

iDoctor — Collection Services Investigator
iDoctor — PEX Analyzer (PDIO analysis)
iDoctor — VIOS Investigator

IBM i Disk Watcher (PT1) / STRDW

Plan cache analysis

iDoctor — Plan Cache Analyzer

Determine if SSDs
could help performance

iIDoctor — Collection Services Investigator
SSD Analyzer Tool for IBM i

Power is performance redefined
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IDoctor GUI

" [t’s a Windows client offering superior flexibility and functionality

= All components offer a similar user experience

*» The latest GUI builds provide access for iDoctor components
installed on servers running IBM i V5R4 or higher.

—Note: Latest GUI builds won’t work with V5R3 or earlier systems.

» Requirements:
=System | Access for Windows (not needed if only using HMC Walker)
. NET 4.0 or higher

=Trial or License keys for Job Watcher (includes DW, CSI) and PEX Analyzer
component usage.

Power is performance redefined © 2012 1BM Corporation
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IDoctor Resources

"iDoctor e-mail list: usage tips, build updates, PTF info, etc
Send join requests to mccargar@us.ibm.com

=siDoctor Website:
http://Iwww-912.ibm.com/i dir/idoctor.nsf/

*Presentations (What’s New, etc):
http://www-912.ibm.com/i dir/idoctor.nsf/downloadsDemos.html

*YouTube Channel (20+ videos):

=https://www.youtube.com/user/IBMiDoctorForIBMi
=These videos are also available on IBM.COM if your company blocks YouTube.
=Just click the appropriate links titled “Video name on IBM.COM” from the Video Library pages on our website:
shttps://www-912.ibm.com/i_dir/idoctor.nsf/videos.html

=siDoctor Forum:

http://www.ibm.com/developerworks/forums/forum.jspa?forum|D=871

=Documentation:
https://www-912.ibm.com/i dir/idoctor.nsf/F204DE4F34767E0686256F4000757A90/$FILE/iDoctorV7R1.pdf
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IDoctor Team

= Larry Cravens

= Design, Performance Expert, Taskswitch, Wait Bucket Analysis
= Ron McCargar

= Design, GUI, Website, Monitors, Builds, Documentation, Videos
= Brad Menges

= Design, Performance Analyst, Education (on-site visits), Sales
= Nguyen Nguyen

= Design, QMGTOOLS, Performance Analyst
= Paul Stimets

= Sales
= Shane Smith

= Design, GUI and server side development
= Chris Pilcher (Business Manager)
= Lab Services (Sales Contacts)

= Karen Anderson, Mark Even (USA)

= Jin-Ming Liu (AP)

= Virginie Cohen, Jean-Francois Soulard (EMEA)

Power is performance redefined © 2012 1BM Corporation
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What's New with iDoctor: Overview

= General GUI Enhancements

= |nstallation

= Must Gather Tools

= HMC Walker

= Job Watcher

= Collection Services Investigator

= PEX Analyzer

Power is performance redefined © 2012 1BM Corporation
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General — New Components Added Oct 2013

Must Gather Tools (QMGTOOLS) is now available externally. This
component will assist support with data collection of needed metrics to

help solve performance problems.

HMC Walker is now in beta testing. It primarily captures configuration
data from the HMC and Islparutil data (CPU utilization, memory, etc)
across all LPARs attached to the HMC from all physical systems.

0 Power is performance redefined © 2012 1BM Corporation
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*NET 4.0 or higher
—http://www.microsoft.com/en-us/download/details.aspx?id=30653

»Visual C++ Redistributable for Visual Studio 2012 Update 1 or higher
—http://www.microsoft.com/en-us/download/details.aspx?id=30679

—(install the 32-bit version)

=System i Access for Windows (optional)
—Note: It's required for everything except HMC Walker.
—http://www-03.ibm.com/systems/power/software/i/access/windows sp.html

If on Windows 7 or higher System i Access for Windows will also need:
http://www.microsoft.com/en-us/download/details.aspx?id=26347

Install both 32-bit and 64-bit versions of the above if you have 64-bit Windows installed.

»Oracle Express edition (if desired to analyze HMC/AIX performance data on the PC)
—http://www.oracle.com/technetwork/products/express-edition/downloads/index.html

1 Power is performance redefined © 2012 1BM Corporation


http://www.microsoft.com/en-us/download/details.aspx?id=30653
http://www.microsoft.com/en-us/download/details.aspx?id=30679
http://www-03.ibm.com/systems/power/software/i/access/windows_sp.html
http://www.microsoft.com/en-us/download/details.aspx?id=26347

IBM Power Systems . LUG!

General — Transfer function updates

= Sending data to IBM will now use IBMSDDUU (secure method.)

= Added options to download/upload data using SSL FTP.

© 2012 IBM Corporation
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General — Google search options

» Added Google search options embedded within the GUI in several
places:

— Update history window

— Selected text in a table view

— Check PTFs window (select the PTF, then right-click to search for it)
— Error windows

B2 Check PTFs Results

Fequired FTFs are not installed.

% “isit hitp:f fwenen-912 ibm.com/i_dir/idoctor.nsf and click on the Required FTFs link to verify the FTFs vou have installed.

Idock10: SF99144 Parformance Group FTF group level 7 detected.

[dock10: all Jobwatcher FTFs loaded and applied.

Idock10: all FEx-Analyzer FTFs loaded and applied.

[ [dock10: all Disk Watcher FTFs loaded and applied.

[dock10: all iDoctor FTF G FTFs loaded and applied.

Idock10: SF99606 PowerHA Group FTF group level 0 detected. The recommended lewvel is 3 or higher.
IdocE10: missing Must Gather Tools PTFs are MF57129 [l Piemore 4 CLaman SUnc A mianan s o0 7Ee

Undo

Copy
Search Google for 'MF5690 '

Power is performance redefined © 2012 1BM Corporation
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General — New Preferences

= On the Display tab you can now specify a character limit for the x axis
label on horizontal bar graphs.

= On the Display tab, added an option called “Force legend width percent
on resize”. For example if the legend width percent is 20%, any time the
graph is resized, the legend will always remain at 20% of the total width
of the graph window if the option is checked.

= Added a tab called IBMSDDUU to configure options related to sending
data to IBM.

= On the SQL tab added preferences for the estimated timeout limit, query
temp storage limit estimate and the QAQQINI options file library.

Power is performance redefined © 2012 1BM Corporation
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General — Changed Preferences

» The “Display advanced reporting options” preference on the Data Viewer
tab has been moved to the Miscellaneous tab. It was also renamed to

“Display advanced options”.

= The Super collections and Browse Collections folders in iDoctor are now
only visible if the “Display advanced options” preference on the
miscellaneous tab is checked (unchecked by default.) This option also
controls whether or not the “Detail reports” drill down menu in Job

Watcher is shown.

Power is performance redefined © 2012 1BM Corporation
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General — iDoctor client job preference

» Added a preference called "Remove libraries above QSYS in the library
list (requires *ALLOBJ.)" If used, this effects all QZRCSRVS and
QZDASOINIT jobs started by iDoctor. The default is unchecked. You
can use this if the customer environment you are on, has non standard
libraries/commands above QSYS in the library list causing issues.

lih BM iDactor far IBM i - Properties =N

"General Doctor Client Jobs | Server configuration |

The optionz below effect all jobs created by the client for databaze and remate
commahd/program accezs [hamed BZDASOINIT, OZRCSRYS) Immediately after the
connections are establizhed a CHGJOE cormmand will be izsued wth the appropriate settings.

Thiz can be very useful if you are working on a crtical problem and need to make sure the client
jobs are getting enough rezouce in order to un the queries effectively for the analpsis.

Client jobs zettings:

Fiun priority: 1-99, *SAME

CPU tirme slice: =S AME 1-9939333 milliseconds,
“BAME

CCSID: ERE3R 1-65535, "SAME

Los CL “SAME -

commands:

I Iv¥ Remave libraries above Q55 in the libramy list [requires “ALLOE) I

Power is performance redefined © 2012 1BM Corporation
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General — iDoctor temp directory

» The application properties General tab will now list the iDoctor temp
directory. This folder contains several log files which may be needed for

debug purposes.

m IBM iDoctor for IBM i - Properties EIE

General | iDoctor Clent Jobs | Server configuration

IEM iDoctor for IBM § - Job W atcher Properties

Innntnr tnr IBM I Client “erzion Information:

Build CO103239

ﬁ Build timestarmp: 107 7/2013 16:27:25
System i Access: F10-5147412

iDoctor. exe location:

CHDOCTORWYR2MO0_DEMMEXEMDEBUG2MDACTOR.EXE

D actor temp directory [containg some log files):

© 2012 IBM Corporation
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General — Debug report location listed in status bar of Data Viewer

* When sending a bug report, please include the status bar of the Data
Viewer in your screenshots which indicates where in the repository of
graphs and tables your report resides. This will make it easier to find and
correct the issue.
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General — Debug messages in QIDRGUI/ADDPRDACS command

= When the command is ran via the green screen it will now list messages
regarding the success/failure of any access code applied.

2] Session & - [24x 80] |-G | ]

File Edit \iew Communication Actions MWindow Help

5| 2% B w %% 2 @Q

Host: |9-5-53-3U Port: | 23 Workstation 1D |

filccess code is for preduct # {(20=PEX, 21=JW): &0
Access code expires: 1500281

Syzstem =s=erial number is: 104658D

System today's date is: 1131018

Checking for wersion: 6

Checking for release: 1

HKEX¥ Accesz= code incorrect for thiz machine. XXX
Press ENTER to end terminal session.

M A 157,027
" 1902 - Session successfully started

Power is performance redefined © 2012 1BM Corporation



IBM Power Systems

\Lue

™

General — Multi selection in graph legend

= You can now select multiple items in the graph legend and perform

actions against them.

Collection overview time sighature
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© 2012 IBM Corporation



IBM Power Systems

\tue)

Installation — Check new server builds

= On the components window, the build date column tells you how old your

server builds are.

= Use the Check for new server builds button to install the latest server
builds. This will suspend the GUI, auto install the latest server builds with

default options, then resume the GUI.

! iDoctor Components

Connected to system |docB10 with user MCCARGAR

Usge this inteface to wark with the IBM iDoctor for 1BM i components on your system. vou may also apply
access codes to your system that were given to wou by IBM service to authorize use to a component.

Change User

Check for new server builds ‘

To authorize use for a component, enter the access code below:

Access code: |

v Close window after clicking Launch

Systern serial: | 1046580 Eiefrash serial ‘

Component list for system |dock10:
i Component Build Exp...|3tatus -
(M Toh Watcher 08723413 Newer Awvailahle
fdlicollection Services Investigator 05/23/13 MNever Awailable
Gi’}Dish‘. Watcher 08/237/13 Newer Awvailable E
Plan Cache Analyzer 08/23/13 HNewer Awvailable
%PEX—Analyzer 05/23/13 MNewer Awvailabhle
VI0g Investigator 05/23713 Available
%ﬂ)octor FTP GUI 05/23/13 Ayailable
o Heap Analyzer 08/23/13 Ahvailable
Emust Gather Tools 10/16413 Available A
Elnern Tuadcwa ERETRIE Brrmd 1o101

Close

Power is performance redefined
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Installation — Updates

= The server builds are now downloaded when the install runs at run time
from the iDoctor FTP site. There are settings to use FTP or HTTP.
Settings to specify your proxy server with user/pwd are also provided if
this is required for your environment.

» Updated the license agreement page to show all of them that now apply.

» Added a checkbox on the component selection screen that indicates if
the job queue and subsystem screens should be shown (otherwise the
default settings are used.)

» Updated the FTP connection screen to include an option to use SSL FTP
when uploading the save files to an IBM I.

Power is performance redefined © 2012 1BM Corporation
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Must Gather Tools

» A free offering, but it's also a work in progress. Some functions shown
may not work yet.

= Available at 6.1 or higher only.

-

@ LpdacT10: Must Gather Tools - #1 EIE

E Muzt Gather Tools Library Name |Descriptiun |

fﬁHigh—availahility High awvailability data and reporting options

,ﬁ,PerfDrmance General performance analysis tools

falinmmunicaticuns Work with traces on the system or start new ones
Erowse collections Look for iDoctor collections on the partition in warious ways
-Saved collections Work with sawve files containing performance data saved using the iDoctor GOI
Work management Work with iDoctor scheduled jobs and all active Jjobs

EBASPS Work with the 43Fs3 configured

EElDis}: units Work with all disk units configured

[E‘E.‘]Dhjects owned by MCCARGAER Tork with the objects on the partition owmed by MCCARGAR

Power is performance redefined © 2012 1BM Corporation
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Must Gather Tools - Menu

* The menus found on the Must Gather Tools folder, and the subfolder
below it are designed to match the GO MG menu found on the green

screen.

|Falder Name

Must Gather 1 I

& High-avail
-é% Performatc

Explore an

Filter Libraries... a

& Conmunicat er datrs

@ Browse col High Lesailability » Start HA, cluster data collection
.ﬂ@,ﬁaved coll Performance k Debug cluster data
E8 work nanac Commmunications G

L3 asps
L3 pisk units
[EE," Objects ou

Open new Data Wiewer
User-defined reparts » Start node status trap

Clear iDoctor cache Stop node status trap

Properties

Curnp 55T rmacros X5/ Cluster
Collect HASM GUI data

Mu=st Gather Data Co

Select one of the following:

U =I;Nsk M=

Power is performance redefineq

HAa {High Availability) data cellectic
Performance/Misc data collection

Communications menu
Database menu

EWS menu
Davel/Restore menu

Misc tools
FTP data to IBHM

Display build date
Check IBM for updated QMGTOOLES
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Must Gather Tools — High availability Menu

» This menu is designed to match the GO QHASTOOLS menu found on
the green screen and provides all the HA options in Must Gather Tools.

| |F|:|lder Name |D

& High-avail Explare an 1
&a Performanc Filter Libraries... & 1
& Coumunicat er _dats 1
.@ Browze col High &uailability » Start HA cluster data collection
% daved coll Performance 3 Debug cluster data
% E;;}; anac Comrunications r Durmp S5T macros XSk Cluster
[ pisk units Open new Data Wiewer Collect HASM GUI data
@ obiects o User-defined reparts b Start node status trap

Clear iDoctor cache Stop node status trap

s Analyze X5M comm trace

Check H& PTFs

E Communication Actions Window  Help
Bl f% Bl@E =@ %% & &
) 30

Port: |23 orkstation ID: Disconnect
1

QHASTOOLS

one of the following:

Collect and retrieve cluster data from multiple nodes
Dump cluster data on local node only

Cluster Debug Tool

Dump 85T macros X8M/GCluster

Collect GUI data

Node status trap

Format XSM com trace {(easy)

Format XSM com trace {advance)

Compare HA PTFs from IBM public FTP site

1.
2.
3.
4.
5.
6.
7.
8.
9.
0.
1.
2.

el

Belection or command
===3

t F9=Retrieve F12=Cance 1
t 16=System main menu

Power is performance redefined
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Must Gather Tools — Cluster data capture

= High availability -> Start HA cluster data collection option

= By default it will connect to all nodes and collect cluster data. GUI then
downloads it all back to the PC and zips it up.

Firizh

= Next data is sent to IBM.

Here iz a surmary of pour selections:

Thiz option will collect cluster statistics for all nodes zpecified in the izt
data collection process,

Mode [system) list:
9.567.75-710
98E7.73-710

Mew build will be installed,
9567117 -710
Mew build will be installed,

[rata hbrary [on all nodes]: ROMTEST
PC options:
|\59995.323.DDD.idl.JW.MGEIusterZsavf.zip

To submit your request now click 'Finish'

< Back | Finizh | Cancel

below. If necezzary QMGTOOLS library will be updated befare running the

File name; C:4] sers\MEM_ADMINYAppD atat\Local\Temph BMAID octor

Power is performance redefined

© 2012 IBM Corporation



IBM Power Systems

'LUG'

™

Must Gather Tools — Work with cluster data

= High availability -> Cluster data folder to work with captured data.

@ LpdacT1l: Must Gather Tools - #1

=88 Must Gather Tools
& High-availability
ﬁ Configuration
5% Cluster data
- ATTHAS
-&% BTESTL
User—defined queries
.../ User-defined graphs
&% GRANUM

f- e HARDAM
&% MCCARGARL
Fl-&% OTILIEZ
&% RONTEST
-a WUEITLIE
F-ga Saved cluster data
g High Availability Solutions Man:
-5 Node status trap
H-g PEX X3M comm traces
F-s% LICTRC X3M comm traces
#-ga CMNTRC XSM comm traces
-2 Performance
Fi S . "r-

m

futpuat Description Fecords |Member
file name

EE Lpdac7l0  DMPCLUTEC dump file 852 HASTEAMCAD
Lpdac710# ASMINFO wmacro 454,019 ASMINFOL
Lpdac710# AS5P statuses 5 ASP_ATH
Lpdac710# Callstack -»> HASTEAMCAD 257 CALLSTCEOL
Lpdac?10# Callstack -»> HASTEAMCEG 152 CALLSTCEOZ
EE Lpdac710# Callstack --> QCSTCTL 137 CALLSTCEO3Z
EE Lpdac710# Callstack --> QCSTCRGH 121 CALL3ITCEO4
Lpdac?10# Cluster Info macro 60,221 CLUATERINF
Lpdac710# CRG joblog -> HASTEAMCAD 15 CRGLOGOOL
Lpdac710# CRG joblog -> HASTEAMCRG 235 CRGLOGOOZ
Lpdac710# D3IMINFO wmacro 2,403 DEMINFO
Lpdac?10# Display Cluster Info a0 D3SPCLUINF
Lpdac?710# Display CRG info 11 DIPCRGINF
Lpdac710# DSPHNETA attributes 43 DLPNETL
Lpdac?10# Display software resource 603 DAPAFWRSC
Lpdac710# GEOSTAT wmacro 31 GEO3TAT
Lpdac?10# Group PTF listing 24 GROURPTF
Lpdac?10# Hardware resources 971 HARDWARE
Lpdac710f CRG info -> HASTEAMCAD 43 HASTEAMCAD
Lpdac710# CRG info -> HASTEAMCRG 59 HASTEAMCRG
B Lpdac7l0# 217973/QCLUSTER/HASTEAMCAD - old joblog 63 HASTEAMCOL
B Lpdac7l0# 217970/QCLUSTER/HASTEAMCAD - old joblog 61 HASTEAMCOZ
EE Lpdac7l0# 208657/05YS/HASTEAMCAD - old joblog 4z HASTEAMCOS
= Lpdac71l0# 209690/Q0CLUSTER/HASTEAMCAD - old joblog 6l HASTEAMCO4

2z Power is performance redefined
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Must Gather Tools — Debug cluster data

= High availability -> Debug cluster data menu will produce a
report/analysis of the captured data in the specified library.

Debug cluster data

and produce areport containing the results.

Library name:

=

This option will analyze the cluster data found in the desired library

CTILIE

0]4

Cancel ‘

2 Power is performance redefined
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Must Gather Tools — Saved cluster data

= High availability -> Saved cluster data folder can be used to view the
save files of cluster data already captured. You can
restore/delete/transfer to IBM this data.

m Must Gather Tools File Library Size Ovmer S¥sten Gysten |Change date/time Description
Bl High-awailability (MEsS) created |VRM
EH.EE. Configquration B
B CLUDOCS00L AJJHAS 1268.5 ATANISCH LFDACTLO0 ¥7RIMO 2013-06-20-11.51.06.000000  Cluster docs collection
EACLUDOCS001 BRARE 184.6 BRAEE LFDACTIO0 ¥7RIMO 2013-09-06-12, 52, 59.000000
B RCHASKNC CLU‘DDCSDDZ ERAEE 1.5 ERAEE LPDACTIO0 ¥7RIMO 2013-09-17-08.55.15.000000  Cluster docs collection
L& Cluster data B8 CLUDOCS00S  BRABE 67.4  BRAEE LPDACTIO0 ¥7RIMO 2013-05-30-10,33.43.000000
ERACLUDOCS013 ERABE 23.7  DRAEE LPDACTIO0 ¥7RIMO 2013-05-30-10,33.31.000000
EACLUDOCS54 ERARE 1.1 ERAEE LFDACTIO0 ¥7RIMO 2013-03-20-09,37.30.000000
EACLUDOCS004 CLUTRACEZ .0 QSECOFR  SAVPOS  V5SR4MO 2012-07-11-22.07.44.000000
EACLUDOCS001 GRANIH .0 GRANUM  LPDACTLO0 ¥7RIMO 2013-09-04-13,29,37.000000  Cluster docs collection
B8 CLUDOCS001 HAADAM ] ADAME LPDACT1O0 ¥7RIMO 2013-04-23-09,.08.24.000000  Cluster docs collection
B CLUDOCI00L PMRO7971  32.1  PLACIDO  LPDAC7L0 V7RIMO 2013-08-21-02.21.54.000000
B CLUDOCZ00Z PMRO7971  33.9  PLACIDO  LPDACTL0 V7RIMO 2013-08-21-02.40.39.000000
BB CLUDOCS001 PMRZGEO0S .0 PASTORIP LFDACTLO0 ¥IRIMO 2012-09-14-02.42.17.000000
G WUEJTLIE B8 CLUDOCS00Z FMRADII4AL 3 ERAEE LPDACTIO0 ¥7RIMO 2013-09-19-07,33.31.000000
B CLUDOCS02Z PMRAOS34AA 3 ERAEE LPDACTIO0 ¥7RIMO 2013-09-13-07.33.36.000000
""" gu Saved cluster data EJ CLUDNCS00Z PMROZZ64AA 253.5  ERABE LEDACTI0 ¥7RIMO 2013-10-03-08.04.46.000000
w-&3 High Availability Solutions Manage |@gjcrimpocsonl QTTLIRZ 57.%  MCCARGAR LEDACTIO ¥7RIMO 2013-06-12-10.57.48.000000 Cluster docs collection
&% Node status trap B8 cLUpoCso02 QTILIES 57.5  MCCARGAR LEFDACTLO0 ¥7RIMO 2013-06-12-11,34.23.000000  Cluster docs collection
B-a PEX ¥SM comm traces EA CLUDOCS003 QTILIESZ 58 MCCARGAR LPDAC7L0 ¥7RIMO 2013-06-12-12.23.50.000000  Cluster docs collection
E-8 LICTRC X3M comm traces EACLUDOCS004 QTILIEZ 58 MCCARGAR LPDACTL0 V7RIMO 2013-06-12-12.52.57.000000  Cluster docs collection
- CMNTRC XM comm traces EACLUDOCS005 QTILIESZ 456.5  MCCARGAR LEDACTLO ¥7RIMO 2013-06-12-13.15.23.000000  Cluster docs collection
& Derformance cumucsnns QTILIEZ 58 MCCARGAR LPDACTL0 ¥7RIMO 2013-06-12-13.17.57.000000  Cluster docs collection
G Commmications CLU‘DDCSDD? QTILIEZ 58 MCCARGAR LPDAC7L0 ¥7RIMO 2013-06-12-16.09.20.000000  Cluster docs collection
_ EACLUDOCS008 QTILIEZ 58 MCCARGAR LPDAC7L0 V7RIMO 2013-06-12-17.11.55.000000  Cluster docs collection
m-§ Brovse collections EY CLUDOCS009 QTILIES 12 MCCARGAR LPDACTIO0 W7RIMO 2013-06-18-14. 24, 20.000000 Cluster docs collection
w-[@ Saved collections EACLUDOCS001 RONTEST 1z MCCARGAR LPDACTL0 V7RIMO 2013-06-18-15.28.42.000000  Cluster docs collection
#-E8 Work nanagement B CLUDOCS004 RONTEST 12.2  MCCARGAR LEFDACTLO0 ¥7RIMO 2013-06-24-15.00.33.000000  Cluster docs collection
a0 asPa EACLUDOCS001 XUEJTLIE 4.5 YUEIT LPDACT1O0 ¥7RIMO 2013-04-12-10,48.33.000000  Cluster docs collection
-0 Disk units
-5 tbiects owned by MCCARGAR

2 Power is performance redefined © 2012 1BM Corporation
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Must Gather Tools — High Avallability Solutions Manager GUI

= High availability -> High Availability Solutions Manager GUI folder is used

30

to work with the zip files in the IFS that contain debug data for the HASM

GUI.

izt Gather Tools
L High-availability
:_|E,Ea Configuration
e LEDACTLO
o RCHTT0A
% RCHASKMC
_:|E,Ea Cluster data

ey AdTHAS

Fl-g% BTESTL

o GRANTH

e HAADAM

a2 MCCARGAR]

---,5‘% ATILIEZ

F-a% RONTEST

& KUEJTLIE
..... & Saved cluster data
----- &% High Awailshility Solutions Manage
¥l-2% Node status tram

File Size Oumer Change date/time
(MEs=)

Jtup/hasmlogs0930131234. 2ip 3.48  MCCARGAR  2013-09-30-12.34.00.000000
Jtup/hasnlogs0217131508, 2ip 3.42  HNGUYEN 2013-09-17-15.08.00.000000
Jtup/hasmlogs0203131232.2ip 3.27  MCCARGAR  2013-09-03-12.32.00.000000
Jtup/hasmlogs0821130137. 2ip 2.74  PLACIDO 2013-08-21-01.37.00.000000
Jtup/hasmlogs0814130712.2ip 2.56  MCCARGAR  2013-08-14-07.12.00.000000
Jtup/hasmlogs0812131523. 2ip 2,09  MCCARGAR  2013-08-12-15.23.00.000000
Jtuphasnlogs0601130617. 1.91 Iooioos SOl co ol no o oo noonos
/tup/haswlogs0514131636.zip 1.64  F Transfer to.., * IBM..
Stonpshasmlogs02211353114d2.2ip 2.85 0 £ FTP sepver...
Jtup/hasmlogs0914121109. zip 1.02  E Delete
Jtup/hasmlogs0711122223, 2ip 1.46  HNGUYEN 201Z-07-11! PC...
Jtup/hasmlogs0321121242, 2ip 1,37 ATS56322 2012-03-21-01.01.00.000000

Power is performance redefined
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Must Gather Tools — Performance menu

* The menu provides access to similar options available via the GO
QPERF command

Performance [ PEX+ g Start...
cher Collection Services k Stop
he Znalyzer Plan Cache (Query) r Dump...
¥YEer Start Monitor... Delete suspended data
estigator Pool Monitor vl
Aitor data ) o
ons il Create Disk Magic Sizing Data...

Check PEX/IW PTFs

Performance Menu QPERF HMenu
Select one of the following:
Combined PEX/JoblWatcher/Collection Service trace

Collections ESEerwvices
Query Performance
Monitors

PE¥ clean up

PE¥ status {PEX started by QMGTOOLSES)

Compare PEX/JW PTFs from IBM pubklic FTP site
POOL Info Monitor
Gather Disk Magic s=i=ing data
Job Watcher Status
14. REemote Command Exit Program
Selection or command

1.
2.
3.
4.
5.
6.
7.
8.
=
Q.
1.
2.
3.

e e

a  Power is performance redefined ©2012 IBM Corporation
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Must Gather Tools — Performance folder

32

The options shown under the Performance folder will vary depending
upon the license keys applied to the system. The folders such as
Collection Services Investigator and Job Watcher provide ALL GUI
functions for the applicable component (inside of the Must Gather Tools GUL.)

— PEX+ (not yet implemented)

— Monitors (requires JW and PEX license)

— Collection Services Investigator (JW license)

— Job Watcher (JW license)

— Disk Watcher (JW license)

— Plan Cache Analyzer (JW license)

— PEX-Analyzer (PEX license)

— VlOS |nvest|ga‘t0r Folder Name Description
. ,5'?3, FEX+ Work with the PEX+ collections found on the current system. Thess
— POOl monitor data ml{cnitcrs Work with iDoctor monitors
ﬁ:‘cllecticn Services Inwvestigator The Collection Services Inwvestigator component
chb Watcher The Job Watcher component
E&?:‘lisk Watcher The Disk Watcher component
Plan Cache Analvzer The Plan Cache Analyzer component
%PEX—Malyzer The FEX-Analyzer compohRent
E'HDS Investigator The VI0OS Inwvestigator component
,5?3,1-"::1 monitor data Work with the pool monitor data

Power is performance redefined © 2012 1BM Corporation
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Must Gather Tools — Performance folder

= Performance — Monitors folder

& Lpdac7ll: Must Gather Tools - #1

£ 58 Must Gather Teols Monitor |[Monitor Collection Status |Last active|Partitions|Start time Collection(Maximum collection|Maximum historical|Definition |De
ﬁEﬁ High-availability name library type collection [count dux.:'atinn gize N collections name
EH.Ee. Performance {minutes) | ({megabvtes)
& PEX+ gPWMON  EMR16073MHN  Job Watcher Ended  JWMONOSS 2013-09-30-11.55.02.211450 &0 8192 5 OFTMON *
m FPusE KEDWARDS Job Watcher Ended KSE0OL 2013-09-11-09.32.15.362173 &0 2096 3 QLOSEC *
) Collection Services Investige g QIDRDATZ  Job Watcher Ended T147 2013-09-04-18.36.29.119445 &0 4036 5 QSSECSQL *
i) Job Watcher FPana MCCARGAR1  Job Watcher Ended ARACOL 2013-03-11-15.07.23.815504 &0 4036 5 RBC *
_— Ffeavon  IBMEEX PEX-Znalyzer Ended FAMONOO3 2012-05-20-22.42.07.751516 5 40 TEROFFMIZ *
i) Disk Watcher EPFcExMON PEXMONIEM  PEX-Bnalyzer Ended  PEXMONSI1S 2012-01-03-16.12.26.448961 2 15 FRONTMON 2
&, Plan Cache Analyzer
@ PEX-Rnalyzer
= Collection Services Investigator
l 1 |
] Libraries Libraries containing Collection Services Investigator collections (filterable)

Historical summaries 2ll data generated by the Historical Summary analysis (or STRCSMON command)
EE.]ES objects
65 S0L tables

on the asystem
B list of all Collection Services management collecticon objects on the system

Work with the SQL-based tables generated by iDoctor analysis processes (library filterable)

= Job Watcher

jaj Libraries Libraries containing Job Watcher collections (filterable)
s Definitions Work with definitions used for creating collections
SQL tablez Work with the 3QL-bkased tabkles

generated by iDoctor analysis processes (library filterakle)

= Plan Cache Analyzer

EE.]I—‘lan cache snapshots L list of all Plan Cache Analyzer snapshots on the system
jijFlan cache dumpa Rk list of all Plan Cache Analyzer dumps on the aystem
iSOl performance monitors Containa all DBMON data found on the current system

SQL tables Work with the S5QL-based tables generated by iDoctor analysis processes (library filterable)

13 Power is performance redefined
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Must Gather Tools — Performance — Pool Monitor - Start

= Use this menu to start a pool monitor collection.

B CleaT

Explore

Filter Libraries...

I Performance | |

IE:,‘] Libraries
E:‘ Definitions
5QL tables
7§ Disk Watcher
7% Plan Cache Znalyzer
]--@ PEX-Lnalyzer
- Jf| VICS Investigator

mlicnitcrs

ﬁ&'cllecticn Services Investigator

chb Watcher

WULAE WLLLL LT LI

Work with iDocts

PEX+

Collection Services
Plan Cache (Query)
Start Monitor...

Pool Meonitor

Create Disk Magic Sizing Data...

Check PEX/W PTFs

= Which shows this interface:

The
The
The
Pl The
3 The

The

Collection !
Job Watcher
Disk Watche:
Plan Cache i
PEX-Enalyze:
VI0S Invest:

Work with the m

-

Stop

B LpdacT10: Must Gather Tools - #1

= n Must Gather Tools -
B2 High-availability

E|g,5'a, Performance
o PEX+

-
A Start Pool Monitor

[]---m Monitors
[]---m Collection Services Invest

collection.

Library
name;

Collections: |3

This function creates a POOLINFO file in the specified library. 1 memberis created per

QSECOFR

User profile to run macro:

Delay between collections
(seconds):

100

x|

Cancel

[—]m Job Watcher

; i) Libraries
efinitions

5QL tables

-4 Disk Watcher

[]--ﬁ, Plan Cache Rnalyzer
B

b

m

j--@ PEE-REnalyzer
B VICS Investigator
‘ [#-gn MEMDOME
B QTILIBZ

Jutput Description Rec...|Member
file name

[ Poolinfo 10/01/2013 08:23:59 339 POOLINFOO01
E Poolinfo 10/01/2013 08:20:49 343 POOLINFOOZ
[ Pooclinfo 10/01/2013 08:22:29 341 POOLINFOO03

- [iE[server-side cutput riles

TUser-defined gqueries | | |

= And you can view the results under Performance — Pool Monitor data

x  Power is performance redefined
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Must Gather Tools — Performance — Pool Monitor report

= An example of the data returned by the Pool Monitor

-

i} iDoctor Data Viewer - #1 - [QTILB2/QTILIBZ/10/01/2013 08:23:59 - #1] .l

® File Edit View Window Help [-[&][=]

B & @-& -8By A B B 4|[sa | (D] (3] | o a0 s By i s - Postion |[i |+ee | = |

POOLINFO | B
RID 10/01/13 0B8:23:59 FAGE 1 =

I Running macro: rassysteminfo

Invocation rassysteminfo

Jystem Type/Model/Serial Number .
Current system time (liwve) .

5LIC Release
SLIC driver .
Piranha Type

9117-MMB-102709F
10/01/2013 08:23:59.2361090000

Logical partition number ... -3
Iz partition PHYPF or i5/03? .. . 15705
Is system PHYP or Hypervisor? .... . PBHYP
Is this & Main Store Dump Sessiocn? .... no

WIR1MO
1]
piranha -native

Macro Execution mode . Hative

Running macroc: POOLINFO -a

STRRT - poolinfo - w7rlm0 drwd

Main Store size in pages : 0000000000CE0000 (51200MB)

Main Storage Pools begin at: BO0O300000050000

| I===1 | | | | | -1 | | | | | | | +
|- |
| | | Total | | PageCut | PageOut | PageCut | L| Page | I0 Pend|IO | IO | DB | DB |Pages |Pages +
|From |
| Pool | | Pages |Page Qut Waits |Waiter |Task |Task LEF|H|Outs |Waits |Sync |Async  |Faults |Pages |Aged |Stolen +
|Unused |
| I-—=1 | | | | | -1 | | | | | | | +
| === |
| Sub |Pagl Total |Unavaill|Unused |[Avail |Changed|FPageabl|L|XC Page|Zctive |Long |Non-DB |Non-DB |AfMis 5|AfMis U|AfMis 35 +
|LfMis T
|Pool |5iz| Pages |Pages |Pages |Pages |Pages |Pages |H|Outs |BO I/0 |Pinned |Faults |Pages |In Grp |In Grp |0ff Grp +
|0ff Grpl
| I-—=1 | | | | | -1 | | | | | | | +
|- |
|Pool 11 |0002D271100000000000289C| n | i | n IH| 160433| 20590|4482306] 312784| 113| 224049|5196409]1074269 +
|2.5E+07|
| | | | | | | | 11 al al 4| 628991111342781 1459771 o] 17520 +
| ul
|Hode 0l 1000850831 | | | | | 1Tot ale=  SRRE|OELL nod= ol | | | +

iDocMG.mdb QAIDRSQL table DTL

[Rows1 -37 of 339

i  Power is performance redefined
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Must Gather Tools — Performance — Create Disk Magic Sizing Data

= Use this menu to create Disk Magic sizing data

-l ittt |£'a FEA+ WOFK W1TD ThE
Sl Perfor Bl Work with iDoc
F-s% Commun Explore Services Inwvestigator The Collection
-@ Browse Filter Libraries... 1 The Jok Watche
[E Saved i The Dhial Watreh
i S V[ e e
@ LSEs L Collection Services .
_ _ BB VI0S Inves
@ Disk units r!nErh Pool monit Plan Cache (Quer}r:] 2
-G} CbJecta owned by Start Monitor...

Pool Monitor r

Create Disk Magic Sizing Data...

Check PEX/JW PTFs

= Which shows this interface: (you must provide the library and collection name to process)

A+ Create Disk Magic Sizing Data — ﬁ

This option creates performance repons for Collection Services that can be used for Disk Magic
sizing purposes. PT1 must be installed.

Library BSMENGES
nare:

Collection:

Description: |

(0]:4 | Cancel

3 Power is performance redefined © 2012 1BM Corporation
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Must Gather Tools — Communications menu

* The menu provides access to the same options available via the GO
COM command plus options to use the STRCMNTRC command.

o8 Communi cariong |

..... s Lines Explore

ﬂ.Eﬁ WNetwork in Filter Libraries...
.ﬁ. Hetwork 3e

@ Browse colled Communications k Communications trace (STRCMMNTRC) k Start
[:|§ Saved collections Trace connection+ (TRCCHM_) 3 End
@ Work management Continuous LIC trace 3 Delete
-L3 2ses Extract PEX communications Brink

E{j Disk units
=-{{) objects cwned by MCCARGAR

Merge EXTTCPTRC Surnmary file with Datagram ID
Get deltas of ACKs from EXTTCPTRC port/pair summary file
Get deltas from EXTTCPTRC summary file

ZN] Session A - [24 x 80

File Edit View Communication Actions Window Help

Dump

I 2

By | 2| %] B0 s ‘ha|%| c®| @[
Host: ‘ Port: |33 Workstation ID:

COM Menu

one of the fellowing:

TRCCH {(Trace cennection)

. Centinucus LIC trace

. Extract PEX communications {(requires QSPTLIB})

. Merge EXTTCPTRC Summary file w/ Datagram ID

Get deltas of ACKs from EXTTCPTRC port/pair summary file
. Get deltas from EXTTCPTRC =summary file

QW=D U LN e

-

Selection or command

F3=Exit F4=Prompt F9=Retriewve F12=Cancel
Fl13=Information Assistant Fi16=System main menu

ey A &w__ _20/007|d
=i |B02 - Session successfully started
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Must Gather Tools — Communications folder

= Communications folder provides options to work with the lines, network
Interfaces and network servers on the system. Comm traces can be
started, ended, deleted, printed or dumped from the GUI.

@ LpdacT10: Must Gather Tools - £1

E--m Must Gather Tools Hame Category |[ITrace Device Deacription Job ...
O High-availability Status |Status
ﬂ?ﬁ Configuration 25 AMYVRT1 +ELRN LCTIVE
.ﬁ, Cluster data: (PME*) ,g.EE.E'I'HLINE *ETAN ENLDED ACTIIVE
& Saved cluster data: (EMR*) A SITEL0G *ELAN VLRIED CN Ethernet Port
...,5%, High Availability Solutions ) |58 VIRTETH *ELAN RCTIVE Ethernet Fort Explore

...... ﬂ?i-_ll Hode status trap

.ﬁ, PEX X5M comm traces

Start communications trace...

,ﬁ, LICTRC ¥SM comm traces End communications trace
& CMNTRC ¥SM comm traces Delete communications trace
[—]52,5 Berformance Print cati ¢
: rint communications trace...
Fl-ow PEE+
m Monitors Dump communications trace...

&) Collection Services Inveatige

: Properties
m Job Watcher P

-4 Disk Watcher
[ Plan Cache Analyzer
@ PEX-Analyzer

m WVIOS Inmwvestigator
4.5 Pool monitor data

ﬂ?ﬁ Hetwork interfaces

.ﬁ, Hetwork servers

A CTACLLILIU WA W LUl 1IDIVI LUIpUIAuUI
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HMC Walker Introduction

HMC Walker is an HMC GUI that provides configuration details and performance metrics across all
LPARs attached to the HMC.

Provides CPU and memory statistics across 1 or more ‘physical systems.’

Performance data for any type of LPAR can now be graphed with iDoctor using this offering.

for Business

Power is performance redefined © 2012 1BM Corporation
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HMC Walker
example

Shows CPU time and max LPAR CPU utilization over the last 60 days.

Managed system CPU time
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Interval date (24 hour intervals)
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Managed (Physical) system CPU graph

H-axiz (Labels)
Interval date (24 hour intervals)

Primary V-axis (Bars)

[cs6pT] CPU time (seconds)

[iDoctor] CPU time (zeconds)

[DOMIT0] CPU time (zeconds)
[LPMAKO-SN10CE9FR] CPU time (seconds)
[MTSLPMME] CPU time (zeconds)

[PFET93] CPU time (seconds)

[RCHLPEMX] CPU time (seconds)
[RCHLPMMA] CPU time (zeconds)
[RCHLFM235] CPU time (seconds)

Secondary Y-axis (Lines)

[cs6pT] Maximum partition CPU utilization
[iDoctor] Maximum partition CPU utilization
[DOM570] Maximum partition CPU vtilization
[LPAMAKOQ-SN10CESFR] Maximum partition CPT
[MTSLEMME] Mazximum partition CPU utilizatic
[PFET795] Maximum partition CPU utilization
[RCHLPEME] Maximum partition CPU utilizatio
[RCHLPMMMA] Maximum partition CPU utilizatic
[RCHLPNM23] Maximum partition CPU utilization

Flyover Fields

A vrailahla Fialds
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HMC Walker - LPAR CPU time graph example (ALLW
systems)

Same as previous except showing the LPARs instead.
This graph is showing AlX, VIOS and IBM i.
Note: 30 sec CPU filter, means LPARs that used < 30 seconds of CPU per day are bundled together.

5, iDoctor Data Viewer - #1 - [IDOCT10/HMCT795/HMCT795DAY/LPAR CPU time [30 CPU second filter] - #1] = =
E File Edit View Window Help - |[&| =
= B - - A T Position |1—| v

- " -~
600000 LPAR CPU time [30 CPU second filter] Heasis (Labels)
320 Interval date (24 hour intervals)
550000 300 Primary Y-axis (Bars)
500000 280 B [viostm!-Dilling] CPU time (seconds
260 I [vios-mohr] CPU time (seconds)
450000 240 [ [RCHAS4DIN] CPU time (seconds)
- 2205 [ [Doc610] CPU time (zeconds)
ﬁ*ﬂml}ﬂﬂ (] [ [iDocid0] CPU time (szconds)
5350000 & System: IDOCT10: Collection: HMC795DAY 3
‘fmgggg Interval date (24 hour intervals): 09/08 conds)
£ Starting interval number: 2 ponds)
= 250000 LPAR. name: RCHASKME ds)
2 : CPU time (seconds): 214087 ds)
G 200000 § Awverage partition CPU utilization: 82 nds)
X 0T T onds)
150000 | [ [make21] CPU time (seconds)
100000 I [mako22] CPU time (ssconds)
i I [mako23] CPU time (seconds)
50000 f# W (mako24] CPU time (seconds)
; . [ [RCHAS4T3] CPU time (seconds)
[ T T T 1 T [ [Multiple LPARs] CPU time (secon:
© W~ @ ) W~ G SN © O O N < © O O N © OO o~ 3 E [RCET70a] CPU time (seconds)
T DT D 88 ddY0oS09s T s8N ddS000 000 L) [RCHPICBS] CPU time (seconds)
~ M MM MR M BSKR~KoGd o o o o o o 0o oo ooos 606 @ I [RCHP7CB6] CPU time (seconds)
O o0 0O o0 oo o0 o0 o0 o000 o0ooo0oooo0oooooo B [\iako04] CPU time (seconds)
. N [RCHAIXVE1] CPU time (seconds)
Interval date (24 hour intervals) i M
2 09/08 Y1: 214087 (RCHASKMEB)  Y2#1:0 Y2#2:0 V2#3:0 Y2&4&0 Y2#%8 V2#&:0 Y270 VY2#&:8 VZ2#%:1 Y2&I0:0 Y2#11:13 V2#12:6 Y2#13:308 Y2214 34 |Bars1-60 of 60
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HMC Walker - Create an HMC connection

After starting the iDoctor GUI. Right-click the connections list and use the Add Connection menu.

Set the connection type to HMC and fill in the HMC name or IP address.

i Ey i Ennectlnns

System |Type |VEM |PEX Analyzer|Job Watcher |Deseription [A
access access b
ERpTEs expires Provide below the spstem name or P address as well az the
type of connection. The description parameter 1z optional.
)E Systeri; Ihm,:?gE
Correcion :
Type:
T Dreszcription: I
Add Connecticn...
Delete
Edit

Power is performance redefined © 2012 1BM Corporation
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HMC Walker - Open (double-click) the connection

Launch the connection using the connect menu or double-click it.

| Connect |

If you get this message bler (Window’s registry

file):
This function is not yet available for external use. If you wish to beta
test this function, please contact idoctor@us.ibm.com
Swstemn: Ihmc?QE
Then sign on:

Uzer ID: Im,:,:a,ga,

Paszward:

Power is performance redefined ©2012 1BM Corporation
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HMC Walker Component View

Initially the view will only contain options to manage/work with your HMC.
Once performance data has been captured additional views will be shown here.

nE”E Edit View Window Help

A e (B A R D& O] E
=B HMC Walker Folder | Description
S8 ] Manage Huc 795 B3; tstparutil config Work with data capture settings for lslparutil

- I Istparutil config [ Overview General details about the EIMC
EE] Crverview !?Remute access settings  Indicates the HMC's settings for remote connectivity
E Remote access settings !}Nem'nrk settings Displays the HMC's network settings
ﬁ Network ssttings BBd Svstem summary General overview of the managed svstems (and LPARS)
n Swstem summary nC‘P’U CPU confipuration of the managed systems (and LPAR=)
m CPU mCP’U pools Processor pools for the managed systems
m CPU pools nMemmy Memory configuration of the managed systems (and LPARS=)
__ m Memory mPhysiml slots Phrysical slots of the managed systems (and LPARS)
__ n Physical slots n\-ittual ethernet slots  Virtual ethernet slots of the managed systems (and LPAR= )
__ BBy Virtual ethernet slots BB Virtual switches Virtual switches of the managed systems
m Virtual switches m\-ittual SCSI Virtual SCSI of the managed systems
__ m Vi SCSI n"vim.ml fiber channels  Virtual fiber channels of the managed systems
-y Virtual fiber channels

Important: Right-click the HMC Walker icon and choose the “Set analysis database” menu to select
where data collected by HMC Walker should be stored for analysis. (If you already have IBM i systems
in your connections list you will be automatically prompted to pick one.)

Power is performance redefined © 2012 1BM Corporation
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HMC Walker - Set analysis database

DB2 on IBM i is the default. (fill in your desired IBM i system name here or select a different option.)

-
! Set analysis database

S5

ﬂ HbAC:

Database type:
" DBZ an [BM i

~

" M5 access on the PC

This screen lets wou determine which type of database you wantto use to analyze the
HMC's configuration and performance data.

Cancel

Generate 55H keys ‘

IDOCT10

Mote: Suppons configuration data only

f+ Oracle onthe FC
Haorme directony:

Yersion 11.2

‘C:'\,Users\IEIM_ADMIN\AppData'\,Ruaming\IBM\iDDc’tDr'\,NewHMCZ.mdk

Generate S5SH keys

\

User: |Sy5tem

‘C:\c:rau:lexe\app\oracle\prndudﬂ1.2.D\server

Password:

Browse...

schccholoichok

'J

If you want to use Oracle on the PC, then specify where you installed it to and the user and password
used when you installed Oracle.

Power is performance redefined
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HMC Walker - Generate SSH keys (if using IBM i as the DB)

The following information is shown to help you set up a secure SSH connection between the HMC and your IBM i
analysis system. This is arequired step if you want to use an IBM i for analysis.

In order to setup a secure SSH connection between IBM i and the HMC, please do the following steps:

1. Open a green screen session to the IBM i and sign on to the system.

2. From the CL command line run the following command:

> QSH

3. From QSH run the following commands:

$ cd /QIBM/ProdDatal/iDoctor/scripts

$ hmcKeyGen.sh <your hmc name> <your hmc user name>

(example: hmcKeyGen.sh hmc795 mccargar)

(when prompted with "Password:", please enter your hmc user's password)

4. Now to confirm that the SSH key generation is successful, issue the following command and you should not be
prompted for a password:

$ ssh <your hmc user name>@<your hmc name>
(example: ssh mccargar@hmc795)

For more information please visit:
http://www-01l.ibm.com/support/docview.wss?uid=nas1315c113cf5dd9ea0862570de0062elce

http://pic.dhe.ibm.com/infocenter/powersys/v3rilm5/index.jsp?topic=%2Fp7hal%?2Fsettingupsecurescriptexecution.h
tm

Power is performance redefined © 2012 1BM Corporation
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HMC Walker - Generate SSH keys (if using PC/Oracle as the DB) — page 1

In order to setup a secure SSH connection between the PC and the HMC, please do the following steps:

1. Download the windows installer package for Putty from this page:
http://www.chiark.greenend.org.uk/~sgtatham/putty/download.html
This is the link under "A Windows installer for everything except PuTTYtel" in bold.

2. Go to the directory you installed Putty to Using Windows Explorer and open puttygen.exe

3. Click the Generate button and move the mouse around within the Key area until the key has been generated.
4. Click the Save public key button to afile of your choice. You will need to edit this file later.

5. Click the Save private key button and call it something like hmc1l_prvkey.ppk and save it to the directory Putty is
installed in.

6. Open your public key file in wordpad (not notepad). We have to convert the key format to OpenSSH format.

Your key will look something like this:

---- BEGIN SSH2 PUBLIC KEY ----

Comment: "rsa-key-20131003"
AAAAB3NzaClyc2EAAAABJIQAAAIEAs60e2BIJwYNnYNysrsNvwn+SHCePnm2QcPfVhq
MGp4QMOIojERQz+Jw9lz+7IpgxhRnc/GF7z0hFAPgXx5/gTA7qtEXpSAEGMk3ts0
opt0eUPBY+fUVCOMbU8BP6pJW/XoEelzme/C+HVaoe569g01DINXyvhpzujpOyXG+
jtahrFs=

---- END SSH2 PUBLIC KEY ----

Power is performance redefined © 2012 1BM Corporation
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HMC Walker - Generate SSH keys (if using PC/Oracle as the DB) — page 2

7. Remove the 1st 2 lines and the last line. Add "ssh-rsa " at the beginning and remove all new line characters so
the entire string is on one line.

8. At the end add username@hmcname. The changed public key file should look something like this:

ssh-rsa
AAAAB3NzaClyc2EAAAABJIQAAAIEAs60e2BIwYnYNysrsNvwn+SHCePnm2QcPfVbqgMGp4QMOIojERQz+Jw9lz+7Ipg
XxhRNnc/GF7zOhFAPgXx5/gTA7TqQtEXpSAEGMk3ts0optOeUPBY+fUVCOMbU8P6pJW/XoEelzme/C+HVaoe569g01DI9NXyvh
pzujpOyXG+jtahrFs= mccargar@hmc795

9. Next open an SSH connection to the HMC using Putty.exe.

Copy and paste the following command (replacing your key with mine) to apply your key to the HMC. It's very
important that all new lines are removed or this won't work!

mkauthkeys --add 'ssh-rsa
AAAAB3NzaClyc2EAAAABJIQAAAIEAs60e2BJIwYnYNysrsNvwn+SHCePnm2QcPfVbgMGp4QMOIojERQz+Jw9lz+7Ipg
XhRnc/GF7z0hFAPgXx5/gTA7TqQtEXpSAEGMK3ts0optOeUPBY+fUVCOMbU8P6pJW/XoEelzme/C+HVaoe569g01D9NXyvh
pzujpOyXG+jtahrFs= mccargar@hmc795'

10. To confirm this is working open putty.exe again to your HMC. The key should be used when signing on instead
of a password. You will see something like this:

login as: mccargar
Authenticating with public key "rsa-key-20131003"
Last login: Fri Oct 4 07:43:32 2013 from rmccargar.rchland.ibm.com

Power is performance redefined © 2012 1BM Corporation
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HMC Walker Component View (with an IBM i DB)

If an IBM i DB is used, then 3 options are provided:

nEiIe Edit View Window Help

A | % Bz A R O B (O B R

=N B EMC Walker Folder |Desmptiun

-2 Manage Hme795 = \fznage Hmc793 Work with the EMC configuration and utilization data capture settings
[0 Configurations (LPDACT10) (5 Configurations (LPDAC710) Work with historical HMC configuration data within analysis DB LPDACT10
[-{7) Performance (LPDACT10) [ Performance (LPDACTI0)  Work with utilization data within analysis DB LPDACT10

Configurations folder is historical HMC configuration data.

The Performance folder is Islparutil HMC performance data previously (or currently being) captured and
stored on the IBM i.

Power is performance redefined © 2012 1BM Corporation
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HMC Walker Component View (with Oracle as DB)

If the local Oracle DB is used, then these options are provided:

F

BR Hmc795: HMC Walker - #1

= Manage Hmc795
[D Configurations (I
e

@ Performance (LOCI
- fif| Scheduled Tasks

Folder | Description
Menage Hmc795 Work with the HMC configuration and utilization data capture 3ettir
Configurations (LOCAL OBACLE) Work with historical HMC configuration data within analysis DB LOCE
@Per:'crmance (LOCAL ORACLE) Work with utilization data within analysis DB LOCAL ORACLE
hs::he:jule:l Tasks Work with iDoctor created Windows scheduled tasks on this BC

This view also contains a scheduled tasks folder that lists the iDoctor HMC Walker tasks that
have been created for you in the Windows Task Scheduler on the current PC.

Power is performance redefined © 2012 1BM Corporation
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HMC Walker - Manage HMC -> Islparutil config folder

Be sure that Islparutil is configured to collect data under the Manage HMC -> Islparutil config folder. It
probably is not collecting any data.

Once turned on data is automatically collected 24x7 for the desired physical systems for all LPARS on
each. It's best to set the sample rate to be the same for all physical systems if you want to graph them

at the same time.

BRj File Edit View Window

Help

A X & B A |

*EQITWG)]

E- !5 HMC Walker
= 5 hianage HmeT93

!;;l Network settings
- System summary
w1l CPU

w1l CPU pools

- Memory

- Physical slots

o i Virtual ethernet slots
m Virtual switches
-l Virtual SCSI

- Virtual fiber channels

----- !;;l Eemote access settings

]@ Configurations (LPFDACT1N)
(7] Performance (LPDACT10)

hianaged system

Utilization data

zample
rate (minutes)

B romm PR

B raTseenoue

B orE7os

B rcmmenms

B LPMAKO-SNIOCESFR
B oonsto

B o7

| Pelezina XXy

! iDoctor

W

|___| 5 I'-.-:[aa:mgel—lmc?g':l

zample

La 1Lh La Lh Lha Lh LA LA LA

5| Set lslparutil sample rate

1 hour

!;;l Remote access settings
e !‘T‘ Networlk settings

h System summary
rm ERa rOTT

30 minutes
3 minutes

1 minute

Hme795: HMC Walker'\Manage Hmc 795\ slparutil config
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HMC Walker - Collecting Islparutil data (explained)

The oldest data will be automatically removed from the HMC once the size becomes too large. Hourly
events saved 2 months, daily samples saved 2 years, monthly events saved 10 years.

Capturing data works by specifying how many minutes, hours, days prior to the current time you want to
capture. Options exist to also allow you to specify the desired start and end time of the collection instead.

Right-click HMC Walker and use the Build performance collection menu. You can filter on one or more

managed systems if desired.

-
! Create performance collection

This option will create a collection in the analysis database from wtilization data found
on the HMC. The data created is based on the options available from command
|slparutil.

Start

Cancel

;g HIC:
Analysis DB: |Oracle on the PC

Callection narme: |Hmc?95

banaged system(s) |
to include:

Sample type:
Collection period:

¢ Daysprior Hoursprior O Minutes prior ¢ Time range

Walue: 1

[ Schedule daily data collection at

|Snapsh0t {1 day prior max) j ™ Rebuild from local text files

Select...

" Append new

i

B

Y e e v

R [

Explore

Set analysis database...

Build HMC configuration...

Build performance collection...

Set Islparutil sample rate 2
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HMC Walker - Build performance collection window

This window allows you to specify the schema (library if using IBM i), collection name and managed
systems to include.

Press the select button to view and select specific managed systems to include in the collection (or
leave blank to include all of them.)

The sample type can be snapshot (whatever the sample rate is set to), hourly, daily or monthly. This
lets you create graphs over longer periods of time if desired. Note: Of course if you just started
collecting you will have to wait until the data exists.

Click the schedule daily collection at button to create a Windows Task Scheduler entry to collect the
data off of the HMC every day at the desired time. The action drop down let you choose if you want
the data appended to your collection (recommended) or create a new collection for each day.

B Create performance collection &J
Thig option will create a collection in the analysis database from utilization data found
onthe HMC. The data created is based on the options awvailable from command
Islparutil. Cancel

3; HMC: [Hme795
Analysis DB: |Oracle on the PC
Collection name: Hmc795
Managed system(s) | Select..
toinclude:
el Pe |Snapshot (1 day priormax) | [~ Rebuild from lacal text files

Collection period:

« Days prior Hours prior © Minutes prior © Timerange © Append new

Yalue: 1

¥ Schedule daily data collection at ,W‘ v Stop after ’30— days
Power is performance redefined Action: | anpend data to collection j [~ Limit datato ’— ation
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HMC Walker — Scheduled Tasks folder

This folder lists the Windows Scheduled Tasks related to HMC Walker that have been created on this
PC.

From this view you can run the task immediately, delete it or view properties.

Note: The layout of columns will change in the future to be more usable and the properties are not yet
implemented.

Hi Ormcssn A vWdalRern - #1

EE HMC Walker Task Name Status|Next Bun Time Last Bun Time Last Run
- 8 Manage Hmc795 Results
@ Configurations (I

_ mIBHPCWE]‘::'I:I:T.'.CrHl’I:DraElE]E-_Hl{CTEIS_Hl{CTES Beady 10/21/13 23:00:00 10/20/13 22:59:5% 0
@ Performance (LOCE

™ - -} Scheduled Tasks

Power is performance redefined
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HMC Walker - Viewing Performance collections

After the collection has been captured to the database, the Performance folder will display it.

Collection
name

EE% HMC Walker
- % N\Manage Hmc793

Schema

HMC Managed| Created on

gysiems

@ Performance (IDOCT10)

EiIvc7es EMCTSS HmeT05 Al

2013-09-10-00.32.28 213000

=B EMC Walker Report folder

Description
= Manage Ht_“":?gj [ Managed system graphs
~[[3) Configurations (IDOCT10) | (@ L PAR graphs
E..@ Performance (IDOC710) | & Processor pool graphs
o EMCTE5 Server-side output files  HMC Walker output files
EE% ENC Walleer Eeport folder I
E Manage H-t_“‘:_"gj fist] Managed system CPU time
EI Configurations (IDOCT10) fisz] Managed system cycles per instruction and CPU time
El@ Performance (IDOCT710) il Managed system instructions per second and CPU time
El---ﬂu} HMCT93 fist] Mianaged system entitled CPU time
o Mianaged system praphs fiit] Managed system available processors units

LPAR graphs
Processzor pool graphs

Power is performance redefined

fia] Managed system configurable processors units
fiia] Managed system available memory

fiuz] Managed system configurable memory

fia] Managed system firmware memory
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HMC Walker - 60 day graph example (investigate

KMB)

The light green in this chart represents CPU time used by LPAR rchaskmb. Because this is an IBM i LPAR
we can use Collection Services Investigator (in the default CS lib) to see which jobs are burning CPU. The
high CPU burn on KMB has been happening for several days.

£ | saL

ﬁ:;“u" iDoctar Data Wiewer - #1 - [HMCTI5/HMCTI561/LPAR CPU time [30 CPU secand filter] - #1]
E Eile Edit Miew ‘indow Help

== Bl E - By A

JITRIITTR

Fosition |[1 .

800000

LPAR CPU time [30 CPU second filter]

580000
560000
540000
520000
500000
480000
460000
440000
420000
400000

=380000

T 360000

§ 340000
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5300000
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220000
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160000
140000
120000
100000

80000
60000
40000
20000

0
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07T —
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¥-axis (Labels)
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09/07 —
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09/11 —

09/13 —

[Makao02] CPU time (seconds) (CPUTIME)
[Mako0&] CPU tiwme (seconds) [(CPUTIME)
[Makao09] CPU time (seconds) (CPUTIME)

[MPIOL_MME_NPIV_ZServerl] CPU time (seconds)
m

{CPUTI

320 Interwval date (24 hour interwals) (INTENDSTR)
Primary Y-axis (Bars)
300 I [viosrwl-Dilling] CPU time (seconds) (CPUTIME)
I [vios-mohr] CPU time (seconds) (CPUTIME)
280 [ [RCHAS4DZN] CPU time (seconds) (CPUTIME)
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220 I [RCHASCEZ] CPU time (seconds) (CPUTIME)
ﬁ = [ [RchasCE3] CPU time (seconds) (CPUTIME)
ﬁ 2005 I [RchasCE4] CPU time (seconds) (CPUTIME)
System: IDOCTL0: Collection: HMC79561 0¥1] CPU time (seconds) (CPUTIME)
54D2] CPU time (seconds) (CPUTIME)
Tnterval date (24 hour interwals): 05/27 021] CPU time (zeconds) (CPUTIME)
Starting interval mmber: 2 oZz] CPU time (seconds) (CPUTIME)
LPAR name: RCHLSEME 23] CPU time (seconds) (CPUTIME)
CPU time (seconds): 231239 o024] CPU time (seconds) (CPUTIME)
Average partition CPU utilization: &9 54T3] CPU time (seconds) (CPUTIME)
120%‘1 [T [Multiple LPARs] CPU time (seconds) (CPUTIME)
= [ [RCHT70a] CPU time (seconds) (CPUTIME)
[ [RCHPTCES] CPU time (seconds) (CPUTIME)
100 [ [RCHPTCEG] CPU time ([seconds) [CPUTIME)
]l - Bl [(M:koO4] CPU time (seconds) (CPUTIME)
- 80 [ [RCHAIXWEL] CPU time (seconds) (CPUTIME)
[ [RCHAIXVEZ2] CPU time (seconds) [CPUTIME)
60 I [RCHCEVIOS] CPU time (seconds) [CPUTIME)
[ [iDec720] CPU time (seconds) (CPUTIME)
40 [ [MakoOS5] CPU time (seconds) (CPUTIME)
- [ [MTSVIOMME] CPU time (seconds) (CPUTIME]
20 [ [MakoO&] CPU time (seconds) (CPUTIME)
_!':i I [RCH?70b] CPU time (seconds) (CPUTIME)
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.
||
||
.
=

NIRRT W 2 FRCHASKRAPY

WIETN O MIEESN YIRS OYIEALN OYIES D OVIEASN YWIRETN WY RS

Bzar<1-61rAF61



IBM Power Systems

HMC Walker - Investigating CPU burn on Sept 12th

This graph on KMB within CSI for Sept 12th shows which jobs used the CPU that day and the other waits

experienced.

E;“ul iDoctor Data Wiewer - #1 - [QMPGDATA/Q 255000002/ Dispatched CPU rankings by thread - #1]
ﬁ File  Edit Miew Mindow Help

= & @l - By A 4 B D sa

b’ (O] P77 | oo w0 R 0 s g fda . Position |7

||—»Gu| = |

Q1PDR. / QPM400 / 389198: 00000001
CAS / QCPMGTDIR / 390770; 00000084
CAS / QCPMGTDIR / 390770: 00000019
CAS / QCPMGTDIR / 390770 00000013
CAS / QCPMGTDIR / 390770: 00000012
CAS / QCPMGTDIR / 390770 00000016
CAS / QCPMGTDIR / 390770: 00000015
CAS / QCPMGTDIR / 390770 00000018
CAS /QCPMGTDIR / 390770 00000014
CAS / QCPMGTDIR / 390770: 00000017
CAS / QCPMGTDIR / 390770 00000010
CAS / QCPMGTDIR / 390770: 00000014
CAS /QCPMGTDIR / 390770 00000011

RMTMSAFETASK

Dispatched CPU rankings by thread

Job name/user’number:. thread id

QPADEVY000G / VPKIRK / 448836: 00000049

SMXCAGERO1

QDFTJOBD / MIKSWENS / 456696: 000000E4
CRTPFRDTA / QSYS / 447751: 00000042
CAS / QCPMGTDIR / 390770: 0000000D
QSNRMON / Q1WWT / 390447 00000001
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65000
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¥-axis (Labels)
job name/user/mumber: thread id [0BJNAME)

Primary Y-axis (Bars)

Dispatched CPU (zeconds) (TIMEOL)

CPU queueing (seconds) (TIMEOZ)

Other waits (seconds) (TIMEO4)

Disk page faults (seconds) (TIMEOS)

Disk non fault reads (seconds) (TIMEOG)

Disk space usage contention (seconds) (TIMEO7T)
Disk op-start contention (seconds) (TIMEOS)
Disk writes (seconds) (TIMEOS9)

Disk other (seconds) (TIMELD)

Journaling (seconds) (TIMEL1l)

Mutex contention (seconds) (TIMEL3)

Machine lewel gate serialization (seconds) (TII
Seize contention (seconds) (TIMELS)

Object lock contention (seconds) (TIMELT)

Main storage pool owvercommitment (seconds) (TII
Socket other (seconds) (TIMEZG)

PASE (seconds) (TIMEZS)

Data queue receives (seconds) (TIMEZ9)
Tdle/waiting for work (seconds) (TIME3O)
Abnormal contention (seconds) (TIME3Z)

Flyover Fields

Job runtime (for this summary) (RUNTIME)
Minimum interval timestamp (MINDTETIHM)
Job current user profile (JBCUSE)

Total contributing threads/tasks (TOTTDES)

Available Fields

Grouping unigque identifier [(0BJVALUE)

Job grouping identifier (O=thread, l=joh, etc)
Elapsed time [(seconds) (TOTSEC)

Maximum interwval timestamp (MAXDTETIM)

% CPU time of total (PCTCPRU)

Total CPU time (seconds) (CPUTOT)

Minimum job priority (MINJEFRTY)

Maximum job priority (MAXJIEFRTY)

Pool nuwher (JEPOOL)

Transferred CPU time (seconds) (TIMEOLT)

TTHT AT

I [iDacCS.mdb QAIDRGPH table SUM 420 ALTID 1 SREFNC 951; Mernary - 4.20% used - Graph tooltips enabled (Ctrl+T)

|Bars 1- 20 of 27590
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HMC Walker - Build configuration

- I; EMc79560
= BMc7es30
' Managed 3

Configurations g

Use the menu Build HMC Configura% Performance (I

Explore

Set analysis database...

Build HMC configuration...

= |

-

Build HMC cenfiguration & - ® -
This option will scan the desired HWMC and place the results in the analysis database. Start
This process could take several minutes, Cancel
3g HHMC: Hrnc795

Analysis DE: DBz on IDOC?10

Library name: Hrrc7a5

Collection name: Hmc745 [ Owenwrite without prompting

tanaged system(s)

to include:

“case-sensitive™ Separate multiples with comrmas; Leave blank to include all
v Include WIDS configuration data
[ iCompact local DB before proceeding: [ Rebuild from lacal text files

e

Power is performance redefined

© 2012 IBM Corporation



IBM Power Systems lLUG'

HMC Walker - Configurations folder

Contains the list of configurations that have been captured and
stored in the analysis DB (in this case IBM i iDoc710.)

BRi Hmc795: HMC Walker - #1

E‘E HMC Walker Collection|Schema |HMC Menaged |Created on
- ™ Manage Hmc795 Name SY3tems

@) Configurations (IDOCT10) B 5MC795  HMCT9S HMCTSS Rl 2013-09-12-12.01.45.505000

@-[7) Performance (IDOCT10)

]E HMC Walker Folder Description

E Manage HmcT795 (B overview General details asbout the HMC

El@ Configurations (IDOCT10) Remote access settings Indicates the HMC's settings for remote connectiwvity

{ 5 Network settings Displays the HMC's network ssttings

@ Performance (IDOCT10) hﬂystem SuUmmary General owverview of the managed systems (and LPRARs)
ﬂCFU CEFU configuraticn of the managed systems (and LERES)
hCPT_T pools Processor pools for the managed systems
nkemcry Memory configuration of the managed systems (and LERRESs)
‘Physic‘.al 3lots Physical slots of the managed systems (and LPREs)
n'v"irtual ethernet slots Virtual ethernet slots of the managed svstems (and LPAEEs )
ﬁ'w'irtual switches Virtual switches of the managed systems
m'u"irtual 5C51 Virtual SCSI of the managed systems
ﬁ'w'irtual fiber channels WVirtual fibker channels of the managed systems
hSystem summary - customizable Rdwvanced details for the managed systems (and LPLRs)

Power is performance redefined © 2012 1BM Corporation
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HMC Walker - Overview example

/95 HMC Walker - #1

HMC Walker

B Manage Hmc795

"% Configurations (IDOCT710)
- HMCT795

...... (& overview

E:? Network settings
m System summary
w1l CEU

n CEU pools

m Memory

m Physical slots

n Virtual ethernet 3lot

-l Virtual switches
=l Virtual SCSI

=-ff Virtual fiber channel
n Jystem summary — Cust

"% Performance (IDOCT10)

L

----- !;f BEemote acocess setting

e=En
Deacription Value |
HMC HMCT7395
Tzer

{.'reated on
iDoctor build
T-.Tersinn info
Base version
Fixes

E] BIOS
Lnu:'.ale

WVital product data

2013-09-12-12.02.26.370252

C01035

Veraion: 7

VIRT.T

Release: 7.7.0
L0

DEE148BU5-1.08

en US

Service Pack: 2

HMC Build lewel 20130503.1

*WC
*H2
*FC
*DS
*T™
*3E
*MN
*EN
* 5L
*05
*HA
*FC
*D5
*BEM

20.0
Thu Sep 12 12:03:37 CDT 2013

el e b e e

Hardware Management Conscole
T042-CEé

1010450

IBM

Unknown

4194029568

Embedded Operating Syatems
9.5.69.12

i b b b i

Platform Firmware
VIRT.7.0.2

Power is performance redefined
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Job Watcher — TDETYPE added to rankings graphs

= TDETYPE field indicates T (task), P (primary thread), or S (secondary

thread)

Job name/usernumber. thread ID

IBMJW / CKOQUR / 222300: 00000054,

QPADEVOQ1Z/ JARORA / 222171: 00000015

ADMIN1T / QLWISYR / 218791: 000000AA

REPLICA / QNOTES / 221548: 00000130

PDCOOOBTRAC3I00BA: 652754

QPADEV0022 / CKOUR / 222282: 00000041

CRTPFRDTA/ QSYS /221797 0000004E

Thread signatures ranked by Disk page faults: From 1:44:27 pm to 1:45:15 pm

it

¥-anis (Labels)

»

Job name /user/munber: thread ID (0BJTHAME)

Primary ¥-awis (Bars)

Dispatched CPU (zeconds) (TIMEOL)
CPU queneing (seconds) (TIMEOZ)
Other waits (seconds) (TIMEO4)
Disk page faults (seconds) (TIMEOS)

Idle/fwaiting for work (seconds):
Total time (seconds): 47.6l66

Starting interval: 2

Ending interwval: 2

Current user profile: JARORL
Wait object name: QMIRQ

Nunber of processes (primary thr

eads):
]

System: Lpdac7l0: Collection: IEMPEXPLOL

1

Job (P) or task (T) or secondary thread (5):

P

Job name/user/srumber: thread ID: QPADEVOOLZ / JARORL / 222171:
45,9209 [96.44% of total)

Flags (W=wait obj, H=holder, B=current bucket, 0(=30L 5tmt, 3=30L Client job): W

nds) (TIMEOE)
E09)

10)

11}

(TIMELS)

A=) (TIMEZ1)
MEZE)

hds) (TIMEZ9)
onds) (TIME30)

0oooools

m

\LTIME)

Power is performance redefined

Current user profile [CURREUER)

Wait object name [(WOOEJNAM)

Holder job or task name (HTASFNAME)
40L client job (SQLJIOE)

Flags (W=wait obj, H=holder, B=current bucket, 0=30L
Nuwber of processes (primary threads) (JOB3)

o

I Job (P) or task (T) or secondary thread (3) (TDETYPE) I

Availahle Fields

© 2012 IBM Corporation
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Job Watcher — Search now shows total call stacks

= Call stack search now includes the total number of call stacks each found

entry applies to.

E:;l iDoctor Data Viewer - #1 - [CEPEXPLUSABMPEXPLOLACall stack search - #1]

E;Eile Edit  Miew WWindow Help

E] ~ & -

Y
v

A g [=d - O 80l

Total Collection Program Program Module Procedure Procedure I
call Mamne

stacks [MERIAME ) library name name nAame type

[STACECNT) [PGMLIE) [PGMITAME ) [MODNAME ) [PROCHAME ) [PROCTYPE]

16 IEMPEXFPLOL QMOM AMAFOPUE AMOFCHI4 E _C_pep 1
16 IEMPEXFPLOL QMOM AMAFOPUE AMOFCHI4 E main 1

Power is performance redefined
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Job Watcher — Search now shows total call stacks

= Added a new call stacks report /drill down called Jobs and programs (14
levels) calling the selected pgm/procedure: all intervals.

m iDoctar Data YWiewer - #1 - [CKPEXPLUS/ABRMPEXPLOLCall stack search - #1]
I m File Edit “iew Window Help

AMQFQPUE

AMQFCHIA R

main
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Job Watcher — New J9 JVM graph updates

= J9 JVM graphs — J9 JVM collection wait buckets (wait buckets graph but
only includes the J9 JVM jobs)
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IBM Power Systems

Job Watcher — New J9 JVM graph updates

= J9 JVM graphs — J9 JVM collection wait buckets (thread) rankings
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Job Watcher — Synchronous response graph updates

= |/O and memory page graphs — Synchronous response graph now
includes “in progress” reads and write response times for |/Os that have
not yet completed.
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Job Watcher — Synchronous response graph drill down for “in
progress |/O”

» Use Detall reports - Waits — Current wait details for synchronous

reads/writes
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Job Watcher — Synchronous response graph updates

» |/O and memory page graphs — New Rankings graphs:

— Synchronous response (sorted by avg read)
— Synchronous response (sorted by avg write)
— Synchronous response (sorted by MAX avg read)
— Synchronous response (sorted by MAX avg write)
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Job Watcher — Job counts

= |f the collection summary analysis has been done, added a job counts
graphs folder under the collection containing the following graphs:

— Job counts
— Net jobs created

— Short lived job counts [excludes jobs that lived and died in a single collected interval]

— Jobs created/destroyed

E;‘?‘ iDoctor Data Wiewer - #1 - [PMRAZT04NMTRAOMNI0L ob counts]
mfile Edit  Wiew Window Help

== E5 - - A ~| ¥ | saL| 5= Ml |

g

() Q| bl

oo =]

- ||| =

Position |[q a0

1400 Job counts

1200

1000

800

600

400

Number of jobs/tasks/threacds

200

0

12:55:20 PM

12:56:20 PM

12:57:20 PM -
12:58:20 PM -
12:59:20 PM -
01:00:20 PM -
01:01:20 PM -
01:02:20 PM -
01:03:20 PM -
01:04:20 PM -
01:05:20 PM -
01:06:20 PM -
01:07:20 PM -
01:09:20 PM -
01:10:20 PM -
01:11:20 PM -
01:12:20 PM -

.
=
o
o
™
o
e
-
o

01:13:20 PM
01:14:04 PM

Interval end time (1 minute intervals)

250

Il ||

uoiezijiyn

X-axis (Labels)
Interval end time (1 mimnute interwals) [(INTENDSTI

Primary Y-axis (Bars)

Number of system tasks [(TASES)
Mumber of processes (primary threads) [(JOE3)
Nunmber of secondary threads (SECTHREADS)

m

Secondary Y-axis (Lines)

CPUO utilization (AVGEVICIT)
Maximum partition CPU utilization (MAXSYSCPI)
Average collection CPU utilization (AWGACTCPT)

Flyowver Fields

Available Fields

Collection name [(MERNAME)

[Interwal] - timestamp (TIMEINT)

Interval number [(INTERVAL)

Minimum interwval timestamp (MINDTETIM)

Maxinum interwval timestamp (MADTETIM)

Interval delta time (seconds) (DELTATIME)

Interval delta time (usecs) (INTUSECS) i

[ 3

Bars 1- 20 of 20

bration




IBM Power Systems

\Lue

™

Job Watcher — Job counts — Net jobs created
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Job Watcher — Job counts drill downs

= Added drill downs called job counts by job, job counts by generic job, etc.

» Also added Short lived job counts by thread, Short lived job counts by generic job,

etc
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Job Watcher — Create job summary analysis changes

= The JW create job summary analysis now provides the same
enhancements recently added to the CSI create job summary. This
applies to 5.4 and up Job Watcher. The following filters may be used:

— Up to 10 job name filters

— Up to 10 current user profiles
— Up to 10 subsystem names

— Start time, end time

— Minimum run time (hours) and
— Minimum CPU used (seconds)

= For drill downs from the table views you can now drill down into the selected
thread(s) over time

Power is performance redefined © 2012 1BM Corporation
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Job Watcher — Create job summary analysis report changes

The report options have been simplified with the graphing options

reduced to "wait graphs rankings" and "other graphs rankings". Each of
these menus has grouping options such as "by job", "by collection,

thread", "by collection, job".

ligd Lpdac7i0: Job Watcher - #1
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i s d
5 Pur1o434
w-G Purzeassiz ead to SRR
-G Purz6a3sis Open Tableis) »
-G Purz71oz Open Merged Table 3
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= - -
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B Wait g
(-G CPU gr _
——
2
te S0L Staternent Status
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Object locks
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by threa:

Note: These changes also apply to Collection Services Investigator.
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Job Watcher — Create job summary analysis report changes

= When drilling down from tables in the Data Viewer a menu called "Filter
by" appears which lets you control whether all jobs, selected jobs, or
whether you will be prompted for a generic job filter when determining
what to include on the drill down graphs called "Wait graphs rankings" or

"Other graphs rankings".
= Note: These changes also apply to Collectlon Services Investlgator

Selected Thread

.10z Rarkings L i ingl (selected jobs) Dispatched CPU
igz Filter by Eher graphs rankinds (Selected jobs) CPU queueing
033 Bacmrd (il Uia 0 2013-08-30-1 Disk page faults

g - 1 N -

Filter by 3 &l jobs

Fazganie] Guie’s hzn Prompt for generic job name
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Job Watcher — Call stack summary analysis changes

= You can now specify either 16 or 50 call levels when right-clicking a
collection.

Analyses Analyze Collection...
Wait graphs Rurn ALL Default Analyses
CPU graphs

Fun Collection Sumrmary

Fun Situational fAnalysis
Run Call Stack summary (16 levels)
Fun Call Stack Surnmaryg (50 lewvels)

Fun Long Transactions

lob counts graphs
Y0 and memory page graphs
IFs graphs

Top consurmers

v T v w w v v W

Other graphs Fun Create lob Surnrmary

= Also if you want more levels than 50 (or a different value) you can run the
stored procedure manually using the following examples in any SQL
editor:

— CALL QIDRGUI/QIDRIJWCSS ('LIB', 'COL', 10)
— CALL QIDRGUI/QIDRJIJWCSS ('LIB', 'COL', 35)
— CALL QIDRGUI/QIDRJIJWCSS ('LIB', 'COL', 99)

Power is performance redefined © 2012 1BM Corporation
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Job Watcher — New wait graphs

» Added the following new graphs under the wait graphs folder:
— Collection overview time signature with max waits in-progress

— Current wait duration time signature with max waits in-progress

— Disk time signature with max disk waits in-progress

¥
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Job Watcher — New walit graphs

r
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Job Watcher — New walit graphs
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Collection Services Investigator — Ethernet graphs

= Added the following Ethernet LAN usage graphs to iDoctor under the
communication graphs folder:

— Ethernet LAN megabits per second by IOP/line
— Ethernet LAN frames by IOP/line

— Ethernet LAN frame rates by IOP/line

— Ethernet LAN congestion by IOP/line

— Ethernet LAN megabits per second by IOP

— Ethernet LAN frames by IOP

— Ethernet LAN frame rates by IOP

— Ethernet LAN congestion by IOP

— Note: All of these have the utilization rates on the 2nd Y-axis. (Note: if you
want to see the IOA / LINXx value, see the flyover.)

Power is performance redefined © 2012 1BM Corporation
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Collection Services Investigator — Ethernet graphs
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Collection Services Investigator — TLBIE graphs

= New at 7.1 only if the file QAPMSYSINT exists with the required data.

= You can copy CS collections from other partitions into the same
library to view the data from multiple LPARs in the same graph.
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Collection Services Investigator — System graphs - TLBIE totals
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Collection Services Investigator — System graphs - TLBIE totals per
partition
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Collection Services Investigator — System graphs - TLBIE totals

breakdown

TLBIE totals breakdown

Collected interval size

Power is performance redefined
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Collection Services Investigator- System graphs - TLBIE totals
breakdown per partition

TLEIE totals breakdown per partition
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Collection Services Investigator — New disk graphs

= Added new types of graphs that show a different color per ASP, disk
type, disk group or I10A type.

fll LpdacT10: Collection Services Investigator - #1
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Collection Services Investigator — Disk graphs — flattened by disk
type example

IBM Power Systems
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Collection Services Investigator — Memory pool graphs

= Added new graphs:

Memory pool consumption
Memory pool sizes

Flattened type - Memory pool consumption

Flattened type - Memory pool unallocated space available
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Collection Services Investigator — Memory pool graphs

— Memory pool sizes
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Collection Services Investigator — Memory pool graphs

= Added new graphs:
— Flattened type - Memory pool consumption
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Collection Services Investigator — Memory pool graphs

= Added new graphs:
— Flattened type - Memory pool unallocated space available
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Collection Services Investigator — New job counts graphs

» Added a graph called Short-lived job counts that shows all
jobs/tasks/threads that were created and destroyed within a single
Collection Services interval over time.

E;“ul iDoctor Data Wiewer - #1 - [PMR18841GG/Q190000025/Short-lived job counts - #1]
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Collection Services Investigator — New job counts graphs

= Added a new folder called "Short-lived job counts rankings" (which also

can be used as a drill down)

= At 7.1+, the job counts graph and jobs created/destroyed graph have

been updated to include the new short-lifespan counts provided by
Collection Services. The job counts rankings graphs have also been
updated at 7.1 to include these counts.
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Collection Services Investigator — Wait bucket rankings can now

become gantt charts

= Right click the legend — Set graph type — Gantt
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Collection Services Investigator — Workload capping graphs

» The following graphs appear ONLY if file QAPMSYSWLC exists in the
library:

Collection overview with workload capping time signature

Workload capping delay

Workload capping processors assigned

Workload capping delay by [thread/generic job/etc]

i iDoctor Data Viewer - #1 - [CKPEXPLUIS/Q269000318/Collection overden with workload capping time signature - #1]
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IBM Power Systems

Collection Services Investigator — Workload capping graphs

» The following graphs appear ONLY if file QAPMSYSWLC exists in the
library:
— Collection overview with workload capping time signature
— Workload capping delay
— Workload capping processors assigned
— Workload capping delay by [thread/generic job/etc]
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Collection Services Investigator — Workload capping graphs

» The following graphs appear ONLY if file QAPMSYSWLC exists in the
library:
— Workload capping processors assigned
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Collection Services Investigator — Collection Services menu

= Added options to view the Collection Services settings or change them,
as well as cycle, end or start Collection Services. Right-click the
Collection Services Investigator icon for these options.
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EE] Adha i i
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E,;',] Esmel Start Collection Services
Elm Ckpe: End Collection Services
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Coen new Data Viewer
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Collection Services Investigator — Configure Collection Services

= Added a window to configure collection services default settings.
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Collection Services Investigator — Disk configuration report updates

» Updated the report "Capacity (in GBs) by ASP with paths" so it now
shows Min and max drive size as well as the resource (drive) status

(operational/inoperative/etc)
= Added new reports:
— Capacity (in GBs) by ASP/IOP with paths
— Capacity (in GBs) by ASP/IOP/IOA with paths
— Disk configuration (non-operational disks only)

= The disk configuration report also now shows the capacity for each drive as well
as the disk resource status (operational, not detected, inoperative.)

Power is performance redefined © 2012 1BM Corporation
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Collection Services Investigator — IO and memory page demand
graphs

= Added new graph called Memory page demand
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> 5000 2 Interval mumber |INTERVAL]
o g Minimum interwal timestamp (MINDTETIM)
E 4000 g_ Maximum interwal timestamp (MAXDTETIM)
= o Interwal delta time (microseconds) (INTUSECS)
3000 Interval delta time {seconds] (DELTATIME)
2000 Net frames requested (thousands) (NETFRAMES)
JEPGL
1000 JEPGD

Pages allocated (megabytes) (JEPGADELTA)
Pages deallocated (megabytes) (JEPGDDELTA)

= £ 5T £ T £ 5T =TT £ E T = Total pages allocated (megabytes) [JEPGAME)
of of o <f of & 0O A O O A O b O O b A b o< o & < o Total pages deallocated (wmegabytes) (JEPGDME)
cwoowoLoOODLOLEDEDDLRDDDDLD Y
5885 -9;8885885882-8358383
Interval end date and time (15 minute intervals)
] 1 3
iDocCSmdb QAIDRGPH table SUM 400 SREFMNG 22: Memory - L78% used - Graph tooltips enabled {Ctrl +T) Bars 1- 89 of 89
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Collection Services Investigator — IO and memory page demand

graphs

= Rankings - Memory page demand

E::::ul iDoctor Data Viewer - #1 - [PhR24472,/0248065911/Mermory page demand by thread: From 02:55:05 am to 04:55:00 am - #1]

ﬁﬁile Edit  Miew Window  Help
= & - E - A

= - | $J |s0L g

o]l @]

Position | wao

DDKPGDLSN /FDC /107111
DKCTMSYN / APP1FDC / 108002:
QZDASOINIT / QUSER / 1085863:
QZDASOINIT / QUSER / 109734:
QZDASOINIT / QUSER / 109223:
QZDASOINIT / QUSER / 110164:
QZDASOINIT / QUSER / 109735:
QZDASOINIT / QUSER / 108847:
QZDASOINIT / QUSER. / 109383:
QZDASOINIT / QUSER / 109228:
QZDASOINIT / QUSER / 109379:
QZDASOINIT / QUSER / 109378:
QZDASOINIT / QUSER / 109555:
QZDASOINIT / QUSER / 10B848:
OZDASOINIT / QUSER / 108743:
QZDASOINIT / QUSER / 110458:
QZDASOINIT / QUSER / 109384:
QZDASOINIT / QUSER / 109564
QZDASOINIT / QUSER / 108600:
QZDASOINIT / QUSER / 108843:

job name/user'number: thread id
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P
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¥-axis [(Labels)

job nawme/user/number:

thread id ([OBJNAME)

Primary Y-axis (Bars)

Memory page demand (thousands, pages requeste

Flyowver Fields

Net pages allocated (thousands) (HETPAGES)
Job runtime (for this summary) (RUNTIME) =
Minimum interwal timestamp (MINDTETIM)
Job current user profile [JECUSE)

Total contributing threads/tasks [(TOTIDES)

Availahle Fields

Grouping unique identifier (0BJVALUE)
Job grouping identifier (O=thread, l=job, etc)
Elapsed time (szeconds) (TOTIEC)
Maxwimum interwval timestamp (MaxDTETIM)
Sync DE reads (DER)

Fync non-DE reads (NDE)

Async non-DE reads [(ANDE)

Async DE reads [ADER)

Fync non-DE writes (NDW)

Sync DE writes (DEW)

Async non-DE writes [ANDW)

Async DE wrices (ADEW)

Total physical disk I/0s (PDIOTOTAL)
Total reads (RDTOTAL)

Total writes (WRTTOTAL)

Sync DE reads (thousands) (EDBR)

3ync non-DE reads (thousands) (ENDE)
Async non-DE reads (thousands) [(KANDR)
Azync DE reads (thousands) (KADER)
3ync non-DE writes (thousands) (EIDW)
Synec DE writes (thousands) (EDEW) &

L 2

iDocCEmdb QAIDRGPH table SUM 830 ALTID 1 SREFMC 44 Mermory - 2.18%% used - Graph tooltips enabled (Ctrl+T)
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IBM Power Systems

Collection Services Investigator — SQL graphs

= At 7.1, added SQL rankings and SQL graphs for a selected job grouping
over time for the new SQL performance statistics. The data is provided
with IBM i 7.1 TR5.

2000021 >

SQL tables performance overview
Wait graphs i] S0l performance overview with statements executed

CEU graphs i] 50T performance overview with I/ 03

.. Memory pool graphs ] 50T physical disk IS0 totals

1] 0L phyaical disk IS0 toteéls with statements executed

] 50T phyaical disk IS0 rates

] 50T phyaical disk IS0 rates with statements executed

SQL performance overview rankings SQL ranking graphs
SQL physical disk I/0 totals rankings SQL ranking graphs
physical disk I/0 rates rankings SQL ranking graphs

o

i
&

Jok counts graphs
I/0 and memory page gJre

&

Disk configuration

-- 535D candidate screeninc
-- Disk graphs

-- IFS graphs

-- Communications graphs
[ Other grapha

-- Virtual I/0 graphs

JVM graphs

FeEEEEE

#-[i SQL graphs

Ledsl Sertrar—aide antrnit File
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Collection Services Investigator — SQL graphs

= SQL performance overview graph

i iIDoctor Data Viewer - #1 - [PMR66161A/Q282000021/SQL performance overview]

ﬁEiIe Edit View Window Help

= e &1l

- Ba A

ED ~| ) saLz

M ol

Position |1 o

SQL performance overview

[~
]

TIme (seconds)

=

10/09 00:10
10/09 00:40
10/09 01:10
10/09 01:40
10/09 02:10
10/09 02:40
10/09 03:10
10/09 03:40

10/09 04:10

10/09 0440

10/09 05:10
10/09 05:40
10/09 06:10
10/09 06:40
10/09 0710
10/09 07:40
10/09 08:10
10/09 08:40
10/09 09:10
10/09 09:40
10/09 10:10
10/09 10:40
10/09 11:10
10/09 11:40
10/09 12:10
10/09 12:40

Interval end date and time (15 minute intervals)

10/09 13:10

10/09 13:40

10/09 14:10

10/09 14:40

10/09 15:10

10/09 15:40

10/09 16:10

10/09 16:40

10/09 17:10

70
65
60
55
50
459

258

il

¥-axis (Labels)

Interval end date and time (15 minute interwvals

Primary Y-axis (Bars)

SQL unscaled CPU used (seccnds) (SGLCEU)
SQL wait time (seconds) (SQLOTHER)

m

Secondary Y-axis (Lines)

Average partition CPU utilization (AVGESYSCEU)
SQL CPU utilization (BCTSQLCPET)

Flyover Fields

SQL elapsed (clock) time (seconds) (SQLTIME)
SQL physical disk I/0s percent of total (PCTISQL:

Available Fields

[Interval] - timestamp (TIMEINT)

Collection name (MBENAME)

Interval nurber (INTERVAL)

Minimum interval timestamp (MINDIETIM)

Maximum interval timestamp (MAXDTETIM)

Interval delta time (microseconds) (INTUSECS)
Interval delta time (seconds) (DELTATIME)
Maximum partition CPU utilization (MARXSYSCEU)
Zverage interactive feature utilization (AVEINT
Maximum interactive CPU utilization (MAXINTCET)
Total actiwve threads/tasks (TOTACT)

TIMEOL
Dispatched
Dispatched

Twanofarrad MOT +ima

CPU time waiting (seconds) (TIMEOLD)

CPU time actiwve (seconds) (TIMEOLR)
ITTUMEATTY

lTocrmnndal

Bars1 - 70 of 70
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Collection Services Investigator — SQL graphs - Rankings

» SQL performance overview by current user example

-
m iDoctor Data Viewer - #1 - [PMR66161A/Q282000021/S0L performance overview by current user - #1] =NRch X

G File Edit View Window Help ==

= = - A Position |[1 v

SAL performance overview by current user X-axis (Labels)
current user profile (OBJNAME)

QNOTES - - :
Primary Y-axis (Bars) E
I QL unscaled CEU uazed (seconds) (SQLCET)
[ sQL wait time (seconds) (SQLOTHER)
QUSER
Flyocwver Fields
SQL elapsed (clock) time (seconds) (SQLTIME)
SQL physical disk I/0s percent of total (PCTSQL
QsYSs Wl POV B { -

Lvailable Fields

Grouping unigue identifier (OBJVALUE)
QPM400 Total c:c:ml:rlbl.ltlnglElllrea:ls,ftas}:s {I.JIIZJESJ
Job grouping identifier (O=thread, l=jok, etc)
Elapsed time (seccnds) (TOTSEC)

Job runtime (for this summary) (RUNIIME)
QSRVAGT Job current user profile (JBCUSR)

Minimam interval timestamp (MINDTETIM)
Maximum interval timestamp (MAXDTETIM)
2SNRILENRI8SNSS Sync DB reads (DBR)

ds] Svnc non-LDB reads (HDB)

Lawmne non-TR reads [(ZNTRY

Barzl-50f5

Current user proflle

O = MNMO =T OMF~O OO =~ 00T O M~D
- T T T T T T
Time (secon
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Collection Services Investigator — SQL graphs - Rankings

= SQL physical disk I/O totals by thread

- . _ __
i3} iDoctor Data Viewer - #1 - [PMR66161A/Q282000021/5QL physical disk IO totals by thread - #1]

ﬁ File Edit View Window Help = |[ &
F @ B-& -8 A K -] [sou[E= b (O] 7] | om U0 B0 Bl BS¢ B - Poston ] EEN
SQL physical disk I/O totals by thread X-axis (Lebels) o
= Q1PDR / QPM400 / 066329: 00000006 job name/user/nurber: thread id (CBJNREME)
E Primary Y-axis (Bars) E
£ QSQSRVR / QUSER / 066111: 000005DB [ SQL sync DB reads (chousands) (KSQDER)
= I S0l sync non-DBE reads (thousands) (KSQNDB) i
@ QPMRSYSCMD/QSYS/066331: 00000A36 [ sQL sync DB writes (thousands) (KSQDBW)
'E Il 50L sync non-0B writes (thousands) (KSQNDW)
S . B S0l async DB writes (thousands) (KSQRDEW)
-E CRTPFRDTA / QSYS / 066325: 0000074F I S{L aynsc non-DB writes (thousands) (ESQRNDW)
@
E CRTPFRDTA / QSYS / 064783: 000007C1 Flyover Fields
E PDIOs per second (TOTPDIORATE)
o . Job runtime (for this summary) (RUNTIME)
= QS9PALMON / QSRVAGT/ 047200: 00000007 Minimum interval timescamp (MINDTETIM)
E Job current user profile (JBCUSE)
= QSQSRVR /QUSER / 063157 00000081 Total contributing threads/tasks (TOTTLDES)
— o ™ -+ 1) o kvailable Fields
(=] =] [=] =] =] Q - - X o
o o o o o o Grouping unique identifier (CBJVALUE)
SQL total I'0s (thousands) Job grouping identifier (O=thread, l=job, etc)
Flarmoad +ima foa~rAndAsh ITOATSRF™Y
|Bars1-7 of 7 Y
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Collection Services Investigator — CS objects folder

= You can now filter the folder by generic library name or owner.

~

-
& Library Filter

2

(5]

=

Use this option to filter the available libraries to display by
specifying a generic library name or library owner.

Generic library |PMR*
name:

Library owner: |

j Bemove

MNaote: Libraries that do not contain any collections are

nesver shown.

oK Cancel ‘
- —
iz} 1BM iDoctor for [BM i C01039 [CAPROGRAM FILES (X86\EM\DOCTORNDOCTOR.EXE 10/19/2012 09:31:38] CA 710-5147412 - [Lpdac710: Collection Services Investiga] | (]
ﬁ File Edit VYiew Window Help = & =%
A R (D) B Buan
Eﬁ Collection Services Investigator Collection Collection |Status Start time Last update time Collection |Size Eetention |Owner Partition |Partitic =
[]__[Ea Libraries name library interval (MB) period collected |collecte]
[]---! Historical summaries o o, O]
= B;0253000104 PMRO2524C  Complete 2013-09-10-00.01.04 2013-09-10-13.21.11 5 minutes  291.4 Permanent QCOLSEV C104C43F  VIRIMO
B SQL tables m.;QDlSDDDlDQ PMR19388 Complete 2013-01-13-00.01.02 2013-01-14-11.10.2 15 minutes 177.2 24 hours QCOLSREV ECHO VIRIMO |E
[]___m Monitors m&QEQSGESQll EMRZ24472 Complete 2013-09-05-06.59.12 2013-09-06-05.00.09% 5 minutes 1,304> Permanent QDFIOWN RA2023F21 VoR1MO
[]"@ Browse collections EGQESSGDDI’J&I PMR46297 Complete 2013-08-21-00.00.05 2013-08-22-00.00.04 5 minutes 286.9 432 hours QCOLSEV AS01 VIR1MO
i n&QESclﬂ"JS"JE'F FMR463460 Complete 2012-08-21-00.50.27 2012-08-21-23.14.44 15 minutes 1,930> 720 hours {QSECO 3Y338R VaR1MO
m-0g) super collections B;0236012630 PMR46346  Complete 2012-08-23-01.26.30 2012-08-23-23.14.25 15 minutes 2,033> 720 hours QSECOFR S¥S32R VeR1MO
&0 Saved collections B:0363000108 PMR4Z97T3PT Complete 2012-12-28-00.01.08 2012-12-29-00.01.08 15 minuces 156.9 720 hours QCOLSRV PROTECT  VIRIMO
[]'"@ Work management quE?DUDUlUﬁI EPMR55232 Complete 2013-09-27-00.01.04 2013-09-28-00.01.04 15 minutes &,263> 72 hours QCOLSEV PC04030 VTR1MO
[]---@ L3P= nﬁ 309010017 PMR592154% Complete 2012-11-04-01.00.17 2012-11-04-23.01.04 15 minutes 73.8 120 hours QCOLSEV OCCO1X¥4  VITRIMO
[]...@ Disk units nﬁQlSSﬂﬂﬂ"JE? EFMR32002 Complete 2012-06-03-00.00.27 2012-06-03-17.12.21 5 minutes 1,127> 182 hours QCCLSEY VFO9 VTR1MO
-5 Objecta owned by MCCRRGER B:0155175312 EMR92002  Complete 2012-06-03-17.53.12 2012-06-04-00.00.26 5 minutes  392.% 192 hours QCOLSEV VE09 VIRIMO
) m&QlSEGDU"JE? EFMR32002 Complete 2012-06-04-00.00.27 2012-06-05-00.00.23 5 minutes 2,092> 192 hours QCOLSEV VE0S VTR1MO
m.;QlSTDI’_'IDI’JEaI PMRS2002 Complete 2012-06-05-00.00.25 2012-06-06-00.00.10 5 minutes 2,130> 192 hours QCOLSEV VE0S VIR1MO
m&QlSSGDU"Jll EFMR32002 Complete 2012-06-06-00.00.11 2012-06-07-00.01.04 5 minutes 2,144> 192 hours QCOLSEV VE0S VTR1MO
anngﬂﬂﬂlﬂS PMR92002 Complete 2012-06-07-00.01.08 2012-06-07-17.16.52 5 minutes 1,430> 182 hours QCOLSEV VFEO9 VIR1MO
nr,QlSSlTl?lE FMRS2002 Complete 2012-06-07-17.17.20 2012-06-08-00.00.15 5 minutes 575.3 192 hours QCOLSEV VF0% VIRIMO T
4 | 1 | 3
1 - 35 of 35 objects
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Collection Services Investigator — Other graphs

= Added the following graphs to the Other graphs folder:
— SQL cursor and native DB total opens
— SQL cursor and native DB opens rates
— SQL cursor and native DB total opens rankings (all 8 types)
— SQL cursor and native DB opens rates rankings (all 8 types)

— Note: The following PTFs are needed in order for the data behind the graphs
to be correct: At 5.4 PTF S144181 At 6.4 PTF S144182 At 7.1 PTF S144183

[ iDoctor Data Viewer - £1 - [PMR18841B/PFRO60713/SQL cursor and native DB total opens - #1] - =aa=n X
ﬁEile Edit  View Window Help

— [|E || %

= EI - - A unalank Position |1 seo
-
SAL cursor and native DB total opens ¥-axis (Labels)
Interval end date and time (15 minute inter
3500 8 . -
Primary Y-axis (Bars)
| 3000 B sQL-file full opens (SQLOPENS)
[»] I Native OB file full opens (NSQLOEENS)
2500 b4 Bl sS)L-file pseudo opens (SQLPOFENS)
23
E ; Secondary Y-axis (Lines)
2 2000 8  |=— 5QL-file full opens per second (SQLOPENSEAT ||
o g = HNative DB file full opens per second (NSQLO
1500 l ) — 5QL-file pseudc opens per second (SQLEOPENS
1000 \ ( 13 Flyover Fields
Available Fields
500 | | :
[Interval] - timestamp (TIMEINT)
0 ! ! ! | ! i ! ! ! ! ! H ! Collection name (MBRNAME)
Interval number (INTERVAL)
f % g 8 f % g 8 f % g g f % g 8 f % g Minimum interval timestamp (MINDTETIM)
I = o = e ] e =] — o T fre] o~ & a = o~ Maximum interval timestamp (MAXDTETIM)
c o o o o o o o = = = = = = = = NN o Interval delta time (microseconds) (INTUSEC
5 6 6 6 &6 56 56 6 6 6 6 6 & 6 6 565 5 & & Interval delta time (seconds) (DELIATIME)

= = = = == = = = = = = = == = = = =

wwwwwwwwwwwwwwwwwww iti C ilizati G C
b= = b= = b= b=t = b=t = o = 3 S 3 a 8 a s =] Avex.:age part:!.l::!.cn CEU ut:!.l:!.z.at:!.cn (AVGESYSCP
Maximum partition CPU utilization (MRXSYSCP
Interval end date and time (15 minute interva|s] Average interactive featurs urilizatinn (BV 7
4 Tl b

Power ls iDocCS.mdb QAIDRGPH table SUM 1800 SREFNO 20; Memory - 4.25% used - Graph tooltips enabled (Ctrl+T) Bars1 - 94 of 94 12 IBM Corporation
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Collection Services Investigator — Other graphs

— SQL cursor and native DB opens rates

E? iDoctor Data Viewer - #1 - [PMR18841B/PFRO60713/50L cursor and native DB opens rates]-

[l File Edit View Window Help

ol = B - B2 - By A [=d v | §) |s0L 5=

(&)

ROEEr B WY T T W mEmeey

Poszition |[1 a0

SQL curser and native DB opens rates

Opens per second

06/07 00:15
06/07 01:30
06/07 02:45
06/07 04:00
06/07 05:15
06/07 06:30
06/07 07:45
06/07 09:00
06/07 10:15
06/07 11:30
06/07 12:45
06/07 14:00
06/07 15:15
06/07 16:30
06/07 17:45

Interval end date and time (15 minute intervals)

06/07 19:00

06/07 20:15

06/07 21:30

06/07 22:45

2800
2600
2400
2200
2000
1800
16000
14ud§
1200@
1000
800
600
400
200

X-axis (Labels)
Interval end date and time (15 minute inte

Primary Y-axis (Bars)

SQL-file full opens per seccnd (SQLOPENSRAT
Native DB file full opens per seccocnd (NSQLO—
SQL-file pseudo opens per second (SQLPOPENS

m

Secondary Y-axis (Lines)

SQL-file full opens (SQLOPENS)
Native DB file full opens (NSJLOPENS)
SQL-file pseudo opens (SQLPOPENS)

Flyover Fields

Availakle Fields

[Interval] - timestamp (TIMEINT)

Cocllection name (MERNAME)

Interval number (INTEEVAL)

Minimum interval timestamp (MINDTETIM)
Maximum interval timestamp (MARXDTETIM)
Interval delta time (microsecconds) (INTUSEC
Interval delta time (seconds) (DELTATIME)
Average partiticon CPU utilization (AWGSYSCE
Maximum partition CPU utilization (MAXSYSCP
Averame interactive featnre utilization (BV

I I

Barz1 - 94 of 94
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Collection Services Investigator — Other graphs

— SQL cursor and native DB total opens by thread example

-

EE." iDoctor Diata Viewer - #1 - [PMR18841B/PFRO60713/5QL cursor and native DB total opens by thread: From 06:15:05 am to 09:30:00 am - #1] = | B -
ﬁ File Edit View Window Hel - [ &
p
= ﬁ - - A - 0 Sl E::'_E 1ant) T Position |4 o

SQL cursor and native DB total opens by thread: From 06:15:05 am to 09:30:00 am
OQEMAIL2CS [ SYSTEM [/ 210312: 0000000A
QSSPALMON / QSRVAGT / 208155: 00000002

QDBESRV05 / QS5YS / 208080: 00000001

X-axis (Labkels)

job name/user/number: thread id ({

m

Primary Y-axis (Bars)

SQL-file full opens (SQLOFENS)
Natiwve DB f£ile full opens (NSQLOEE
SQL-file pseudo opens (SQLBOPENS)

DAILY f SYSTEM / 210426: 0000002C
QRWTSRVR / QUSER / 210469: 0000001E
QTFTP00052 / QTCP / 208180: 00000001
QTFTPO0052 / QTCP / 208190: 00000001
QBERMSYNC f QBRMS / 210459: 0000002D

Flyower Fields

m

Job runtime (for this summary) (Rl
Minimum interwval timestamp (MINDTE
Job current user profile (JBCUSR)
Total contributing threads/tasks

Lwvailable Fields

Grouping unigue identifier (OBJVA]
Job grouping identifier (O=thread,
Elapsed time (seconds) (IOTISEC)

Maximum interwval timestamp (MAXDTE
SQL-file full opens per second (5

Job name/user/number: thread Id

QRWTSRVR / QUSER | 210457: 0000001C
QBRMSYNC / QBRMS / 210483: 00000017

8888888838888 888888¢ v DB file £
SR I PR RS AR R rReR3 2 Hatiwe DB file full opens per sect
—r T NN SQL-file pseudo opens per second -
Opens - |« [ T =" r
iDocCs.mdb QAIDRGPH table SUM 1820 ALTID 1 SREFMNO 18; Memory - 5.05% used - Graph tooltips enabled (Ctrl+T) Bars1 - 20 of 72
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Collection Services Investigator — Other graphs

— SQL cursor and native DB opens rates by generic job

- - —lwlE] é
fidl File Edit View Window Help — &=
& Bl -6 -5 A - 4 saL Poston | —

- _ _ - N '
SQL cursor and native DB opens rates by generic job fuci ¥-axis (Labels) i
OQE Generic job name (OBJHAME)
QDB*
Q14A* FPrimary Y-axis (Bars)
QTF* Il SQL-file full opens per second (SQLOPENSRATE)
QrRwW* Il Nzative DB file full opens per second (NSQLOPENSEL
QBR* B 5QL-file pseudo opens per second (SQLPOPENSRATE)
E DA - -
S ase Flyover Fields
= QTs* Job runtime (for this summary) (RUNTIME)
'g HBR* E Minimum interval timestamp (MINDTETIM) =
:‘ SCP* Job current user profile (JBCUSR) I
E QcL* Total contributing threads/tasks (TOTTDES)
S BRM* Lvailable Fields
o
QCP: Grouping unique identifier (OBJVALUE)
ob grouping identifier (0O=thread, 1=job, etc |
QSQ* Tob ing identifier (0=thread, 1=jab yo(d
LEI Elapsed time (seconds) (TOTSEC)
QT Maximum interval timestamp (MAXDTETIM)
Qms* SQL-file full opens (SQLOPENS)
QyYp* i Native DB file full opens (NSQLOPENS) i
QPw SQL-file pseudo cpens (SQLEOEENS)
o — ™ ™ - 1 © Total time (3econds) (TOTALTIME)
(=] [=] (=] [=] [=] Minimam Jjob pricrity (MINJBERIY) -
Opens per second | = — R — —
iDocCs.mdb QAIDRGPH table SUM 1810 ALTID 4 SREFNO 18; Memory - 5.85% used - Graph tooltips enabled (Ctrl+T) Bars1 - 20 of 23
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Collection Services Investigator — Memory pool graphs for > 1 TB

» Added a set of memory pool graphs that can be used if the pool
sizes exceed 1 TB.

— At 6.1 PTF SI47480 is required.

-
m IBM iDoctor for IBM i C01039 [CAPROGRAM FILES (X86NBMMDOCTORMDOCTOR.EXE 10/19/2013 09:31:38] CA 710-S147412 - [Lpdac710: Collection Services Investiga]

o o S |

ﬁEile Edit View Window Help

A lm Q| @O 4 du

- (|5 *

<

[
-
=
=
1
m
=

- Pmrizs4in

B[ SQL tables: (EMR*)
w73 PFRO&0913

-3 PFROS0E13

=3 pFRO&0TLS

7./ 5L tablea: (BMR*)

Wait graphs

CFU graphs
= Memory pool graphs

Flattened type (with pool filtering on drill-

Memory pool graphs (for pool sizes > 1 IB)

Job counts graphs

I1/0 and memcry page graphs
Disk configuration

35D candidate screening
Disk graphs

IF5 graphs

Communications graphs

Other graphs
Stream file I/0 graphs

m

H : i ik
fodiml SOT. rmiranr and natiwe TR fatal anena rankinos

i | 3

Beport folder

Description

[izl Memory pool
[iit] Memory pool
[l Memory pool
[izl Memory pool

consumption [by percentage]
sizes [by percentage]
consumption

3izes

[iel Machine pool sizes and rates

E‘lattened type (with pool filtering on drill-down) Cocllecticon-wide memocry poocl stati:

1|

L1

Lpdac7l0: Collection Services InvestigatorLibraries: (PMR*)\Prmrl8841b4\PF0B0713\Memory pool graphs\Memeory pool graphs (for po

1 -6 of 6 objects
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PEX Analyzer — Classic analysis programs/commands removed

* We removed the classic analysis commands and programs at 7.1.
» They were the commands named G*.

= They no longer work at 7.1 because of changes to the PEX database
files.

Power is performance redefined © 2012 1BM Corporation
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PEX Analyzer — Cycles per instruction reports added

o
E

» Added reports under PEX file(s) starting points - Job statistics:
— Cycles per instruction
— Cycles per instruction rankings

e TR TR - ) A R e e ke o ke e e

-G Pmr22900p
m-Gf Pmr25673 =
m-Gf Pmr25729
-G Pmr25824

&G Pmr3si6lpx ] =0 TalkINgs : : = -

m ErrdI633 [GReads and writes rankings Feads and writes rankings for the collection
W

m POrE0578 Physical disk I/0 rankings Phyzical disk I/0=2 rankings for the collection

B — |[&|Page fault rankings Page faults rankings for the collecticon

@@ Pmr53197_0
=GR Pmrs31a7 7
- SUL tables: (EMR¥)

Diak pages allocated rankings Disk pages allocated rankings for the collection

m

- SEL tables: (EMR¥)
e fiz iDoctor Data Viewer - £1 - [PMR53197_7/CPU7/Cycl instruction - #1
o-[@ BEX file(s) starting points i WDoctor Data Viewer - #1 - | = ycles per instruction - #1]
. [-f§§ Job statistics k&l File Edit View Window Help
p— suxlllary Storage management = EI - ,| A [ﬁ v| "F:) |5QL E:-_E E
Cycles per |(Number of processes|Number of Humber of
inatruction |({primary secondary syatem
(CPI} threads) threads tasks
{JOBS) {SECTHRELDS) {TASKS)
[ 3.5854 1 113 4
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PEX Analyzer — Cycles per instruction reports added

= Cycles per instruction by thread ordered by total CPU cycles
rﬁ?&rnodor Dats Viewer - #1 - [PMR53197_7/CPU7/Cycles per instruction by thread ordered by total CPU cycles - #1] - PD—— [E=EER)

@Eile Edit Miew Window Help

2 & -8B A

Position |7 .

Cycles per instruction by thread ordered by total CPU cycles 3 X-axis (Labels)
job name/user/number: thread id (0BJIAME)

»

SERVER / QNOTES / 007516: 00000137
SERVER f QNOTES / 007516: 0000010D
SERVER /| QNOTES / 007516: 00000115
SERVER /| QNOTES / 007516: 00000157
SERVER / QNOTES / 007516: 0000011E
SERVER / QNOTES / 007516: 00000121
SERVER /| QNOTES / 007516: 00000152
SERVER /| QNOTES / 007516: 00000132
SERVER / QNOTES / 007516: 0000015F
SERVER /| QNOTES / 007516: 00000156
SERVER f QNOTES / 007516: 0000015D
SERVER / QNOTES / 007516: 0000015E
SERVER /| QNOTES / 007516: 00000151
SERVER / QNOTES / 007516: 000001386
SERVER / QNOTES / 007516: 00000130
SERVER /| QNOTES / 007516: 00000118
SERVER / QNOTES / 007516: 0000013A
SERVER / QNOTES / 007516: 00000125
SERVER / QNOTES / 007516: 00000158
SERVER / QNOTES / 007516: 00000120

m

Primary Y-axis (Bars)

I Cycles per instruction (CEI)

Flyover Fields

Lecumalated Run Cycles (QTSAPL)

Locumalated Bun Instructicns (QISAE3)
Tasks/threads included in cocllection (INCOL)
Tasks/threads not included in collection (NOTINC

Lvailable Fields

Taskcount (OBJVALUE)

Task running (CPU) time (QTSRUM)
CEU time (CEUICOT)

Job grouping type (JOBGRETYEE)

Job name/usernumber: thread Id

™
Cycles per instruction

iDocPA.mdb QAIDRGPH table SUM 99 ALTID 1 SREFMO 201; Memory - 40% used - Graph tooltips enabled (Ctrl+T) Bars1 - 20 of 116
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PEX Analyzer — Stats hier for N levels reports

= Added a new analysis and set of reports called Stats hier for N levels

i IBM iDoctor for IBM § C01039  [CAPROGRAM FILES (X86MNEMNDOCTORNDOCTOR.EXE 10/19/2013 09:31:38] CA 710-5147412 - [Idoc10: PEX-Analyze
iy yz
@ File Edit View Window Help

Al | X & |Bg AIIﬂDIPI[@]Em

. m Cravensxl? Report Folder
. E*—] DEl desecrig
EE.] Dfldatal i Stats hier with N lewvels 3QL table

EE,] Dflpex53 Stats hier with N lewels call stacks SQL table

cﬁ_ﬂ DElsar 2 lewvel summary with pom names

m

EAE—I] Dhlib 2 lewvel summary with pom: procedure

EIEE] Dhpexl 2 lewvel summary with pom, module: procedure
i — 3 level summary with pom names
SQL tables 3 level summary with pgm: procedure
m‘ Flatatats 3 level summary with pogm, module: procedure
=B Dhsh E 3 level summary with job, pom, module: procedure
-m 5QL tables 5 lewvel summary with pom names

..... PEX file(s) starting poir 2 lewel summary with call level, pgm names

——— . - Bl 2 lewvel summary with call lewvel, pgm: procedure
Bl 2 lewvel summary with call lewel, pom, module: procedure
Bl 3 lewvel summary with call level, pom names
) Bl 3 lewvel summary with call lewel, pgm: procedure
----- CEU profile .

) ) Bl 3 lewvel summary with call lewel, pogm, module: procedure

""" FEX collectlon Ziles E 3 level summary with job, call level, pgm, module: procedure
""" Jerver—side ocutput files _ |5 level summary with call level, pgm names
q == m | b Full ocpens/cloaes - 5 level summary with call lewvel, pgm names
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PEX Analyzer — Stats hier for N levels reports

* Full opens/closes — 5 level summary with call level, pgm names

m iIDoctor Data Viewer - #1 - [DHPEXL/DHSH/Full opens/closes - 5 level summary with call level, pgm names - #1]

@Eile Edit View Window Help

ﬁ" EI 7 "| A [ﬁ v| V{:} |SQL E::—_E == | L"\'_'V [@] m | i.llll.l.ll ...J “HHH E E3 E% Eﬂ" - Fasliom | |—PGD| =
PGM1 PGM2 PGM3 PGM4 PGMS Call Lewvel Times called Cumulative Cumalatiwve Calls made Calls to MI Inline
{CALLLEVEL) (CALLCOUNT) CPO Elapaed {CALIMADE) conplex CPO

us us instructions us

(COCEUUS) {CUELEUS) {CALIMICEX) {INCEUUS)
QLDBOPEN QDMCOPEN {BNXIO PGMC PGMC 14 1 38.4780 136.8780 & 4 4.1
QDBOFEN QDMCOFEN {RNXIO PFGMB PGMB 12 1 36.0820 124.4740 [ 4 3.7
QDBOFEN QDMCOFEN {RNXIO PGMA PEMA 1a 1 35.6130 121.7030 [ 4 3.7
QDBCLOSE (DMCLOSE QRNXIO QENEIO PGMB 13 1 . 3670 2.2350 0 0 .3
QDBCLOSE (DMCLOSE QRNXIO QRENXIO PGMC 15 1 . 3450 2.1700 0 0 .3
QDBCLOSE (DMCLOSE QRNXIO QRENXIO PEML 11 1 .3300 2.1440 0 0 .3
1 | m |
iDocPA.mdb QAIDRSOL table SUM 1360

. . - il - — - i
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PEX Analyzer — Taskswitch report updates

'LUG'

» Added several column descriptions.

» Added JTTHREAD (job thread/task name) to several reports near the
beginning.

» Added WAKER_JTTHREAD (waker's job thread name) where needed.

= Added EVENTDESC field to show the event info based on the new
preference.

= Also added new types of reports in 2 folders at the bottom containing
reports like:

— Disk waits summary by job/thread/enum

— Disk waits summary by job/thread/enum/object
— Bad waits summary by job/thread/enum

— Bad waits summary by job/thread/bucket

— Bad waits summary by job/thread/object/bucket
— Disk waits summary by object/enum

— Disk waits summary by object/bucket

— Bad waits summary by object/enum

— Bad waits summary by object/bucket

Power is performance redefined © 2012 1BM Corporation



IBM Power Systems .LUG’

PEX Analyzer — Page fault reports

= Added new reports for page fault events under the PEX file(s) starting
points — Page faults folder:

— Page faults by generic object name
— Page faults by object

— Page faults by object key

LGq Idoc610: PEX-Analyzer - #1

EI Pdic + |Report Folder Tree

=B Faults description |tabl
w6 SQL tables
- [i| Events

Page faulta by generic cbhject name
Page faults by chject

. Page faults by chject key
b - Job statistics

----- [E§ Taskswitch

----- - M Auxillary storage management
----- - Procedures

Power is performance redefined
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PEX Analyzer — Page fault reports

— Page faults by generic object name

- _ _
B3 iDoctor Data Viewer - #1 - [MCCARGAR/FAULTS/Page faults by generic object name - #1] [ 5
'
[&] Eile Edit View Window Help [=][=]x]
@ B - -[By A B E |4 [soL B 2L (O] (7] | b oms L0 [ EE S Bl - Positon | | »ee| = |
Generic Page Page Fault Page Fault Page Fault -
object Fault Start End End il
name {EVT_a) {EVT_a_2) OK with Error
(GENOBJNAME) {EVI_6_3) (EVI_6_4)
QTEM* 426 213 213 0
SQLS* 246 123 123 0
SQL.* 238 238 0 0
TERL* 192 148 44 0
QosE* 135 135 0 0
|| Qrye+ 57 29 28 i
|| Bl 54 27 27 i
* 39 39 0 0
QIMS* 30 15 15 0
DB E* 24 12 12 0 =
MCCR* 24 12 12 0
QYEE* 22 11 11 0
QREM* 18 g 9 0
QsQs* 17 17 0 i
PERM* 14 7 7 i
L/L* 8 4 4 0
Il go4o* & 4 4 0
| prom+ 8 3 3 0 1
HOUW* & 3 3 0
|| psor* 4 2 2 ] I
SMTR* 4 2 2 0 i
|| s¥sI* 4 2 2 i
|| QrEL* 4 2 2 i N
ENDE* 4 2 2 0
QWCC* 4 2 2 0
3 2 1 0
2 1 1 0

T1l72*
QJOB* -
iDocPA.mdb QAIDRSQL table SUM 800 |Rowsl -27 of 31 A
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PEX Analyzer — Page fault reports

— Page faults by object

.
i) iDoctor Data Viewer - #1 - [MCCARGAR/FAULTS/Page faults by object - #1 [EEN
- -

- - — -
[ File Edit View Window Help [-]=]x]
W B -® By A B B-|0O|so = 8 v (O 0 | o o Q00§85 R g gda o Position |y |6 | = |
Object name Page Page Fault Page Fault Page Fault -
{Q3GONM) Fault Start End End
(EVI_6) (EVI_&_2) 0K with Error
{EVI_&_3) (EVT_&_4)
QTEME 00519741F083E0013001 336 las 168 i} &
5QL.WORK. SFACE.XLTR 238 238 [u} 1}
SQLIWSC003 224 112 112 1}
TERRSFACE ADLCRESS 192 143 44 0
QTEMP 00519741F0850E673001 a0 45 45 1}
| 39 339 i} 0
‘ ORMSYSVAL 30 15 15 1}
'l MWS ARER DRATR SID 30 15 15 i}
DB ENGINE CONTROL 24 12 12 1}
|| M5 CREATED BLOCK 24 12 12 1}
SQLSWSCO001 22 11 11 0
QAYPEFROCISAV 20 10 10 1}
QRYPEEVENTSAV 16 a 2 0
FERM DIR SID RANGE 14 7 7 1}
QARFMJOBMI Q060000102 14 7 7 1}
MCCRRGAR 12 & & 0
l QRSPC0000250 g g 0 1} i
QYPESVEG 2 4 4 0
||| /L RRNGE 1 g 4 4 a
|| XYPERUNT FAULTS 7 4 3 i} i
|| @SRSFCOBO000000E 7 7 [u} 1} i
I QAYPEIMET 3AV [ 3 3 1}
I QYPEENLP 3 3 3 0 i
HOUNDS & 3 3 1}
|| RRSECO000221 [ & i} 0
QRSPCO000262 3 & [u} 1}
QRSECO000263 3 & [i} i} -

|Rows1 - 27 of 122 A
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PEX Analyzer — Convert HEX values preference

» Added a preference to avoid converting hex values to decimal which if
used will improve performance.

= If the option is used to show the values as HEX the column descriptions
will indicate this.

» Placing your mouse over any of these hex values will show the decimal
value in the flyover.

Preferences

]

Scheduling ] Confirm ]

SQL = ] Miscelaneous ]
Display ] Clipboard ] File

Send to IBM
PEX-Analyzer l Job Watcher ] VOS5 Investigator

[v Hide Classic analysis options at 5.4 and 5.1

[ Convert hex values to decimal in these analyses: (IFS, Opens, LDIO, SR, Data areas)

iz} iDoctor Data Viewer - #1 - [MCCOPEN/LDIOPENS/Logical database 1/0 event details - #1] -

i
[& File Edit View Window Help
= & B - A R - ¥ |saL Position |f1 6| X
QRECHN in Operation File Name |Library Member Bequested Option Num of Hey Key Length |Num Recs Relatiwve Member Exce)
QAYPE=* BAbbrewv. {FNAME ) Name Name Format List Fields {hex) Processed Rec Number |HNumber 1D
Files {MODULE) {LNAME ) {MMNAME ) Name Contents {hex) (KEYLEN]) {hex) {hex) {hex) Retu:
{QRECH) {FMTHAME ) {OPTLIST) (NUMEFLD) {NUMRECPRC) {RECEEN) {MERNER) {EXTI
23 GIS SYSIHADV Q5Y52 SYSIXADV 03030040 aa oo 00000000 00000000 0000 CPFZ
&7 EUT SYSTIHADWV RSY52 SYSTHADV FORMRTOO001 40404040 ] oo 00000001 |xﬂﬂﬂﬂl?2A = 5930 |
25 GIS SYSIHADV Q5¥52 SYSIHADV FORMATOO001 03030040 ] 0o 00000001 00000000 0001
147 TED SYSTIHADV Q3Y52 SYSIXADV 40404040 ] 0o 00000001 00000054 0ooo
148 GIS SYSTIHADV Q3Y52 SYSIXADV 03030040 ] 0o 00000000 00000000 0ooo CPFE
2nd =TS . c:vcc'rin'v.r Nava? c:vma‘v.rf_ F'r.nvannm nanannan nn nn AnNnnNnnn ANNAnann nnna
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PEX Analyzer — TPROF analysis — MCLI options

= Added MCLI options within the TPROF analysis reports under the
following folder:

— Hits by SDAR
— Hits by SDAR/seize object

Note: If the folders are not shown or do not contain anything then you do not
have the required PEX definition needed to produce the required data.

Power is performance redefined
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Special notices

This document was developed for IBM offerings in the United States as of the date of publication. IBM may not make these offerings available in
other countries, and the information is subject to change without notice. Consult your local IBM business contact for information on the IBM
offerings available in your area.

Information in this document concerning non-IBM products was obtained from the suppliers of these products or other public sources. Questions
on the capabilities of non-IBM products should be addressed to the suppliers of those products.

IBM may have patents or pending patent applications covering subject matter in this document. The furnishing of this document does not give
you any license to these patents. Send license inquires, in writing, to IBM Director of Licensing, IBM Corporation, New Castle Drive, Armonk, NY
10504-1785 USA.

All statements regarding IBM future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives
only.

The information contained in this document has not been submitted to any formal IBM test and is provided "AS IS" with no warranties or
guarantees either expressed or implied.

All examples cited or described in this document are presented as illustrations of the manner in which some IBM products can be used and the
results that may be achieved. Actual environmental costs and performance characteristics will vary depending on individual client configurations
and conditions.

IBM Global Financing offerings are provided through IBM Credit Corporation in the United States and other IBM subsidiaries and divisions
worldwide to qualified commercial and government clients. Rates are based on a client's credit rating, financing terms, offering type, equipment
type and options, and may vary by country. Other restrictions may apply. Rates and offerings are subject to change, extension or withdrawal
without notice.

IBM is not responsible for printing errors in this document that result in pricing or information inaccuracies.

All prices shown are IBM's United States suggested list prices and are subject to change without notice; reseller prices may vary.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

Any performance data contained in this document was determined in a controlled environment. Actual results may vary significantly and are
dependent on many factors including system hardware configuration and software design and configuration. Some measurements quoted in this
document may have been made on development-level systems. There is no guarantee these measurements will be the same on generally-
available systems. Some measurements quoted in this document may have been estimated through extrapolation. Users of this document
should verify the applicable data for their specific environment.

Revised September 26, 2006
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Special notices (cont.)

IBM, the IBM logo, ibm.com AlX, AIX (logo), AIX 5L, AIX 6 (logo), AS/400, BladeCenter, Blue Gene, ClusterProven, DB2, ESCON, i5/0S, i5/0S (logo), IBM Business
Partner (logo), IntelliStation, LoadLeveler, Lotus, Lotus Notes, Notes, Operating System/400, OS/400, PartnerLink, PartnerWorld, PowerPC, pSeries, Rational, RISC
System/6000, RS/6000, THINK, Tivoli, Tivoli (logo), Tivoli Management Environment, WebSphere, xSeries, z/OS, zSeries, Active Memory, Balanced Warehouse,
CacheFlow, Cool Blue, IBM Systems Director VMControl, pureScale, TurboCore, Chiphopper, Cloudscape, DB2 Universal Database, D S4000, DS6000, DS8000,
EnergyScale, Enterprise Workload Manager, General Parallel File System, , GPFS, HACMP, HACMP/6000, HASM, IBM Systems Director Active Energy Manager,
iSeries, Micro-Partitioning, POWER, PowerExecutive, PowerVM, PowerVM (logo), PowerHA, Power Architecture, Power Everywhere, Power Family, POWER Hypervisor,
Power Systems, Power Systems (logo), Power Systems Software, Power Systems Software (logo), POWER2, POWER3, POWER4, POWER4+, POWERS5, POWERS5+,
POWER6, POWER6+, POWER7, System i, System p, System p5, System Storage, System z, TME 10, Workload Partitions Manager and X-Architecture are trademarks
or registered trademarks of International Business Machines Corporation in the United States, other countries, or both. If these and other IBM trademarked terms are
marked on their first occurrence in this information with a trademark symbol (® or ™), these symbols indicate U.S. registered or common law trademarks owned by IBM at
the time this information was published. Such trademarks may also be registered or common law trademarks in other countries.

A full list of U.S. trademarks owned by IBM may be found at: http://www.ibm.com/legal/copytrade.shtml.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or
other countries.

AltiVec is a trademark of Freescale Semiconductor, Inc.

AMD Opteron is a trademark of Advanced Micro Devices, Inc.

InfiniBand, InfiniBand Trade Association and the InfiniBand design marks are trademarks and/or service marks of the InfiniBand Trade Association.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered
trademarks of Intel Corporation or its subsidiaries in the United States and other countries.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency which is now part of the Office of Government Commerce.
Java and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.

Linear Tape-Open, LTO, the LTO Logo, Ultrium, and the Ultrium logo are trademarks of HP, IBM Corp. and Quantum in the U.S. and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries or both.

Microsoft, Windows and the Windows logo are registered trademarks of Microsoft Corporation in the United States, other countries or both.

NetBench is a registered trademark of Ziff Davis Media in the United States, other countries or both.

SPECint, SPECfp, SPECjbb, SPECweb, SPECjAppServer, SPEC OMP, SPECviewperf, SPECapc, SPEChpc, SPECjvm, SPECmail, SPECimap and SPECsfs are
trademarks of the Standard Performance Evaluation Corp (SPEC).

The Power Architecture and Power.org wordmarks and the Power and Power.org logos and related marks are trademarks and service marks licensed by Power.org.
TPC-C and TPC-H are trademarks of the Transaction Performance Processing Council (TPPC).

UNIX is a registered trademark of The Open Group in the United States, other countries or both.

Other company, product and service names may be trademarks or service marks of others.
Revised December 2, 2010
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Notes on benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should

consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For
additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark
consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at hitp://www.ibm.com/systems/p/hardware/system_perf.html..

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, the latest
versions of AIX were used. All other systems used previous versions of AIX. The SPEC CPU2006, LINPACK, and Technical Computing benchmarks were compiled using
IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C for

AIX v11.1, XL C/C++ for AIX v11.1, XL FORTRAN for AIX v13.1, XL C/C++ for Linux v11.1, and XL FORTRAN for Linux v13.1.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

TPC

SPEC

LINPACK

Pro/E

GPC

VolanoMark

STREAM

SAP

Oracle, Siebel, PeopleSoft
Baan

Fluent

TOP500 Supercomputers
Ideas International
Storage Performance Council

http://www.tpc.org

http://www.spec.org

http://www.netlib.org/benchmark/performance.pdf

http://www.proe.com

http://www.spec.org/gpc

http://www.volano.com

http://www.cs.virginia.edu/stream/

http://www.sap.com/benchmark/

http://www.oracle.com/apps_benchmark/

http://www.ssaglobal.com

http://www.fluent.com/software/fluent/index.htm

http://www.top500.0org/

http://www.ideasinternational.com/benchmark/bench.html

http://www.storageperformance.org/results

Power is performance redefined
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IBM Power Systems

Notes on HPC benchmarks and values

The IBM benchmarks results shown herein were derived using particular, well configured, development-level and generally-available computer systems. Buyers should
consult other sources of information to evaluate the performance of systems they are considering buying and should consider conducting application oriented testing. For
additional information about the benchmarks, values and systems tested, contact your local IBM office or IBM authorized reseller or access the Web site of the benchmark
consortium or benchmark vendor.

IBM benchmark results can be found in the IBM Power Systems Performance Report at http://www.ibm.com/systems/p/hardware/system_perf.html..

All performance measurements were made with AIX or AIX 5L operating systems unless otherwise indicated to have used Linux. For new and upgraded systems, the latest
versions of AIX were used. All other systems used previous versions of AIX. The SPEC CPU2006, LINPACK, and Technical Computing benchmarks were compiled using
IBM's high performance C, C++, and FORTRAN compilers for AIX 5L and Linux. For new and upgraded systems, the latest versions of these compilers were used: XL C for
AIX v11.1, XL C/C++ for AIX v11.1, XL FORTRAN for AIX v13.1, XL C/C++ for Linux v11.1, and XL FORTRAN for Linux v13.1. Linpack HPC (Highly Parallel Computing)
used the current versions of the IBM Engineering and Scientific Subroutine Library (ESSL). For Power7 systems, IBM Engineering and Scientific Subroutine Library (ESSL)
for AIX Version 5.1 and IBM Engineering and Scientific Subroutine Library (ESSL) for Linux Version 5.1 were used.

For a definition/explanation of each benchmark and the full list of detailed results, visit the Web site of the benchmark consortium or benchmark vendor.

SPEC
LINPACK
Pro/E

GPC
STREAM
Fluent
TOP500 Supercomputers
AMBER
FLUENT
GAMESS
GAUSSIAN
ANSYS

ABAQUS
ECLIPSE

MM5
MSC.NASTRAN
STAR-CD
NAMD
HMMER

http://www.spec.org

http://www.netlib.org/benchmark/performance.pdf

http://www.proe.com

http://www.spec.org/gpc

http://www.cs.virginia.edu/stream/

http://www.fluent.com/software/fluent/index.htm

http://www.top500.0rg/

http://amber.scripps.edu/

http://www.fluent.com/software/fluent/flsbench/index.htm
http://www.msg.chem.iastate.edu/gamess

http://www.gaussian.com

http://www.ansys.com/services/hardware-support-db.htm

Click on the "Benchmarks" icon on the left hand side frame to expand. Click on "Benchmark Results in a Table" icon for benchmark results.
http://www.simulia.com/support/v68/v68_performance.php
http://www.sis.slb.com/content/software/simulation/index.asp?seg=geoquest&
http://www.mmm.ucar.edu/mmb5/
http://www.mscsoftware.com/support/prod%5Fsupport/nastran/performance/v04 _sngl.cfm
www.cd-adapco.com/products/STAR-CD/performance/320/index/html
http://www.ks.uiuc.edu/Research/namd

http://hmmer.janelia.org/ Revised December 2, 2010
http://powerdev.osuosl.org/project/hmmerAltivecGen2mod
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http://www.cd-adapco.com/products/STAR-CD/performance/320/index/html
http://www.ks.uiuc.edu/Research/namd
http://hmmer.janelia.org/
http://powerdev.osuosl.org/project/hmmerAltivecGen2mod
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Notes on performance estimates

rPerf for AIX

rPerf (Relative Performance) is an estimate of commercial processing performance relative to other IBM UNIX
systems. It is derived from an IBM analytical model which uses characteristics from IBM internal
workloads, TPC and SPEC benchmarks. The rPerf model is not intended to represent any specific public
benchmark results and should not be reasonably used in that way. The model simulates some of the
system operations such as CPU, cache and memory. However, the model does not simulate disk or
network I/O operations.

» rPerf estimates are calculated based on systems with the latest levels of AIX and other pertinent software
at the time of system announcement. Actual performance will vary based on application and configuration
specifics. The IBM eServer pSeries 640 is the baseline reference system and has a value of 1.0. Although
rPerf may be used to approximate relative IBM UNIX commercial processing performance, actual system
performance may vary and is dependent upon many factors including system hardware configuration and
software design and configuration. Note that the rPerf methodology used for the POWERG6 systems is
identical to that used for the POWERS systems. Variations in incremental system performance may be
observed in commercial workloads due to changes in the underlying system architecture.

All performance estimates are provided "AS IS" and no warranties or guarantees are expressed or implied by
IBM. Buyers should consult other sources of information, including system benchmarks, and application
sizing guides to evaluate the performance of a system they are considering buying. For additional
information about rPerf, contact your local IBM office or IBM authorized reseller.

CPW for IBM i

Commercial Processing Workload (CPW) is a relative measure of performance of processors running the IBM
i operating system. Performance in customer environments may vary. The value is based on maximum
configurations. More performance information is available in the Performance Capabilities Reference at:
www.ibm.com/systems/i/solutions/perfmgmt/resource.htmi Revised April 2, 2007
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