IBM Power Systems

IDoctor What's New Oct 2011 — Feb 2012

(iDoctor GUI Builds 887-912)

for Business

Ron McCargar
iIDoctor Development

Power your }}3'1{31 net. ©2012 IBM Corporation



IBM Power Systems

IDoctor resources

IDoctor e-mail list: usage tips, build updates, PTF info
Send join requests to mccargar@us.ibm.com

IDoctor update history: embedded into the GUI. Tip: Search the
update history on the area of interest to see if your question is
answered there.

YouTube Channel (20+ videos):

IBM i 7.1 Technical Overview — Covers all updates from 6.1 GAto 7.1
GA:

iDoctor Forum:
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http://www.youtube.com/user/IBMiDoctor?feature=mhum
http://www.redbooks.ibm.com/redbooks.nsf/RedpieceAbstracts/sg247858.html?Open
http://www.ibm.com/developerworks/forums/forum.jspa?forumID=871

IBM Power Systems

Oct-Feb 2012 — New Builds

Latest builds released in November 2011 and again on March 2"d, 2012.

Generally try to do 4 major updates a year.
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Oct-Feb 2012 - Overview

Current Focus Areas

Enhancements to Collection Services Investigator (CSI)

(12x loops, IASP Bandwidth analysis, seizes and locks graphs, etc)

Transfer Function
Remote SQL/Command Status View Enhancements

Miscellaneous:

(PEX analysis updates, collection scheduling, run default analyses option, etc)
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Oct-Feb 2012— Current Focus Areas

Making users more productive (always our #1 goal!)

Enhancing Collection Services Investigator

There always seems to be more files/data to analyze

External storage
Server-side VIOS data collection enablement

(due to issues, we may transition back to a non-native solution using NMON Investigator for analysis)

Plan Cache Analyzer Updates

This component might become IBM external (part of Job Watcher) soon.
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Oct-Feb 2012 — CSI - IASP Bandwidth Analysis

New analysis added to CSI to help a user determine if the system
would be a good candidate for moving their workloads to Independent

ASPs.

This is based on an Excel Spreadsheet created by David Frost in Lab
Services.

Additional changes are expected soon to this analysis (waiting on
feedback from Lab Services.)
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Oct-Feb 2012 — CSI - IASP Bandwidth Analysis

Right-click the collection and use the menu to kick off the analysis.

—- e ———— |::: (TR T L ST PRI T Y P S W E TN W L)

|_‘_| @ 03200¢ = Object Type Descripti

<[ SQL ESaIE Segment Type Descript
: - Wait Analyzes r Analyze Collection...
CET :

4
- Memo fRabeapie Run Cellection Summary
3
. 1o CPU graphs Run System Configuration
: 3
- 530 Memory pool graphs Run Situational Analysis
-G Dis YO graphs r .
: 03 Run Historical Summary
"'Iﬂi 13 550 candidate screening * i
1FS Dick . _ Fun IA5F Bandwidth
: 3
(-] Comm isk configuration Run Create Job Summary
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Oct-Feb 2012 — CSI - IASP Bandwidth Analysis

When prompted, fill in the desired compression rate, bandwidth values
(in megabits per second) and ASPs to include in the report and press

|1ze these optionz to zet the compreszion rate and desired bandwidth settings:

Compression rate:

’ull spztem |522
bandwidth:

[45P bandwidth: |3‘| 1

ASP filkering [zelect A5Ps to include]: Select Al |

= |

k. I Cancel
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Oct-Feb 2012 — CSI - IASP Bandwidth Analysis

The analysis will run, refresh the collection and the new “IASP
bandwidth estimations” folder will appear.

2L gefrdata [ SQL tables
- SOL tables [ Wait graphs Collection-wide wait bucket summary graphs
[]---Gﬂ Qo032000102 CI—‘U graphs Collection-wide CPU and CPU gqueueing
[]...Gﬁ Q031000102 I‘.’emc:mr pocl graphs Collection-wide memory pool statistics
[]___f@ Q030000102 I,.-‘C- graphs Collection-wide I/0 activity
[]"'Gﬁ Q023000102 | SSI) candidate screening High-lewel options determine if this system might be & good candidate for 33D
[]"'@ 0022000102 Z):'Lsk configuration Information about the aystem's disk configuration
Disk graphs Collecticn-wide disk activity
[]---@ Q0z7000102 [ IFS graphs Collection-wide IFS activity
EJ---@ Qo26000102 Communications graphs Collection-wide communications activity
E]---Gﬁ RO25000102 [ Other grapha Collection-wide transactions, state transitions, others
&

]f@ Q024000102 = J*ﬂ{ graphs Collection-wide J9 JVM graphs (IBM Technology for Java)

[]...Eﬁ Q023000103 -@ — - ection-wide wvirtual I/0 graphs by device type and rankings by device name
[]‘"E:ﬂ Suplib0l IASP bandwidth eatimationa Con ain the reporta for the IASP Bandwidth Analysia

[]"'E}_l] Suplibl o —— ection Services Investigator output files for this collection
[]"'E‘T_‘] ¥stgd T.Tse defined gueries Reports defined previcusly owver Collection Services data

H- ! Historical summaries —
i@ 5QL tables

]---@ Browse collecticons

]EE] C5 ocbjects

0.7 Suner cnllectinna l 3.
< | | < |

1 K

G| Usgf-defined graphs Grapha defined previously ower Collection Services data

i WO IO O e IO o

1 | »

BB Remote SQL Statement Status /

System E— i SQL Statement

\/IdCCTlﬂ IASP Bandwidth analysis created successfully fof collection Q032000102 (1.404 seconds) CALL QIDRGUI/QIDRCSIASE ('QPFRODATZ', 'Q032000102', '1.5", "6
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Oct-Feb 2012 — CSI - IASP Bandwidth Analysis

10

Expand the new folder and open the desired reports.

e
ﬁ:;"." iDactor Data Viewer - #1 - [Idoc710/QPFRDATA/QO32000102/TA5P bandwidth cverview

il File Edit View Window Help

M| o] (O] 1 oo e o | P [ ] | = |

| B0 & - Bala| BB O

IASP bandwidth overview

1000
900

800
700

600
500
400

300

Bandwidth {megabits per second)

200

100

/

LI

(

[7] 00:35:00.000 — >

[1] 00:05:00.000 ]
(3] 00:15:00.000 |
(5] 00:25:00.000 |
[9] 00:45:00.000 |

[11] 00:55:00.000

[13] 01:05:00.000

[15] 01:15:00.000

[17] 01:25:00.000

[19] 01:35:00.000

[21] 01:45:00.000 —

[23] 01:55:00.000 —

[25] 02:05:00.000 —

[27] 02:15:00.000 —

[29] 02:25:00.000 —

[31] 02:35:00.000 —
[33] 02:45:00.000 —
[35] 02:55:00.000 —
[37] 03:05:00.000 —
[39] 03:15:00.000 —
[41] 03:25:00.000 —
[43] 03:35:00.000 —
[45] 03:45:00.000 —

[Interval] - end time (Collected interval size)
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X-axis (Lakels)
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Graph control memaory - 2.50% used - Graph tooltips enabled (Ctrl+T)
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Oct-Feb 2012 — CSI - 12x loops and 1/O hubs

11

In the Collection Services Investigator component under the
Communication graphs folder.

IDoctor support to graph the 12x loop data has been available since
July 2011 (client 863). On builds earlier than 887 look in the “RIO HSL
loop graphs” folder.

For the latest updates client 888 or higher (released October 2011) is
required. The subfolder name with this build is “12x loops and I/O
hubs”.

Note: The folder will only appear if data has been collected in file
QAPMBUSINT.

P.S. The location may change again in the future based on
suggestions... (under “hardware graphs™?)

© 2012 IBM Corporation
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Oct-Feb 2012 — CSI - 12x loops and 1/O hubs

i) Ratsisb: Collection Services Investigator - #1

M- SQL tables
-3 Q269000003
=8 q2e9000007
M- SQL tables
Wait graphs
System graphs (HMC)
CEU graphs
Memory pool graphs
I/0 graphs
Disk configuration
Disk graphs
IFS graphs
EI Communications graphs

BB 12x loops and I/0 hubs

! [-FE Socket IF0 totals rankings

m

Beport description

fin] Surmarized loops/hubs traffic

fu] Surmarized 12x loops traffic Summarizes the Innp data
fiu] Surmarized I/0 hub traffic over time.

fiu] Total traffic breakdown

fiu] 5end and receive traffic breakdown

fu] 12x loops traffic breakdown

fu] I/0 hub traffic breakdown

@ Ranking="=Ranks each loop/port by throughput

Advam::ed

\Lnstead of summarizing the loop data, shows every loops
ata over time. Great for a small number of loops but
gets cumbersome on 16 or more loops.

= Contains 3 styles of graphs: Summarized, rankings and advanced (shows

all loops/ports over time)

= The 7 summarized graphs provide drill downs into 7 ranking graphs for

the desired time period.

12
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Oct- Feb 2012 — CSIl — Summarized loops/hubs trafflc
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Maximum loop utilization
Average loop utilization
Total receives utilization

m

Flyowver Fields
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[Interval] - timestamp
Collection name
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L 2

Graph control memeory - 3% used - Graph tooltips enabled (Ctrl+T)

Bars1 - 100 of 288

= Simply shows sends and receives throughput for loops and hubs (if
available, hubs not shown in this data).
= Y2 shows utilization rates
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Oct-Feb 2012 — CSI -

Summarized 12x loops traffic

E‘l iDoctor Data ‘ul'iewer #1 - [RaBlsbﬁBLUG.’QZEQOﬂUDO?fSummanzed 12x loops traffic - #2]_
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=] 10 BUSCOUNT
£ 600 BUSPORTCOUNT
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a a a a a a a a a = a a = a a a [ Situation ID
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m | 3

Bars1 - 100 of 288

= Same as previous, but does not show I/O hubs
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Oct-Feb 2012 — CSI - Summarized I/O hub traffic
rl‘l‘:;‘.‘ iDoctor Data Viewer - #1 - [_lszﬁ;lmﬂc_)_mc_)c;summaﬁzéi Liom traffic -#1]- . Elﬂlﬂﬂ

il File Edit View Window Help =[x
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12000 Summarized V0 hub traffic 120 X-axis (Labels) —
[Interval] - end time (Collected interwval
11000 110 Primary Y-axis (Bars)
10000 100 [ 1/0 hub send throughput (megabytes/second)
I I/0 hub receive throughput (megabytes/secc I
i 9000 90 Secondary Y-axis (Lines) |
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3000 80 N ; e
] Maximum loop utilization
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~ —_
S 5000 50 F=
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! —
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Graph control memery - 12.51% used - Graph tooeltips enabled (Ctrl+T) Bars1-17 of 17

= Same as Summarized loops/hubs traffic graph but only shows the 1/O
hubs
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Oct-Feb 2012 — CSI - Total traffic breakdown
[l‘l‘\‘;‘.‘ iDoctor Data Viewer - #1 - [Ratsisb/SBLUG3/Q268000007/Total traffic breakdown - #1“ ] o5 e ]|
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= 22 E
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A00 Collection name
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E E E E E E E E E E E E E E E E E E Receive thruput (megabytes/second)
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= = = = = = = = = = = = = = = = [=T- 1 12x loop send thruput (megabytes/second)
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< y | mmecerve mmueor -
Graph control memory - 7% used - Graph tooltips enabled (Ctrl+T) Bars1 - 100 of 288
h — —

= Shows sends and receives throughput for both loops and hubs broken
down into 8 different “throughput” buckets.
= Useful if there are a large number of loops/hubs
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Oct-Feb 2012 — CSI - Send and receive traffic breakdown
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= Graphs sends and receives (for both loops and hubs) into 8 throughput
buckets each.
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Oct-Feb 2012 — CSI - 12x loops traffic breakdown
[ iDoctor Data Viewer - #1 - MBisbﬁBLUG3M2€Wﬂh loops traffic breahdwn]_i ‘ o o [ |
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= Graphs sends and receives for 12x loops into 8 throughput buckets.
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Oct-Feb 2012 — CSI - I/O hub traffic breakdown
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= Graphs sends and receives for 1/O hubs only into 8 throughput buckets.
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Oct-Feb 2012 — CSI — 12x loops rankings graph example
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| ]|
[
lIn

T |
[

ﬁEile Edit View Window Help
= - - A - £ sa

12x loops traffic breakdown: From 02:15:05 am to 02:20:00 am

190 3 Hardware number and port
180 Primary Y-axis (Bars)
170 [ send throughput (0-1 megabytes/second)
[ Ssend throughput (1-10 megabytes/second)
160 [ send throughput (10-30 megabytes/second)
150 I send throughput (30-50 megabytes/second)
Il Send throughput (50-100 megabytes/second)
%‘1 A0 I sSend throughput (100-250 megabytea/second)
g [ 1 Receive throughput (0-1 megabytes/second)
0130 [ Receive throughput (1-10 megabytes/second)
3 2 [ Receive throughput (10-30 megabytes/second)
‘6120 [ Receive throughput (30-50 megabytes/second)
‘E‘HO E I Receive throughput (50-100 megabytes/second)
[ %100 E Secondary Y-axis (Lines) E
9 = 12x loops maximum loop utilization
£ an g Iwverage loop utilization
:,' 80 b — Awverage receives utilization
g_ i“ = Lwerage sends utilization I
'5 70 Flyover Fields
g 60 1 Type of hardware
=
£ 50 Availeble Fields
Minimum interwval timestamp
40 Maximum interwval timestamp
30 Number of QRFMBUSINT file errors
S Situation ID
20 T Total thruput (megabytes/second)
1 Send thruput (megabytes/second)
10 bt =t || Receiwve thruput (megabytes/second)
0 <) 0 12x leoop send thruput (megabytes/second)
I I I I I I I I I I I I I I I I I | I I I I I I I I 12x loop receiwve thruput (megabytes/second)
0O 0O 0 - — — O 0O 0O 0 — O 0O - O = = ™= — ™ — O — — O O O O — — =— =
T T = = T =S TR HSEND_THRUPUT
= = R R I I I T T R T T T T = A A R R R B < I HRECEIVE_THRUEUT
e s e e e e e THRUFUT1
I Hardware number and port THRUEUTZ
THRUFUT3 -

Graph control memory - 19.68% used - Graph tooltips enabled (Ctrl+T) Bars1 - 64 of 64

= Ranks the loops by total throughput. From here a user can right-click and
drill down again to see the loop data over time.
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Oct-Feb 2012 — CSI - 12x loops traffic for single loop

ﬁEile Edit View Window Help

| = = - ~| Bzl A = - 43| saL

(@)

f — — B
| Position 1 o

- || & =%

-
220 12x loops traffic breakdown for 19240 K-axis (Labels) T
210 [Interval] - end time (Cocllected interwval size)
200 Primary Y-axis (Bars)

[ 12x loops send throughput (0-1 megabytes/second)

190 [ 12x loops send throughput (1-10 megabytea/second)

180 [ 12x loops send throughput (10-30 megabytes/secont
3

=170 I 12x loops send throughput (30-50 megabytes.-"secc:n::

o B 1:2x loops send throughput (50-100 megabytes/secor

c

0160 B 1:x loops send throughput (100-250 megabytes/sect

o [ 12x loops receive throughput (0-1 megabytes/secor

@

_‘2140 [ 12x loops receive throughput (1-10 megabytes/sect

g @@ 12x loops receive throughput (10-30 megabytea/sec

‘;130 g [ 12x loops receive throughput (30-50 megabytesa/sec

%120 2§ I 1:2x loops receive throughput (50-100 megabytes/ac

9110 g‘ Secondary Y-axis (Lines) B

E_‘] 00 3 mmmm= 12x loops total utilization

- -] = 12x loops maximum loop utilization

3 90 = A

o 12x loops average loop utilization

-g 80 = 12x loops total receiwves utilization

3 70 12x loops total sends utilization

[=]

H 60 1 Flyover Fields

F 50

40 Ivailable Fields
[Interval] - timestamp
30 Collection name
20 Minimum interval timestamp
10 Maximum interwval timestamp
BUSCOUNT
0 0 BUSPORTCOUNT
= = = = = = = = = = = = = = = = = = Total thruput (megabytes/second)
f g g g g g g g g g g g g g g g g g Send thruput (megabytes/second)
o o o o o o o o o o o o o o o o o m Receive thruput (megabytes/second)
= 2 8 % 8 % 8 % 8 % 8 % 8 % 8 % 8 ,G’_ 12x loop total thruput (megabytes/second)
o o = = o o = = = = B B 5 5 = = z £ 12x loop send thruput (megabytes/second)

4 | i

L=} L=} L=} L=} L=} L=}
[Interval] - end time (Collected interval size)

12x loop receiwve thruput (megabytes/second)
HTOTAL THRUFUT -

1 | 2

Graph control memory - 31.68% used - Graph tooltips enabled (Ctrl+T)

= Graphs the single loop over time.

21
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Oct-Feb 2012 — CSI — 12x loops advanced graph example
("2 iDoctor Data Viewer - #1 - [Ratsisb/SBLUG3/Q269000007/Detailed 12x loop totals with 50 MB/sec filter - #1_-:- =l |

i File Edit View Window Help - & %
@@ |6 & -] B ' = B=

X-axis (Labels) —

[Interval] - end time (Cocllected interval size) I

IBM Power Systems

»

Primary Y-axis (Bars)

[all <= 50 MBs/sec total throughput] Total throughput (m
[1926-0] Total throughput (megabytes/second)
[1832-1] Total throughput (megabytes/seccond)
[1940-0] Total throughput (megabytes/seccond)
[1941-0] Total throughput (megabytes/seccond)
[1850-0] Total throughput (megabytes/second)
[1851-0] Total throughput (megabytes/seccnd)
[1928-0] Total throughput (megabytes/seccond)
[1832-0] Total throughput (megabytes/second)
[1839-0] Total throughput (megabytes/seccond)
[1851-1] Total throughput (megabytes/second)
[1925-1] Total throughput (megabytes/second)
[1945-1] Total throughput (megabytes/second)
[1920-0] Total throughput (megabytes/seccnd)
[1920-1] Total throughput (megabytes/seccond)
[1821-0] Total throughput (megabytes/second)
[1833-0] Total throughput (megabytes/seccond)
[1933-1] Total throughput (megabytes/second)
[1837-0] Total throughput (megabytes/second)
[1837-1] Total throughput (megabytes,/second)
[1942-0] Total throughput (megabytes/second)
[1942-1] Total throughput (megabytes/seccond)
[1944-0] Total throughput (megabytes/second)
[1940-1] Total throughput (megabytes/seccond)
[1850-1] Total throughput (megabytes/second)
[1948-0] Total throughput (megabytes/seccnd)
[1925-0] Total throughput (megabytes/seccond)

m

|
i

]
[a i

—

LN RC o mERTEE e e AT foTE ] (HENIETHENIE

8558555885885 E55886888E585585E8658858E8E888E8688¢588888¢8 [1936-0] Total throughput (megabytes/second)
§580g80068680086800800080808080680800886880860808008085888486808888088888848
5588855858558585858585833855838858658585388885388585888853 [1945-0] Total throughput (megabytes/second)
Bl A E 0 PR aBR 0B R0 R80T RARE3 AR 882RARECY [1947-0] Total throughput (megabytes/second)
8858885555558 888 8000000023333 3588885858588858855555588 [1935-0] Total throughput (megabytes/second)
EEEEEFFERO LN GR L NOR g 00LE LR o0 E PR R RO [1924-0] Total throughput (megabytes/second)
_____ 0 O N N e M P i P (s < M I N O S S - O 0 [1936-1] Total throughput (megabytes/second)
[Interval] - end time {Collected interval size} [1547-1] Total throughput (megabytes/second)
[1923-01 Total throughput (megabvtes/second) i
4| m | RN m | 3
Graph control memory - 47% used - Graph tooltips enabled (Ctrl+T) Bars1 - 100 of 288

= These graphs show every loop/hub (above the filter threshold) over time.
= On some systems this works well, on others there are simply too many.

22 FOWeI VOl pidrnel © 2012 IBM Corporation



IBM Power Systems

Oct-Feb 2012 — CSI Create Job Summary Analysis

The Create Job Summary analysis will now utilize file QAPMJOBWTG
to provide more accurate wait bucket times for intervals where
jobs/threads did not use CPU.

The job duration calculation is also more accurate now.

23 © 2012 IBM Corporation
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Oct-Feb 2012 — Application Properties changes

The iDoctor application properties - General tab, now provides the
following additional information:

g} 18M iDoctor for IBM i - Properties - [doc610 I (ool S

1. iDoctor.exe date and tIMe | gea | guor cios s | severcortpwotn|

2. 1Doctor.exe location et o B o it
: iDoctor for IBMj ' e ot e e
3. Client access VRM and et Versn Fomaton
service pack level Buid timestamp: 01/27/2012 10:01:06 ],
- System i Access: 710-5142424
4. Access codes last applied. e 3.
C:\Program Fies (c86)\bm\iDoctor\iDoctorexs 2,

Server Version Information:

System: IdocB10 O5: VER1MO

Build 500155

Build timestamp: 2011-11-14-11.24.11

PEX access code: BCO7544CAF 4

JW access code: DCB3DE42A1 "
IEHiDcu:torfurIEMi

Licensed Materials - Property of IBM
(C) Copyright IBM Comp. 2000, 2012 All Rights Reserved

|IEM iz a trademark of Intemational Business Machines.

Copy OK | cace | He

© 2012 IBM Corporation

24



IBM Power Systems

Oct-Feb 2012 — Plan Cache Analyzer Updates
Made the following changes/enhancements to Plan Cache Analyzer:

1. Plan cache snapshots can now be created using the GUI. Right-
click the Plan Cache Analyzer icon and use the Create Plan Cache
Snapshot menu.

2. Renamed the Start Plan Cache Collection menu/wizard to "Create
Plan Cache Dump"

3. The server-side output files folder under a snapshot now correctly
contains the snapshot table.

4. Added a search function over Plan Cache dumps.

25 © 2012 IBM Corporation
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Oct-Feb 2012 — SQL Editor supports multiple statements

The SQL Editor can now run multiple SQL statements at once as long
as the following rules are followed:

1. Each statement ends with a semicolon.

2. Ifresults are desired to be displayed in the table or graph, then the
last SQL statement should be a SELECT or WITH statement.

This can be useful if calling a stored procedure or creating aliases
before executing a SELECT statement.
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Oct-Feb 2012 — PTF Checking

The Check PTFs menu option from the list of connections will now also
check for the latest Performance Group PTF levels at 5.4 and higher
systems.

PEX Iknalyzer Belational

access database

| expires name
Default WVSR3MO HNever
Default WVSE4MO HNever

| |zdocsio Default VGRIMO Never Start FTP Session

- e N e B T e By I St

* |

Job Watcher|Description|ASP

Connect

Set Default Signon
Check Expiration Dates
Check PTFs

[T [ [ o R 1

2z Power your planet. © 2012 IBM Corporation
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Oct-Feb 2012 — Data Viewer Preferences

Added a set of preferences on a new tab called "Data Viewer".

This contains several preferences, some being moved from the Job

Watcher and Miscellaneous tabs.
Preferences @1

L e —
Dizplay ] Clipboard ] File PEX-Analyzer ] Job Watcher ] Scheduling
Confirm I SaL Data Viewer ] Miscellaneous

[ Always open new reports into an existing Data Viewer (f available}

[¥ Maxmize reports opened into Data Viewers.

[+ Display advanced reporting options fwhen available)

I [— Auto-efresh reports for active collections every N seconds. 55 |

(5 - 10000)
[~ Aways display (scroll to) new realdime data after an auto-refresh.

[~ Aways show dates on time range graph X-ads

[~ Oweride to collected interval size time groupings on single threadjob over time graphs. ‘

Precision for generic job grouping graphs: g -

28 © 2012 IBM Corporation
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Oct-Feb 2012 — New Disk Watcher Definitions

29

Added additional iDoctor-supplied Disk Watcher definitions that have
the OBJINF parameter set to *ALL.

QFULLO, QFULLIMINO, QTRCO, QTRC1MINO are the new
definitions.

The reload IBM-supplied definitions option must be used on systems
that already have definitions in order for these to be visible.

Using these definitions will have a more significant performance impact
at collection time, but will help with analysis.

© 2012 IBM Corporation
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Oct-Feb 2012 — Job Watcher Definition Changes

30

The reload Job Watcher definitions option will now change the
definitions that collect SQL so the *SQLCURSTMT option is used
(collects actively running SQL statements and host variables only.)
Previously the last running SQL statement was also collected.

Keep in mind that if the reload option has not been done, the original
definitions created by the ADDJWDFN command do not use this
option. *SQLSTMT is used instead which captures active or last
executed SQL statements.

© 2012 IBM Corporation
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Oct-Feb 2012 — New CSI Disk Graph

Added a graph for buffer overruns/underruns within the CSI disk

31

graphs.

NOTE: These statistics are rumored to be inaccurate in some

environments (external storage.)

mEile Edit View Window Help

r ~

P =
| Pasition ’1—| ﬂ J

e 8 - - Bl al|n|E-] O sa | 100 |
- -
170 Buffer overruns/underruns for ASP 1 10 f-axis (Labels)
160 [Interval] - end time (Collected interva
150 g Primary Y-axis (Bars)
140 Il EBuffer overruns
8 I Buffer underruns
130 » —— e
c 150 ﬁ Secondary Y-axis (Lines) 3
2 7 = Lverage response time (ms)
. % 110 % = ZAverage service time (ms)
=100 6 =
El a Flyover Fields
@ 90 b=l
= 5 0 A5F number
2 80 E
H H Lvailable Fields
= 70 4 e
[=] § Collection name
E 60 @ [Interval] - timestanp
o 50 3 5 Interval number
L 40 u Minimum interval timestamp
| 2 Maximum interval timestamp
| 30 Interval delta time (microseconds)
| 20 Interval delta time (seconds)
1
| 10 l Lverage wait time (ms)
| Percent disk buay
0 0 Read requests per second
v v v o T T T S T T T S S S S S| Frite reguests per second
=== 3333 3= 32333 =Z:=333333G:3 Lo paodueena ®
4 L € £ G £ L £ £ F f F f £ F £ L £ L F £ £ £ L 00 /0= per secon
[T o T ¥ R o T Vo N o SO o O Vo SO ¥ SO o S Vo SO o SN ¥ S Vo B o S Vo S o B o S o B o S o S o B o B o B ] 8 Lverage I/0 size per read (kilcbytes)
5 58 658 68 8 5 &8 658 68 &8 68 68 &8 68 68 6868 8686868668666 Average I/0 size per write (kilcobytes)
o m o m o m o Mmoo Mo momaomo®momo oMo m o m Total I/0 reads (megabvtes)
¥ c808833888&8E5656888822 - gt Total I/0 writes (megabytes)

[Interval] - end time (Collected interval size)

4 I

Total
Total
Total

drive capacity (gigabytes)
I/0s per second (megabytes)
reads per second (megabytes) -

Graph control memory - 13.74% used - Graph tocltips enabled (Ctrl+T)

Bars 1 - 50 of 96
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Oct-Feb 2012 — CSI - New seizes and locks graphs

In CSlI, added graphs over the new 7.1 lock count fields in file
QAPMJOBMI. These are only available if working with 7.1+ file
formats (5.4/6.1 *MGTCOLs can be ported to a 7.1 system to create

these fields).
NOTE: You must run the Collection Summary analysis first to see these
new graphs under the Wait graphs -> Seizes and locks folder.

. H-axis (Labels)
900 Record locks for Thread QRWTSRVR / QUSER / 324203: 00000204 367 Tinterval] - erd Fime TColloct

850 2 8a7 Primary 7-axis [Bars)

800 Dispatched CPU (seconds)
CPU queueing (seconds)
750 Disk page faults (zeconds)
Dizk non Fault reads (zeconds)
700 Disk space usage cont’ent’io(n (s
2 2e7 Disk op-start contention (seco
650 Dishk writes (seconds)
600 2e7 Disk other (zeconds)
m
590 1.8e73
o 500
o
& 450

Journaling (seconds)
Hachime level gate zerializati
Seize contention (seconds)
Database record lock contentio
‘;400 1-48?§ Secondary Y-axiz (Lines)
E = Process scoped record locks
i 350 1.2eTa Thread =coped record locks
300 1e7 Flyover Fields
25 8e6 Interval delta time [seconds)
200
150
100
50
o b= 5
Dizpatched CPU waiting (second
Dizpatched CPU active (seconds
ﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁ Transferred CPU (zeconds)

Main storage pool overcommitme
Job current user profile
Reserved [seconds)

JBSSYS
Ged Pool rumber

Other waits [zeconds)
Semaphore contention (zeconds)

466 Submitter job
Hutex contention (zeconds) 012 IBM COFDOFatiOn

2.6e7
2.4e7

JANONONNERCN

(1]
1.6e72
o

=

Available Fields

2e6 [Intervall - timestanp
0 Collection name

Interval number

Minimum interval timestamp
Maximum interval timestamp
Interval delta time (microseco
Disk or job grouping display n
Job grouping value

Job grouping identifier (B=thr

00:0£:00.000 —
00:30:00.000 —
00:55:00.000 —
01:20:00.000 —
01:45:00.000 —
02:10:00.000 —
02:35:00.000 —
03:00:00.000 —
03:25:00.000 —
03:50:00.000 —
04:15:00.000 —
04:40:00.000 —
056:05:00.000 —
056:30:00.000 —
056:55:00.000 —
06:20:00.000 —
06:45:00.000 —
07:10:00.000 —
07:35:00.000 —
08:00:01.000 —
08:25:00.000 —
08:50:00.000 —
09:15:00.000 —
09:40:00.000 —
10:05:00.000 —
10:30:02.000 —
10:55:01.000 —
11:20:00.000 —

1
6
1

48
51
56
51
56
71
76
81
BE
91
96
101
106
11
116
121
126
131
136
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Oct-Feb 2012 — Collection Summary hide filtering option

Add an option on the Run Collection Summary (filtering) window to not

show the screen again.

If this filtering is disabled when running the Collection Summary
analysis, you can turn it back on under the Confirm tab in Preferences.

Thiz option will produce interval summary SEL NOTE: If pouw do not wish ta filker the data just press the Submit
tables faor the fallowing collection(s): buttor to continue:

Callection name | If o filkers: are uzed, then the summarized tables will be utlized az
CKOURT/CKMONODZ the default get of iDoctor graphs.

Filters [OFTIOMAL):

Job name: |contains -

=l

Job uzer name:

Job current user

|
|
Job nurmber: |
|
|

profile:

Subspstem name

containg:

Start time: [20100219-1023.28 =
End time: |z010-0248102535 =

Cormments: - Donotshow this

Il Submit | Cancel

33

Digplay ] Clipboard ] File l PEX-Anahyzer l Job Watcher ] Scheduling
Contfim } S0L l Data Viewer ] Mizcelaneous

-
-
v
~
~
~
~
v

Confim when closing Data Viewers

Confim when ending iDoctor GLUI

Confirm when stopping the Report Generator function

Confim system name when opening new SQL editor

Confimm ASP selection when opening disk graphs

Confirm when closing tables or graphs that have dependent property sheets
Confirm usage of query definition if the SGL contains comments (which will be lost)

Prompt faor time fittering options when running most PEX Analyzer analyses

v

Prompt for filtering options when running the Collection Summary Analysis in JW and C5E

© 2012 IBM Corporation
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Oct-Feb 2012 — CSI — SSD Candidate Screening

»Offered at 7.1 only, helps a user determine if SSDs could help
performance. It needs data from QAPMDISKRB.

34

55D candidate screening
Disk configuration

Disk graphs

IFS graphs
Communicaticons graphs
Other graphs

| +| |Report description |
el S50 screening summary for BSP <<DSASE>>
el S50 screening details for BSP <<DSASE>>
[l I/0 totals for ASE <<DSASE>
[ Job details
=
m iDoctor Data \ﬁewe:l - [th?US_ETl’EIQM gm:n#g summary for ASP 1 - #1] E@ﬂ‘

Gl File Edit View Window Help

@& |2 e - B a

— [|& [

[ECON o1 ] ] | 9 i (BB o] Postor [T ] el |

55

Percent of intervals

Collection time span: 11/29 10:30 - 11/29 13:00

D screening summary for ASP 1 Y-axiz (Lebelz)

|Collection time span|

Primary Y-axis (Bars)

Il 5SDs are likely to improve performance
[] 5505 may improve performance

Flyover Fields

4545%

Available Fields
RDECT3

54 55%

|I|Graph control memory - .03% used - Graph tooltips enabled (Ctrl+T) Bars1-1ofl
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Oct-Feb 2012 — CSI — SSD Candidate Screening

»Offered at 7.1 only, helps a user determine if SSDs could help
performance.
rl‘E;{ﬁiDoctorData \ﬁewer—#l—[th?M;E;Tmm;SSDscreening details for ASP 1 - #1] ‘ ":-.‘ Elﬂlgl

ﬁEile Edit View Window Help —[|&=| =
= [Q & - Ba - 2 b (00 | 0 [ | Postion o
. - H-axi Label
85D screening details for ASP 1 axis (labels)
105 7 [Interval] - end time (Collected interwal size)
Primary Y-axis (Bars)
100
93 I 5505 are likely to improve performance
90 G [ S5Ds may improve performance
H 85 Secondary Y-axis (Lines)
| 80 = — LAwverage response time (ms)
75 R= = BAwverage read response time (m3)
H 70 2 = Average write response time (ms)
2] o
I § 65 % Flyover Fields
w -
| o 60 4z Available Fields
- L]
| o 55 'g Collection name
| E 50 = [Interval] - timestamp
i S 45 33 Interval number
l 2 - Minimum interval timestamp
ﬁ 40 3 Maximum interval timestamp
I 35 @ Interval delta time (microseconds)
| 30 .\"‘\..-—' 23 Interval delta time (seconds)
| @ TOTHREADS
I 25 = Writes (thousands)
RDPCT3
| 20
| 15 1
10
I 5
0 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
EE S E R EEEEEEEEE S EEEEEE 22222
T AL L L L LA LCCLICILCIC I CLC L CCC00000000000O0
[ ) ) T ) IS IS R 3 I ) I 3 ) ) I T s 3 T T 3 ) ) ) ) T ) O 3 T 3 T ) I ) ) ) I I ) I 3 I )}
Q000 0D 0 D W0 D W00 W0 W0 W0 0 W0 0 0 0 WD 0 00 W0 W0 0 W0 W0 W0 00 W0 D
WO @ O OF @O @Oy DT O O T @y ® T 3y ® 3 ®
TTHNOOT TN T T NGO TTNnoe T — NGO F W00
OO OO0 OO0 0O 000 O v v % v v % v v v v v OO OO NN NN NN
- T T T T T T T T T T T T T T T T OTOT T OTOT OTOTOT T OT T T T v T T T
[Interval] - end time (Collected interval size)
Graph contrel memory - .33% used - Graph tooltips enabled (Ctrl+T) Bars1-11 of 11
— S—
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Oct-Feb 2012 CSI — SSD Candidate Screening job details report

*This is similar to the green screen SSD Analyzer tool:
http://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS3780

F‘-@‘. iDoctor Data Viewer - #1 - [Ctew71/$_DT1B/Q333000005/5S5D screening details by job - #1

EEREER)

|| @@ File Edit View Window Help |T||E||?||
ey b [l iti

|2 e | 8- - B A|B[E- O s | ()] 697 oo o e B | B [ B | P S| = | |
Job or task name OBJNAME Total CPU Disk read Total Average read |Disk read Job current |Total contributing|Pool -

|l (JOBHAME) {JBILE) time wait time DASD response time/CPTO user threads/tasks nurber D

|| {seconds) {seconds) reads time (ms) ratio profile {TOTTDES) {JBPOOL)

{CEUTOT) {READTIME ) {TOTRERDS) {RDEVGRSE) {RERD CPU_RATIC) {JBCUSR)

System Tasks 0000000000000000 406,570.24> 264.7938 127,240 6.7968 L0021 264 06
QSPIMRINT/QSYS5/568603 0000000000000498 11,946.00680 73.8976 13,933 5.3038 .00682 QS5SY5 1 02
CWCTJOBS/QSYS/568621 00000000000004A28 546.0770 42.0807 2878 14.6215 L0771 QS5Y3 1 02

0000000000005389 MHENNINGSE

QFYJWCOL/MHENNINGSE/ 584243

44,335.0070

=

QYPSPFRCOL/QSYS/568661 00000000000004F1 50759.0510 34.2505 4278 g8.00&62 .0067 Q5Y35 28 02
QDBSREVO3/Q5YS/568593 000000000000048E 11,662.3460 25.4500 g2,71% .3077 L0022 Q5YS 1 02
QDBSRV02/Q5SY5/568592 0000000000000480 12,377.8530 23.5842 4,189 L2801 .001% QS5Y3 1 02
RUNZ25000/5TRSRVR/ 584385 0000000000005427 483.0480 18.2784 11&7 15.6628 .0378 STRSEVEOO4 1 11
RUN25000/5TRSRVE/584411 0000000000005441 464.6690 18.0847 1153 15.6936 .038% STRSEVROOL 1 11
RUN25000/5TRSREVR/ 584425 0000000000005453 481.5300 15.0503 11g1 15.2839 .0375 STRSEVEOO4 1 11
RUNZ25000/5TRSRVR,/ 584426 0000000000005454 484.0610 17.3080 11&8 15.0749 .0370 STRSEVEOOS 1 11
RUNM22000/5TRSRVE/584985 0000000000005687 10,845.0140 17.4471 3402 5.1285 .001& STRSEVROO3 1 08
RUN25000/5TRSEVR/ 584294 00000000000053C3 14,094.4730 17.3294 4882 3.5487 .0012 STRSEVEOO3 1 11
RUNZ25000/5TRSRVR,/ 584514 00000000000054B0 480.4660 17.1308 1221 14.0733 .0358 STRSEVEOO4 1 11
ASTRSYSINV/QSY5,/580091 0000000000003E3F 398.7670 17.1084 1871 9.1445 .0423 Q35YS 2 02
RUNZ22000/5TRSEVR/ 584981 00000000000056A3 9853.1580 17.0874 3409 5.0124 .0017 STRSEVEOO4 1 09
RUN25000/5TRSEVE,/584610 0000000000005516 13,952.1460 16.9672 3894 4.3573 .0012 STRSEVROOZ 1 11
RUNZ25000/5TRSRVR/ 5844349 0000000000005461 508.4230 16.89485 1170 14.4888 .0333 STRSEVRE00S 1 11
RUNZ21000/5TRSREVR/ 585132 000000000000574C 14,511.2210 16.8581 2045 8.2438 .0012 STRSEVEOO4 1 10
RUN25000/5TRSEVE,/584507 0000000000005447 453.7710 16.7998 1168 14.4080 .0340 STRSEVROOZ 1 11
RUNZ25000/5TRSREVR/ 584440 0000000000005462 469.0420 16.7316 1153 14.5114 .0357 STRSEVRE00S 1 11
QYPSJSVR/QYPSJISVE,/ 508743 00000000000005EB 8824.9920 16.4559 5552 2.9640 .0013 84 02
RUN25000/5TRSEVE/584512 000000000000548D 492.6380 16.4214 1165 14.0958 .0333 STRSEVROOS 1 11
RUNZ21000/5TRSEVR/ 585131 000000000000574E 14,774.1270 16.2628 1945 8.3814 .0011 STRSEVEOOS 1 10
RUNZ21000/5TRSRVR/ 580520 0000000000003FF1 14,849.3340 16.2335 3440 4.7180 .0011 STRSEVE002Z 1 10
RUN25000/5TRSRVE/584438 0000000000005460 475.48350 1§.1812 1152 14.0482 .0337 SIRSEVROO3 1 11
RUNZ21000/5TRSEVR/ 585175 0000000000005778 14,414.7210 16.1243 2091 7.7113 .0011 STRSEVEOO4 1 10
RUNZ25000/5TRSRVR/ 584511 00000000000054AB 498.5610 16.0954 1162 13.8515 .0323 STRSEVE003 1 11
RUN25000/5TR3RVE/ 554443 0000000000005465 417.8220 16.0600 1171 13.7147 .0384 STRSEVROO3 1 11
RUN25000/5TRSEVR/ 584475 0000000000005485 477.3270 16.0374 1181 13.5785 .0336 STRSEVEOO4 1 11
RUNZ21000/5TRSRVR/ 585106 0000000000005731 14,760.3140 15.9373 2176 T.3241 .0011 STRSEVE00Z 1 10

) [Rows1 - 31 of 3832
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IBM Power Systems

Oct-Feb 2012 — Scheduling Window Changes

37

1. The current date is circled on the
calendar control.

2. The system's name and current time

(updating every second) is listed below the
calendar.

3. If the scheduled time is before the
current system's time an error will be given.

4. The default scheduled time preference
Is 1 day ahead now instead of 7 days.

Schedule collection start time

Use this interface to schedule an action for & later time.

¥ Schedule the collection starttime

Mote: Date and time values are based on the server's clock, notyour PC's

Once

E

clock.

Freguency:

Scheduled date:
< |
24
5
12
14

Current (system) time:

Scheduled collection
start time

26
4

February, 2012 » |
30031 1 2yvEr A
B 7 & 9 10 11

13 14 1% 16 17 18
ean o212z 23 24 b

27 2 2% 1
5 B 7 8

—Today: 2f2/2012

06:30:55 At

B:3052 AWM =

2 3
9 10

|dock10

0F | Cancel |
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Oct-Feb 2012 — Transfer Collection Changes

Made several changes to the Transfer Collection function in response
to problems with SAVPFRCOL/RSTPFRCOL and IASPs.

(@ Transfer Collection(s) - Idocf10 = (2|23

Transter options:

Action:

Targetsystern:  |ldoc710- V7R -

Target librany: mecargarl 1 ';ﬁ';;ﬁ?;;?er 1 Select ASF

Iv Clear existing data

[ Disakle extended passive mode (SENDEPSY 0)

Temporary library options (Recreated, then collections copied into it):

Library name: QIDOCTEMF ASF number 4 Select ASFP

ar device:
v Clear existing data [ Delete when complete
Sawve options:
Targetrelease.  |CURRENT j Data High j

COMmpression:

Collections to transfer:

Collection [Status Ending Using ilDoctor|Collection|Partition |(Ps
reason collection size collected |oc

SUltiary [(ME) on VEM or

@B Feady for analysis 43P limit Yes .32 WVER1HMO I
] i &
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Oct-Feb 2012 — Transfer Collection Changes

39

The desired collection(s) to transfer are now copied to a temp library.

SAVLIB/RSTLIB commands are now used to save the data instead of
SAVPFRCOL/RSTPFRCOL.

Added options to check disk space and select the desired ASP or
device to save the data to on both the target and local systems (for the
temp library.)

Added validation checks before starting the transfer.

NOTE: PLEASE BE CAREFUL! The data in the temp and target libs
Is cleared by default. See the checkboxes on the previous screen to
control that behavior.

© 2012 IBM Corporation
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Oct-Feb 2012 — Flattened graphs changes

For graphs that utilize the new flattening technique (CSI memory pools,
CSl advanced loop graphs), add the capability to customize the graph
labels, hide values on the Y1/Y2 axis, change the scaling, or use the
graph definition interface to change fields used, scaling, colors and
sizes.

40 © 2012 IBM Corporation



| ]|

:u:H
I

ii“ll"

[
lln

IBM Power Systems

Oct-Feb 2012 — Run Default Analyses option

In Job Watcher at 6.1+, all the iDoctor commands used to start
monitors, end monitors or end collections now include a new
parameter called "Run default analyses (*YES/*NO)" with a default
value of *NO. The same option has been added to the Start Monitor
Wizard (only appears if builds have been updated.)

| Start iDoctor Monitor Wizard - Run Default Analyses @

After each collection within the maonitor ends you have the option of
automatically rinning the default zet of iDoctor analyses against the
collection's data.

Fun default analyzes when each collection ends?

i* Mo
" Yes

41 © 2012 IBM Corporation
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Oct-Feb 2012 — Changing the current collection

A user can now use the Change SQL Parameters menu from a graph
to change the library and collection currently being used to display the
graph.

NOTE: If the collection is summarized, the new collection picked
must be summarized too.

55 ﬁ |E £ Change SQL F‘arametEE - B x
cCC .
Preferences 1 Thiz interface allows you to modify the curent SEL statement by changing the parameters shown,
|
Run Collection Summary i #-awis time |abel |'[' Il TRIMICHAR[MIMIMTMERTTIT 1
: |
550s Improvemnent Estimator | Collection [member] name |I§!I332EIEIEI‘IEIE
Change 5L Pararneters
Graph Definition vk Library name |OPFRDAT|
Query Definition | i i |INTEND5TH
Duplicate L |
Properties 2
NN i - _

42 © 2012 IBM Corporation



IBM Power Systems

Oct-Feb 2012 — CPU graph updates

43

In Job Watcher and CSI, updated the CPU graphs so they contain a
new field in the flyover “Current number of active processors.”

'.i-.;"." iDoctor Data Viewer - #1 - [Idoc610/COMMON/QO071123119/Dispatched CPU breakdown and CPUQ)] I

[ File Edit View Window Help
|ﬁ|ﬁvv |_\"| |v D|SQL | | |F'Dsiti0n ’1—|—)Go| |

Dispatched CPU breakdown and CPUQ izexis (Labels)
12000 100 [Interval] - end time (Collected
11000 90 Primary Y-axis (Bars)
10000 80 I Dispatched CEU active (seconds)
[ Dispatched CPU waiting (seccnds)
_ 9000 70 B CEU queusing (seconda)
7] o
'E 5000 &0 2 Secondary Y-axis (Lines)
o
g 7000 =1 = Average partition CPU utilizatim
& 5000 50 E — Maximum partition CPU utilizatim
@ a Lyverage interactive feature util:
E 5000 403 g
= 3 Flyover Fields
“one T 1] 3
3000 System: Idocél0: Collection: Q071123119

Partition collected on: RCHASTND

1000 [Interval] - end time (Collected interval size): [23] 18:15:00.000

0 Interval number: 23

1 1 1 1 1 1 ' 1 ¥ ' 1 Dispatched CPU waiting (seconds): 1610.4879

= = = = = = = = = = = Average partiticon CFU utilization: 70.82439

o o o o o o o o o o o Maximum partition CPU utilization: 70.8249

(o] L] L] L] L] L] L] L] L] ()] L] i i £ ilizati .

o~ o~ o~ o~ o~ o~ o~ o~ o~ o~ o~ Average 1r_11:eract1ve feature utilization: .0509

— — — — — — — — — — — Totel aotive threads/tegkgs SEES

) o g o 0 o © o © o > N |[current nurber of active proceasors: 4 ||

[ — -~ [ | (] (5] (] = = o 'y - T T

-— L] Lam] L] Lam] L] Lam] L] Lam] (o} Lan] Lam] L] Lam] L] TIMEOL

[Interval] - end time (Collected interval size) hverage high priority threads/ta

LAverage low pricrity threads/tas!
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Oct-Feb 2012 — Remote SQL Statement Status View Updates

44

Users can now cancel/remove entries while SQL Statements are
running.

Users can use the “Copy Selected SQL Statements to Clipboard”
option.

Use the new “Add SQL Statement” to define additional statement(s) to
run in the view. You can also specify the system to run the statements
on.

Show Job Log
Copy Selected SQL Staternents(s) to Clipboard

-

. chcargar
| S PRNAPARNG

BBi Remote 5QL Statement Status

Add SQL Statement...

Syatem |Status
+ Idoc710 IASP Bandwidth analysis created | Remove/Cancel Selected
E Tdoctl0 Collection Summary created succe; Remove/Cancel All

bid Idoc6l0 Running
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Oct-Feb 2012 — Remote Command Status View Updates

45

Users can cancel/remove entries while commands are running.

Users can use the “Copy Selected Commands to Clipboard” option.

Use the new “Add Command” option to define additional command(s)

to run in the view. You can also specify the system to run the

commands on.

| l:E] Jogeteat |

n Remote Command Status

System |Status

‘(I:icc'.ﬁlﬂ Succezsfully copied "Ql2609564353" to
‘(I:icc'.ﬁlﬂ Succezsfully copied "Q129155321" to
& Idoc6l0 Running

T Idoc6l0 Waiting
T Idoc6l0 Waiting

Show Job Log
Copy Selected Commandis) to Clipboard

Add Command...
Remove/Cancel 5elected
Remove/Cancel All

B |
Es:

b4 Idoc610 Waiting

""I:IRI\"'H.-" CEYJWCOL E'R"‘F.LIB#
QIDBWCH/CFYJWCOL FROMLIB |
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Oct-Feb 2012 — Start PEX Monitor using *MGTCOLSs

46

The Start iDoctor Monitor Wizard now supports the creation of PEX
monitors into *MGTCOL objects instead of DB files.

On the basic options screen of the wizard, added an ENDPEX option

parameter with 3 possible values:

Start iDoctor Monitor Wizard - Basic Op_ - t

1) Create DB files
2) Create *MGTCOL
3) Suspend

Specify the monitor name, library, defintion name and other optional
parameters to use when starting the iDoctor Monitor.

Monitor name: TEST

Librany name: QIDRDATA ASP limit: |99 7
Madmum collection 15| 1.00 - 1440.00 minutes
duration:

Mzzdmum collection  [4p95 1 - 5999599 megabytes
size:

Mzzdmum historical 5 2-999

collections:

Desription: |15 min TPROF collections

Caollection types ta include:

[ Job Watcher
[ Disk Watcher

¥ PEX Analyzer QTPROF v | Actions |
ENDPEX option: Create *"MGTCOL

< Back | MNeat > |

Cancel | Help
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Oct-Feb 2012 - Start PEX Collection CPU Sample change

Updated the STRPACOL command at 5.4 to support a CPU sample
value of 0. If 0 is used the PMCO event will NOT be included in the

47

collection.

Note: The GUI also allows this value to be used if the server builds

have been updated.

PEX Collection Wizard - Options - Idoc610 1 A S (L]

Collection Options:
Definition type: * PEX-Anahbyzersupplied " Userdefined

Definition: |*DB_LD|O ﬂ Q

[ Start in standby (suspended) mode

Collection name:
Library: QPADATA

Description: |

Duration: 5 1 - 1440 minutes
Madmum data SO0000 1024 - 250000000 KB
CPU irterval ||}| 0.1-200.0ms or
sample: 0 =no PMCO events
Advanre 4 s | collected

options: — 1

Scheduled Corfigure. . Immediate
start time: -
< Back I Mest > I Cancel Help
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Oct-Feb 2012 — New Grouping Options in PEX Analyses

48

Added new grouping options to the following PEX Analyses:

CPU Profile
LDIO

Data queue
Data area
DB opens
Net size
Heap storage

NoOakwhE

See the update history for more information!
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Oct-Feb 2012 — Analyze Collections Window — run priority
option

49

Added an option on the Analyze Collection window if submitting to
batch to specify the priority level (high/low option). Running at high
priority will use JOBD/CLS QIDRBCH which defaults to priority 1. Low

priority will use JOBD/CLS QIDRLOWBCH which defaults to priority
50.

See the next slide for more information on changing these default
Values 13 Anshze Collections) o ]

This intedace allows yvou to select which analysis functions should be pedormed for the selected collection(s).
Additional reports will be provided after performing this option.

Analyses available: Situations... Default | Togale Selected ‘
Description Used hy |Pr0gra.m |
CDllectiDn Sumrnary Wait, CPU, I/0, IFS and other graphs QIDRJIWS1
Situational Analysis (Optional) Wait, CPU, I/0, IF3 and other graphs QIDRJIWAl
[1Call Stack Swmary (Optional) 3QL tables QIDRIWES
DLong Transactions Long transactions folder QIDRIWSG
[dcCreate Job Summary 20QL tables -» Thread/Job totals QIDEJWISTH
W Submitthis requestto a batch job instead of using a QZDASOINIT job. [ Run athigh priarity
© 2012 IBM Corporation
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Oct-Feb 2012 — Modifying default run priorities

In the server configuration tab of the Application Properties (right-click
Job Watcher or PEX Analyzer icon and use Properties menu) you may
configure the desired run priorities to use when running collections and

analyses.

gk IBM iDoctor for IBM i - Properties

General | iDoctor Client Jobs  Server configuration |

Job ‘wWatcher install settings:

Subsyztern and job quele:

Subgysten: Q5SS AANDR, Active
Job queue: LGPLAQIDR W Details.

Job ‘wWatcher required PTF: MOT detected: 5144916 5142955

Drefault job rn priorities:

Rurning collections (if applicable): 1 1-99

Analyzing collections [running in batch jobs only): i 1-99
Mate: Does not apply o analyses ran within the

iDoctor GUI [Femote SGL Statement Status Wiew |

NOTE: Current builds (892 and higher) will incorrectly run the

analyses submtted to batch at priority 1 by default but this will

change with the Feb 2012 buids.

50

© 2012 IBM Corporation
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Oct-Feb 2012 — Graph scrollbar moved on rankings charts
[ iDoctor Data Viewer - #1- [ido<710.rchland.ibrm.com/CSIDATA/Q155000002/Dispatched CPU rankings byﬂl_ | o

ﬁfile Edit View Window Help = & =

| Bl s | 2l a6 ] Of sufts b o] O] 0] whlwileslse | = [ ] |

Dispatched CPU rankings by thread a o el serow R
X-axis (Labels)

Job name/user/number: thread ID * 3tarts with §

| QZDASOINIT / QUSER / 171215 0000003E
QPADEV0003 / XZY0437 / 171387: 00000163
QPOZSPWP | XZY0437 / 171420: 0000021A | Spimary Tews ()
Dispatched CPU (seconds)
QDBSRV08 / QSYS / 150566: 00000001 ] CPU queueing (seconds)
QTFTP00075 / QTCP / 150725° 00000001 Dok e ey
QPOZSPWP | XZY0437 | 171424: 0000009C e ) ion (seonds)
QUSSCD / Q|J5f 150690: 00000002 Database record lock contenticon (seconds)
QPFRADJ / QSYS / 150573: 00000001 Abnsrmer and bASD space usage concenvion (seconds)
QDBSRV07 / QSYS / 150565 00000001
QPADEV0010 / BSMENGES / 171461: 00000068
QWCHJOB / JGAUG / 171576° 00000008
QPOZSPWP / XZY0437 | 171433 0000003A
QYPSJSVR/ QYPSJSVR / 153825 0000003A
QDBSRV09 / QSYS / 150567: 00000001
QSNRMON / QTWWT / 158003: 00000088
QDBSRVO06 / QSYS / 150564: 00000001
QSQSRVR / QUSER / 154200- 000000C1
QPADEV001C / KEDWARDS / 171541: 00000167
QTFTPO0093 / QTCP / 150722: 00000001
QZDASOINIT / QUSER / 171067: 0000000E

Flyover Fields

Job runtime (for this summary)
Minimum interval timestamp

Job current user profile

Total contributing threads/tasks

BEvailable Fields

Jawva (seconds)

Job namefuserinumber: thread ID

(] (=] o o O O OO 9O O O O
=5 O ™ = W 0 O 4 =5 W
— — — — — o 4 o ™
Time (seconds)
Graph contrel memory - 2% used - Graph tooltips enabled (Ctrl+T) Bars1 - 20 of 5197
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Oct-Feb 2012 — Graph selection changes

52

Change selections in graphs so every left click will clear existing
selections unless ctrl (add to selection) or shift (defines a range) is
pressed.

Previously any existing selections made were not cleared on another left-
click.

© 2012 IBM Corporation
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Oct-Feb 2012 — Installation changes

In the installation, added an option on the Component Selection
window called "Create user profile QIDOCTOR (applies to Base
support only)" with the default of unchecked.

This will cause the QIDOCTOR profile to be created if checked only.
Some users prefer to run collections under this profile (via the Submit
job options window) , but others may not want additional profiles added

to their systems.
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Oct-Feb 2012 — PEX miscellaneous updates

54

The Call Stacks analysis will now process the call stacks created by
format 4 events (*PMCO format 4).

Update the STRPACOL command to ensure that the job it submits
ends abnormally if ENDPEX fails. Previously it was possible for the
STRPACOL command to issue the ENDPEX command and if errors
occurred the job would still end with a normal reason code.

The latest server builds are required.

In the Stats summary for all jobs analysis, in the report
"Summarized CPU and I/O by thread/pgm/MI instruction " the
JOBCPUPCT and ELPPCT fields were incorrect.

In PDIO, if working with data from multiple ASPs, you will now be
prompted for the desired ASP (like happens with the applicable graphs
in DW/CSI.)

© 2012 IBM Corporation
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Oct-Feb 2012 — Job Watcher new situation

Added a new situation to Job Watcher called "Potentially large number
of locks.”

If this is found the recommendation is to review the wait graphs ->

seizes and locks graphs in Collection Services Investigator for the
same time period to see the jobs and threads experiencing these locks.
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Oct-Feb 2012 — Job Watcher single interval rankings
update

In Job Watcher, if drilling down into a wait bucket rankings graph on a
single (job/thread) interval added a new flags field at the end of the
job/thread name that will contain the following possible values and
meanings:

W = has a wait object

H = holder

B = current wait bucket is the same as current sort /filter bucket
S = has an SQL client job (applies to 6.1 and higher only)

56 © 2012 IBM Corporation
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Oct-Feb 2012 — Job Watcher single interval rankings

update (example)

Thread signatures ranked by Object locks: From 08:30:15 am to 08:30:20 am

¥-axis (Labels)

Tnh _name/user numher: thread TD

Flags (U=wait ohject, H=holder, B=in current bucket, 5=30L client

Priwary Y-axis (Bars)

Dispatched CPU (seconds)

CPU gueueing (seconds)

Other waits (seconds)

Disk page faults (seconds)
Object lock contention (seconds)

100NN

Jystem: Rchaskmb:

Collection: Q0470830032

Jokh newe/user/nuber: thread ID: QIWWTCMN / QIYS / 060712: 00000004 WHE
Other waits (seconds): 3.8312 (80.41% of total)

Total time (seconds): 4.764399

Jtarting interwval: 2
Ending interval: 2

1t oObhJ]ect name:

QTAWTCKMN f QSYS f 0B0712: EIDDEIDDEIAIWHEI )
Holding thread/task name:

QIOBLOGEVRQIYS 048032 I

57

Lokl

Total intervals included

Initial thread task count

Process initial thread task count
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Oct-Feb 2012 — Job Watcher misc updates

58

In Job Watcher, made changes to work around a possible issue in the
collection summary analysis. Data in the gapyjwtde file, field
TDEUSECS could be invalid (very large negative values) causing the
analysis to fail. Changes made to the analysis will handle this
possibility now.

At 7.1, PTF S144515 corrects the problem with the data being invalid.

In Job Watcher, removed the "Update Wait Bucket Actives + Idles"
Analysis because it is now obsolete.

When listing collections in a library or monitor, added checks that
ensure that all required file/members are present. If some are missing
then the graphs and analysis options will not be available for that
collection and the status will show "Missing required data" and then list
the missing file/members.

© 2012 IBM Corporation
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Oct-Feb 2012 — CSI new memory pool graph

In CSI 6.1+,. under the memory pool graphs added a new graph called
"64K versus 4K page faults for pool <<JBPOOL>>". When you open
this graph you will be prompted to enter the desired pool number.

The graph can help with page thrashing issues on newer hardware
related to 64K memory pages.
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Oct-Feb 2012 — CSl bug fixes

In CSI at 6.1+, fixed a bug with the External Storage links and ranks
analysis where some ports may be missing from the data generated.
The latest server builds must be installed.

In CSI removed use of QAPMJSUM in several graphs (I/O, IFS, other
graph folders) to improve accuracy.

In CSI, when graphing multiple collections, the drill down ranking
graphs from the overview graph were not including data from all
collections originally selected.

In CSI at 5.4 only, fixed accuracy problems with the wait bucket
graphs. Also updated Create Job Summary analysis for the same
ISsue.

When listing collections in CSl, the DB Files VRM field was sometimes
Inaccurate.
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Oct-Feb 2012 — Miscellaneous bug fixes

In graph flyovers; the values shown were sometimes incorrect.

Fixed a couple of situations where the report shown in iDoctor could be
from the wrong collection member. (Call stack Search in JW for
example).

Fixed a problem applying access codes if the user applying it does not
have *ALLOBJ authority. (needs latest server builds to fix)
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