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Discussion Topics

§Linux on z - from a skunk works to mainstream
§ The Enterprise Linux Server

§ Extreme virtualization

§ Strategies to reduce cost and improve value

§ Quality of Service with Linux and zEnterprise
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How it began

10 YEARS of Enterprise Linux® on System z b S e e
A Simpin kdoa That Ghanged Tha Wordd

October 2001

Red Hat 7.2 available (implemented on Linux 2.4 kernel)
SuSE Linux 7.0 available
“S/390 Install Fest” with SUSE pre-release

November 2000

August 2000

July 2000

IBM announced Integrated Facility for Linux (IFL)

May 17, 2000

IBM announced Linux for the enterprise user

December 18, 1999

Kernel patches (version 2.2.13) available on Marist
College web site

Spring 1999

Linux running under VM/ESA

3 © 2013 IBM Corporation



WAVV 2013

A Simple Idea

2000

13 Years o

§ Increased solutions through Linux application portfolio
§ Large number of highly skilled programmers familiar with Linux

§ Integrated business solutions

— Data richness from IBM eServer™ zSeries®

—  Web capability of Linux applications & UNUX FoR ‘3/3 9@0 s

§ Industrial strength environment

—  Flexibility and openness of Linux

— Qualities of service of zSeries and S/390°

§ Unique ability to easily consolidate
large number of servers

- {gz
[ ahd '- -
51 1.[‘&‘ &
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Linux on IBM System z in 4Q2012
Installed Linux MIPS at 51% CAGR*

§ 22.8% of Total installed MIPS run Linux _ _
as of 4Q12 Installed Capacity Over Time

YEO4 YEO5 YEO6 YEO7 YEO08 YEO09 YE10 YE1l YEI12

§ Installed IFL MIPS increased 32% from
40Q11 to 4Q12

§ 36% of System z Customers have IFLs
installed as of 4Q12

§ 70 of the top 100 System z Customers are
running Linux on the mainframe as of
4Q12 **

§ 43% of new System z Accounts run Linux
(FY10-3Q12)

§ 32% of all System z servers have IFLs

Installed IFL Capacity

m
m
I

*Based on YE 2003 to YE 2012
** Top 100 is based on total installed MIPS
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Discussion Topics

§
§ The Enterprise Linux Server
§
§
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Enterprise Linux Server (ELS)*

alias

Large highly-scalable enterprise class server running Linux
Linux on System z server

Solution Edition for Linux on System z

zEnterprise and Linux on System z

Linux on a highly virtualized server based on System z architecture

Linux on the mainframe

w W W W W W W W

zEnterprise EC12 zEnterprise 114

*) Originally ELS was a pre-configured IBM System z10 BC including z/VM

© 2013 IBM Corporation
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Linux versus Mainframe terminology

§ Linux § Mainframe
- System administrator — System programmer
- Network management — Systems management
- Boot —IPL
- 4-processor machine — 4-way
- Main memory — Main storage
- Disk — DASD
- Scheduler — Dispatcher

- NIC — OSA

TAKE LUGGAGE

= N

e OF FOREIGNER

DISORIENT

NO CHARGE

AT 2

© 2013 IBM Corporation



WAVV 2013

Increasing your flexibility

N\ AV

&T&’“ & "y Y

§ The Linuxes (on different architectures) all look the same (shell, X, tools,
etc.) and have the same roots (Linux Kernel source).

Now Sir, ~N

can you identify which’
one of these penguins
stole your fish?

§ But they have different ancestors (architectures), hence have different
personalities and qualities (features and options derived from the
platform).
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Linux Is Linux...
... but features, properties and quality depends on the underlying architecture

§ Quality of Service, Redundancy or RAS features build-in hardware
(Redundant Array of Independent Memory (RAIM), outage avoidance using hotplug hardware)

§ Hardware supported large scale virtualization support
(highly efficient, granular and isolated virtualization that is part of the architecture by design)

§ System features
(Business Continuity using GDPS / xDR, 1/0 bandwidth, Capacity on Demand (CoD), Capacity Backup
(CBU), autonomic Workload Management (WLM), HiperSockets, Power Capping)

§ System's workload characteristics
(small/discrete, highly threaded, parallel data structures, shared data and work queues, mixed workload)

§ Hardware requirements / availability
(Crypto: CPACF / Crypto Express3, Decimal Floating Point (DFP), ...)

§ Operating system or software requirements / availability
(for example the IBM Communication Controller is available for Linux on System z, but not for Linux on x)

§ Licensing constraints
(Usually per core — consolidation benefits, sub-capacity options)
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Structure of Linux on System z

Many Linux software packages did not require any code change to run on
Linux on System z

Backend

i
E
0p]
k)
=
S
O
O
2
Z
O

GNU Runtime Environment

Linux Kernel
Architecture Network Protocols File systems
Independent

Code Memor
Yy Process : .
Generic Drivers

0.28 % platform specific code in GCC 4.1

Linux Applications

Platform Dependent
Code

HW Dependent Drivers

ELS Instruction Set and I/O Hardware

11

0.55 % of
platform

specific code
in Glibc 2.5

—1.81 % platform specific code in Linux Kernel 2.6.25 2012 e corporaton
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IBM Linux on System z Development

IBM Linux on System z Development contributes in the following areas: Kernel,
s390-tools, Open Source Tools (e.g. eclipse, ooprofile), GCC, GLIBC, Binutils

Upstream
Kernel

open source
Community

Customer
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Linux on System z — Unigue Advantages based on

IBM System z and z/VM Technology Innovation
- 2
SWE RHELE
SLES11

z/VM V6.1

oy @ z/VM V5.4

Ggp
sLEs10 RHELS

.
reden SLISE z/VNM V5.3 196 114
A redhat RHEL4
3
_ ESE RHEL3 & z/VM V5.2
By SLES9
e S SLESS 2IVM V5.1
e i z10 EC z10BC
SuSE 7.0 ;
zIVNM V4.4
zIVM V4.3
zINM V4.1/NV4.2
- u Z9 EC 2z9BC
G5 G6 7900 2800 z990 z890
1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012...
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Java on System z — 15 years of innovation

31-bit and 84-bit 201 2?_
31-bit and 64-bit Java & J Javaé.0.1/626/7.0 2011 Y
1. Jo/Testarossa Technology 1. JO/TR Technology
2. GA 402007 2. GA 102011/4G2011
3. /0S8 and Linux on z 3. z/OS & zLinux (7.0 only)
2009
31-bit and 64-bit Java 5§
JATR Technology
GA 402005
2/0S and Linux on z 2007
LZJ'DS 64-hit Java 1.4.2 J
JOTR Technology (1%t product use)
Tt \foo5
WASS8.0
[ Java 1.4 } 2004 ﬁ JEE6
GA 402002
31-bit 2/0S and 31-bit and 64-bit Linux on z 2003 \
WASS8.5
2001 WAS6.0 JEE6
2000 JEE1.4
|
1999 A '
1998 3.bit Java 1.3.1 IBM continues to invest
Z/0%S and Linux on z . .
GA 362000 aggressively in Java for System z,
L SR O J demonstrating a rich history of
saidiaion innovation and performance
{ 31-bit Java 1.1.1, then 1.1.4 and 1.1.6 ‘ improvements.
First z/0S Java product — GA 1997
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§ Java server benchmark
— Evaluates the performance of server side Java
— Exercises
Java Virtual Machine (JVM)
Just-In-Time compiler (JIT)
Garbage collection
Multiple threads
Simulates real-world applications including XML processing or floating point operations
— Can be used to measure performance of processors, memory hierarchy and scalability

§ Configurations
— 8 processors, 2 GiB memory, 1 JVM

15 © 2013 IBM Corporation
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Java benchmark

§ Business operation throughput improved by approximately 65%
— IBM J9 JRE 1.6.0 SR9 64-bit
§ Results seen with a single LPAR active on the machine

§ On a fully utilized machine we expect approximately 30%

SLES11-SP2 results

— 7196
m—ZEC 12

Throughput

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Number of Warehouses
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Java benchmark

§ Business operations throughput improved by approximately 44%
— IBM J9 JRE 1.6.0 SR9 64-bit

SLES11-SP1 results

YEirag

¥ Bagan

o LR L LTI T u:lllnun“:u:u.n

: IJIlIIll:lIu:|lruur|¢l|||l

EINERNERNRRREERD F 1 O

Throughput

1 2 3 4 5 6 7 8 9 10 11 12 13 4 15 16 17 18 19 20

Number of Warehouses
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Java — JRE 1.6.0 SR9 vs. JRE 1.7.0 SR1

§ Business operations throughput improved by 29%
— 2 GIiB, 8 processors, 1 JVM, only Java versions substituted

§ Similar improvements seen over the last years when upgrading to newer Java versions
— Some software products are bundled with a particular Java version

— In such case the software needs an upgrade to benefit from the improved performance

Java benchmark

m= JRE 1.6.0 IBM J9
SRS zEC12

Throughput

JRE 1.7.0 IBM J9
SR1 zEC12

1 2 3 4 5 6 7 8 9 1011 12 13 14 1516 17 18 19 20
Number of Warehouses
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Linux on System z and Java/7SR3 on zEC12:
64-Bit Java Multi-threaded Benchmark on 16-Way

19

Linux on System z - Multi-Threaded 64 bit Java Workload 16-Way
~12x Improvement in Hardware and Software

—a—ZEC12 SDK 7 SR3

Aggressive +
LP Code Cache

e
-‘_—-—H_“——A——_._H
M_ _ | |—=—zEC12 SDK 7 SR1

L

A =SS

—=— 7196 SDK 7 SR1

/ // 2196 SDK 6 SR9

160
140
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o
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e
=
K80
D
N
i B0
g 40
=
20 -
D -

/t// — —8—710 SDK 6 SR4

-

= * ——————+ +—— o ——79 SDK 5 SR4

NO (CR or Heap LP)

2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
Threads

~12x aggregate hardware and software improvement comparing Java55R4 on 29 to
Java7SR3 on zEC12
LP=Large Pages for Java heap CR= Java compressed references
Java7SR3 using -Xaggressive + 1Meg large pages

Controlled measurement environment, actual results may very.
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WebSphere Application Server (WAS) on Linux on System z

Aggregate HW, SDK and WAS Improvement: WAS 6.1 (Java 5) on z9 to WAS 8.5 (Java 7) on zEC12

History of WAS on zLinux Hardware/Software Performance
4.5
Hardware H‘Hpr'ﬂ‘*.f&i?‘iéiﬂ
40
Software Improvement
35
L]
E
3.0
E
(=]
T 25 +18%%
s . _ 2.0
L]
5 16 — —
f= 3]
- 1.0
1.0 4
05 4+— -
JOR23 JAR23 JOR24 JORA?
0.0 4 ; ; ; ; ;
Wersion 6.1 on 74 Version 6.1 on 210 Version 7.0 on 210 Wersion 7.0 on 2196 Wersion B5 on £196 Wearsion B85 on EC12

~-4x aggregate hardware and software improvement comparing WAS 6.1 Java5 on 29 to WAS 8.5 Java7 on zEC12
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DB2 database workload

§ Benchmark: complex database warehouse application running on DB2 V10.1

§ Upgrade to from z196 to zEC12 provides improvement in throughput by 30% at lower
processor consumption

§ Another 50% performance improvement we saw when comparing z196 to z10

Database warehouse performance nomalized
150%
125%
100%

75%

25%

Transactional Througput per CPU

0%

2196 ZEC12
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§ Tremendous performance gains

— Performance improvement seen in close to all areas measured

— Often combined with reduction of processor usage

— More improvement than just from higher rate to expect
Rate is up from 5.2 GHz to 5.5 GHz which means close to 6 percent higher
New cache setup with much bigger caches
Out-of-order execution of the second generation
Better branch prediction

§ Some exemplary performance gains with Linux workloads
— 30% to 65% for Java
— Up to 30% for complex database
— Up to 31% for single threaded processor intense
— 38% to 68% when scaling processors and/or processes

§ New zEC12 instructions not yet exploited because no machine optimized GCC is available in
a supported distribution

22 © 2013 IBM Corporation



WAVV 2013

Discussion Topics

§ Extreme virtualization

23
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What is Virtualization?

Logical representation of resources not constrained by physical limitations
— Enables user flexibility
— Centrally manage many resources as one
— Dynamically change and adjust across the infrastructure

— Create many virtual resources within single physical device

— Eliminates trapped capacities

IBM Virtualization with System z A comprehensive platform to
v help virtualize the infrastructure

F BN
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Disk Storage: Direct Attached Storage or SAN

Tape

4 Laser-SX . .
FCHBAOrFICON  Lase-LX  SC & LC Duplex MM Switches Disk storage devices Backup
channel card SC & LC Duplex SW Directors Restore
Routers

Server Channel Transceiver Connectors &
Fiber

Linux on System z A 4 ,
disk options: I‘ : :

o
 FICON attached CKD: - DS8000
« DS8000 4} “SAN in

i FCP attaChed SCSI Storage a box”
(fixed block): Virtualization

« XIV, V7000 =

 SAN Volume
Controller @i
 SAN

Note: FCP attached devices may require connection via a switch

qg—

g Firsl expansion
enuhusune |if presert)|

%%’
-

L
20 et fitwe char ned siich
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Multidimensional Virtualization

Very large Shared Resource Space

Allows for consolidation
and tight integration of
Large Server Farms

into
VIRTUAL “BLADES”
VIRTUAL “RACKS”
VITUAL NETWORKS

on the same footprint
with managed performance, QoS and
HW enforced security isolation

High speed (multiple GB/sec) and low
latency interconnect

For integration with full
integrity/isolation

\.

1st
PR/SM Dimension
HW support
(L) Hardware
_ Hypervisor
/7NN
Up to 60
Logical Partitions (LPARS)
2nd
Dimension
HW support SOftWé_‘re
(EAL 4+) Hypervisor

Hundreds of
virtual Linux servers

e i

The power of many

Virtualization is transparent for OS/Application execution
HW Enforced Isolation

The simplicity of one

26
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z/NM Network Virtualization

§ z/VM virtualizes network connectivity
— VLAN
— VSWITCH

§ Virtual connectivity uses memory to memory connections controlled by z/VM
— Very high bandwidth
— Low latency
— Internal — no physical devices

Guest LAN Virtual SWITCH

-.

| LINUX1 LINUX2 LINUX3
IMAP SMTP

............ = Same sub-net

27 © 2013 IBM Corporation
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Insurance Company Consolidated 292 Servers to a z10

. _(© | 3560E-247D 17
6 = 3560E-12D 6

3560E-24TD 8

50 Ft UTP Cable 584

10GB Eth Fiber Cable 60

The diagram only shows 30 of 292 servers

Backbon

28

Data is based on real client opportunity and on internal standardized costing tools and methodologies.

Client results will vary by types of workloads, technology level of consolidated servers, utilization factor, and other implementation requirements. Savings will vary by client. © 2013 IBM Corporation
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w wu W W

Simplifies systems management of

a multi-z/VM environment

29

Single user directory
Cluster management from any member

Apply maintenance to all members
in the cluster from one location

Issue commands from one member
to operate on another

Built-in cross-member capabilities

Resource coordination and protection
of network and disks

z/IVM 1

Cluster members can be run on the same or different System z servers

<
<6

ll

<

Cross -

. single system image " managemepy

/ Shared disks

‘<
>

system communications for

Cross -

\/

<
E ? zIVM 2

system external network

connectivity for guest systems

Connect up to four z/VM systems as members of a Single System Image (SSI) cluster
Provides a set of shared resources for member systems and their hosted virtual machines

zIVM 3

ll

zIVM 4
Private disks
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§ Large-scale server hosting - potentially hundreds to thousands of server images
§ Clone, patch, and “go live” without outage and with easy rollback

§ Hot stand-by without the hardware expense
— ldle backup images ready to run (or be booted) if primary servers fail

§ Potentially faster virtual server creation / provisioning with z/VM

§ Hosting multiple z/VM images on a single server (via LPAR) can enhance failover options, 1/0
sharing, and workload distribution

§ Transfer a running virtual machine to another real server (Live Guest Relocation)

§ z/VVM supports dynamic add of processors, memory and I/O, which immediately become
available to guests

§ Resource consumption recording / reporting
— Capture data at hypervisor level (CP Monitor)
— Useful for charge-back, capacity planning, problem determination, and fix verification

§ z/VVM sophisticated paging subsystem and shared memory model
— Large memory over-commit
— Sharing and dynamic allocation of real memory to virtual server images
— Share program executables among multiple server images (Linux execute-in-place file
system)

30 © 2013 IBM Corporation
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Discussion Topics

§ Strategies to reduce cost and improve value

8

31
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RPE2

(from Ideas
International)

33
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High Core-to-Core Ratios for Consolidations
From Distributed IT-Environments to ELS

Real customer examples with real workloads!

Industry Disct::)i?éged E;\lﬂu)l%rlstgrr\%irsg Corggg;ﬁore
Cores
Public 292 5 58to 1
Banking 111 4 27t01
Finance 442 16 27t01
Banking 131 5 26to 1l
Insurance 350 15 23t01
Insurance 500+ 22 22t01
Banking 63 3 21to1
Finance 854 53 16to 1
Health care 144 14 10to 1
Transportation 84 9 9to 1
Insurance 7 1 /7t01

* Client results will vary based on each specific customer environment including types of workloads,
utilization levels, target consolidation hardware, and other implementation requirements.

34 © 2013 IBM Corporation
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Optimize and Consolidate for Lower Cost

Linux on System z enables a total cost of
acquisition of less than

70 cents per day per virtual server?

Consolidate up to 60 distributed cores

or more on a single System z core, or thousands on
a single footprint?.

System z servers often run consistently at
90%+ utilization?

ZEC12: 25% increase in processor performance
further reduces the cost of optimizing
deployment of new and existing
workloads and large scale
consolidation
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Oracle database consolidation example

RACEv Cumulative Cost Analysis Graph PrOLlant BLZGOC G5 Xeon E5430
et Quad Core 2.66GHz (1ch/4co)
. « 50 physical Linux servers
T | - 10 servers @ 25% utilization
2000 000 20 servers @ 15% utilization
—hsk » 20 servers @ 10% utilization
St s « Oracle DB Standard Edition
1.000 0080 -
500000 4
TlYear 2nd¥ear JndYear dthYear Sthiear
New zEC12 ELS
Cost Breakdown (Enterprise Linux Server)
2,000,000 W EW Mt Wlth
@ HW Maint 6 IFLs
mﬁ":‘:‘ -
R zIVM hypervisor
200,000 _ 50 Linux servers
B Safware L
Oracle DB Enterprise
S g Edition
1.000.000
..plus further savings on
e system admin, floor
5 space, network, etc.
AL 8 Famen 185 IECIZ ELS

Renewal: ProLiant BL280c G6 Xeon X5672 Quad Core 3.2GHz (1ch/4co)

36 Sizing information based on IBM internal RACEv tool and US prices. Actual results may vary. © 2013 IBM Corporation
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Cost Advantages with IT Optimization on IBM System z

Cost Breakdown

B SW Maint
o O HW Maint
e O Facilities
800000 1 m Hardware
As s Renewal x86 z114 ELS
As Is: ' New z114:
ProLiant ML150 G5 Xeon - Enterprise Linux Server
E5430 (2.66GHz, 1ch/4co) ~ (ELS) with
*20 physical Linux - 20 Linux servers
servers - *4|FLs
*10 servers @ 15% - *z/VM virtualization
utilization - *Oracle DB Standard
*10 servers @ 10% ~ Edition
utilization . ... plus further savings

*Oracle DB Standard
Edition

on system admin,
network, etc.

ZIOS: “zINNE Lk

Shared
Everything
- Infrastructure
(Processor;
Memory, Network,
Adapters; Crypto;
Devices)

Resource

8Virtualization and se

yperiShiypervisaiyperuisor

ZBE12-Managed
Infrastructure
(Hardware,
Hypervisors,
Virtual:servers)

.

zEnterp-r.is-e Unified

Manager

rver management

§Security services for entire enterprise

§Database and warehouse services

§Application development and test

§Mobile application hosting

O All managed in a Cloud

Sizing information based on IBM internal RACEv tool and US prices. Actual results may vary.

37 IBM Confidential

© 2013 IBM Corporation




WAVV 2013

Why IT Optimization with zEnterprise

Improved IT Efficiency and Reduced Costs

& Operational and
management reduction

& Software acquisition and
licensing cost reduction

& Maximizing utilization
e Collocation of data and
applications

e Floor-space and energy
reduction

& Network reduction

& Hardware acquisition cost
reduction

e Technology refresh effort
reduction

e Growth inside a server

& Improving security

& Disaster recovery cost
reduction

3& IBM Confidential till announcement © 2013 1BM Corporation
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Bank of New Zealand

§ Consolidated 200 Sun servers
down to 1 IBM System z10 running
Red Hat Enterprise Linux

data center footprint
» ieat output by 33%,
and power consumption by close
to 40%

8 Only one administrator
needed per 200 virtual
servers

§ New environments are deployed in
minutes, not days

© 2013 IBM Corporation
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Insurance Company Reduced Energy Requirements 95% by

Consolidating 292 Servers to a z10

$800.000

$600.000

$400.000

$200.000

Hoor space

Annual cost calculation
§ Floor space cost calculated with a rate of $29 per square foot per month
§ Energy cost calculated with a rate of $0.12 per Kilowatt

Prices are in USD. Prices may vary in other countries.
Data is based on real client opportunity and on internal standardized costing tools and methodologies.

41 Client results will vary by types of workloads, technology level of consolidated servers, utilization factor, and other implementation requirements. Savings will vary by client.

$300.000+

$200.000

$100.000

OEM Server environmentals are derived
from IDEAS International.

Cost of energy

© 2013 IBM Corporation
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Optimized Computing: Nationwide’s Linux on System z Virtualization
Reduces TCO and Time to Deploy

Nationwide was already experiencing serious technology pain

points from the continuous growth of its business. Among “ Our goal was server
these were: optimization and our approach

— Too many distributed physical servers with low utilization was virtualization.

— A lengthy provisioning process that delayed the implementation of

new applications for headquarters and agencies, and for new
customers for Nationwide’s human resources outsourcing business

— Limitations in data center power and floor space
— High Total Cost of Ownership (TCO)
— Difficulty allocating processing power for a dynamic environment.

— Guru Vasudeva, Nationwide
Vice President and CTO

TCO results that Nationwide has experienced:
— Monthly Web hosting fees have gone down by 50 percent.

— Hardware and operating system support needs have decremented by 50 percent.

— CPU utilization is up an average of 70 percent, with the elimination of many physical servers with
below average utilization.

— Middleware licensing costs for WebSphere, Oracle, and UDB have dramatically fallen.

— There has been an 80 percent reduction in data center floor space needs, and power
consumption is down.

— The net of the effort is a $15 million savings for Nationwide IT over the past three years.
www.mainframezone.com/it-management/optimized-computing-nationwides-linux-on-system-z-virtualization-reduces-tco-and-time-to-deploy

ZSP03418-USEN-06
42 © 2013 IBM Corporation
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Test servers tend to multiply (one application can require 16 or more servers)
Unit testing

QA testing

Enterprise testing

Regression testing

Cluster testing

Middleware and Operating System version testing

Reliable common driver code for all virtual servers
Hardware platform changes / upgrades are all possible without major disruption to Linux

Every virtual server benefits from hardware upgrades, technology refreshes, and hardware
currency — no waiting for the 3-to-4-year upgrade cycle

No cables!

No flaky memory cards, no NIC mismatches, no CPU failures
Real hardware multi-pathing

Significant power / floor space / cooling savings

Decommissioned virtual server resources are returned to the shared pool of system resources
and reused (vs. spending about $800 to dispose of an old physical server)

© 2013 IBM Corporation
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Quality of Service with Linux and zEnterprise
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Comparing Virtualization Alternatives
Overall Expense (TCO)
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During this study, the main behavioral characteristics of software and hardware were
examined closely, within a large number of actual customer sites (79,360+).

All of these customers include organizations that have deployed virtualization as part of their
production environments.

http://www-01.ibm.com/common/ssi/cgi-

bin/ssialias?subtype=WH&infotype=SA&appname=STGE_ZS ZS USEN&htmlfid=ZSL03192USEN&attachment=ZSL03192USEN.PDF
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SMARTER COMPUTING

Use of hardware and software technologies to increase
operational efficiencies and optimize workload performance
while reducing Total Cost of Ownership

Doing More for Less

© 2013 IBM Corporation
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Questions?

Siegfried Langer IBM Deutschland Research
Business Development Manager & Development GmbH
z/VSE & Linux on System z Schonaicher Strasse 220

71032 B6blingen, Germany
Phone: +49 7031 - 16 4228

Siedfried.Langer@de.ibm.com
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This information was developed for products and services offered in the U.S.A.
Note to U.S. Government Users Restricted Rights — Use, duplication or disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult your local IBM representative for information on the products and services
currently available in your area. Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, program, or service may be used. Any
functionally equivalent product, program, or service that does not infringe any IBM intellectual property right may be used instead. However, it is the user's responsibility to evaluate and
verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document. The furnishing of this document does not give you any license to these
patents. You can send license inquiries, in writing, to: IBM Director of Licensing, IBM Corporation, North Castle Drive Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such provisions are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES
CORPORATION PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE
IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer of express or implied
warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated in new editions
of the publication. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at
those Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without incurring any obligation to you.

Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available sources. IBM has not tested
those products and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should
be addressed to the suppliers of those products.

This information contains examples of data and reports used in daily business operations. To illustrate them as completely as possible, the examples include the names of individuals,
companies, brands, and products. All of these names are fictitious and any similarity to the names and addresses used by an actual business enterprise is entirely coincidental.
Notice Regarding Specialty Engines (e.g., zlIPs, zAAPs and IFLs):

Any information contained in this document regarding Specialty Engines ("SEs") and SE eligible workloads provides only general descriptions of the types and portions of workloads that
are eligible for execution on Specialty Engines (e.g., zIIPs, zZAAPs, and IFLs). IBM authorizes customers to use IBM SE only to execute the processing of Eligible Workloads of specific
Programs expressly authorized by IBM as specified in the “Authorized Use Table for IBM Machines” provided at
www.ibm.com/systems/support/machine_warranties/machine_code/aut.html (“AUT").

No other workload processing is authorized for execution on an SE.

IBM offers SEs at a lower price than General Processors/Central Processors because customers are authorized to use SEs only to process certain types and/or amounts of workloads as
specified by IBM in the AUT.

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrates programming techniques on various operating platforms. You may copy, modify, and
distribute these sample programs in any form without payment to IBM, for the purposes of developing, using, marketing or distributing application programs conforming to the application
programming interface for the operating platform for which the sample programs are written. These examples have not been thoroughly tested under all conditions. IBM, therefore,
cannot guarantee or imply reliability, serviceability, or function of these programs. You may copy, modify, and distribute these sample programs in any form without payment to IBM for
the purposes of developing, using, marketing, or distributing application programs conforming to IBM's application programming interfaces.

TRADEMARKS:

This presentation contains trade-marked IBM products and technologies. Refer to the following Web site:
http://www.ibm.com/legal/copytrade.shtml
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