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Agenda

� zEnterprise Positioning

� Networking Options on zEnterprise

� Wrap-up
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• Based on IBM analysis of a large Financial Services company Datacenter. See details on ibm.com/systems/zenterprise/  Deployment configurations based on IBM studies and will 
vary based on workload characteristics. Price calculations based on publicly available US list prices, prices will vary by country. 

zEnterprise
�Lowers cost of acquisition by up to 
56%

�Reduces cost of ownership by up to 
55%*

A strategic systems platform….
Helping to free up resources for critical projects and establish a base for the future

A strategic systems platform….
Helping to free up resources for critical projects and establish a base for the future

The Data Center Challenge - Controlling IT complexity and cost 
while maintaining daily operations

� An Integrated system of multiple architectures for optimizing the deployment of multi-tier workloads

� Creating a single point of control for management and administration to reduce operational overhead by 
up to 80%, including:

– Power and Facilities
– Labor
– Software License
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Re-write the rulebook and set new 

standards for business-centric IT with 

IBM System z, to be the world’s 

premier workload-optimized platform 

for enterprise applications.

Our Vision:

An IT environment driven with one centralized System

- IBM zEnterprise System -

Deliver the best of all worlds - Mainframe, UNIX, x86 and single function 

processors - integrated in a single system for ultimate flexibility and simplicity to 

optimize service, risk, and cost across multiple heterogeneous workloads.

IBM zEnterprise System – one for everything !

& 114
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z/VSE 5 Support for IBM zEnterprise  - IEDN to zBX

S
y
s

te
m

 z
 H

a
rd

w
a
re

 M
a

n
a

g
e
m

e
n

t 
C

o
n

s
o

le
 (

H
M

C
)

w
it

h
 U

n
if

ie
d

 R
e
s
o

u
rc

e
 M

a
n

a
g

e
r

zBX 

Select IBM Blades

Blade HW Resources

Optimizers

z HW Resources

Support Element

z/VM

Unified Resource 
Manager

Private data network (IEDN)

1 All statements regarding IBM future direction and intent are subject to change or 
withdrawal without notice, and represents goals and objectives only.
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zEnterprise Network characteristics

� Network Simplification (“Network in a Box”)

� Single physical network and zBX “package” (physical network integration)

� Central point of Management (Unified Resource Manager via the HMC/SE)

� Reduced network path length; reduced number of hops

� Secure communications

� Physical security (internal / dedicated network equipment)

� Logical security (controlled access)

� Network Virtualization and Isolation

� High Availability network

� Redundant network hardware

� Logical failover

� Unique System z QoS

� Isolated / dedicated
– equipment

� Special purpose dedicated
– data network & OSA-Express
– potential for reduced network encryption
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Agenda

� zEnterprise Positioning

� Networking options on zEnterprise

� Wrap-up
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zEnterprise – What are the INMN, IEDN and Customer networks

zEnterprise Node

Customer managed
Data Networks

intraensemble
data network

(IEDN)

intranode
management
Network 
(INMN)

z196/z114

zBX

TOR 

Switches

OSM

OSX

OSD

Bulk Power Hub A

Bulk Power Hub B

Notes:
1. High level overview of the networks. Does not 

represent the actual physical connectivity
2. Ports on the OSA not used by the INMN and 

IEDN can used for Customer Networks 
3. External Customer Networks (example OSC, 

OSD, OSE, and OSN connections) are outside 
the Ensemble, and not shown in detail

Customer managed
Management Network

TOR 

Switches

HMCHMC

HMCHMC

OSM
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Ensemble private Networks in zEnterprise

� Intranode management network (INMN)
– 1000Base-T OSA-Express3 (copper) --- QDIO (CHPID Type OSM) 

• Cables are 3.2 meters long from OSM to BPH in CEC and 26 meters from BPH to TOR 
– HMC security is implemented with standard practices PLUS additional security mechanisms:

• Isolated IPv6 network with “link-local” addresses only; authentication and authorization and access control, etc.

� Intraensemble data network (IEDN)
– 10 Gigabit OSA-Express3 --- QDIO (CHPID Type OSX) – Cables are maximum of 26 meters long to TOR & 10km 

long-range
– Security is implemented with standard practices PLUS additional security mechanisms: VLAN ID enforcement, access 

control, authentication, authorization, application security, routing table restrictions, IP Filtering, etc.

– Networks can be further isolated using VLAN and VMAC segmentation of the network connections
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OSA Express communication characteristics 

� 'Integrated Power computer' with network card

� Shared between up to 640 OSA devices

� Three device numbers (ccw devices) per OSA device:

– Read device (control data ← OSA)

– Write device (control data → OSA)

– Data device (network traffic)

� OSA Address Table: which OS image has which IP address

� Network traffic Linux ↔ OSA, either

– IP (layer3 mode)

– One MAC address for all stacks

– OSA handles ARP– (Address Resolution Protocol)

– Ethernet / data link layer level (layer2 mode)

� Communication is asynchronous –from an application perspective

� Communication is at OSA card clock speed (lower than Hipersockets)
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Power
CPU

Power 
CPU

PCI Card

PCI Card
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OSA Express – Network types

OSA Express 4s, OSA Express 3, OSA Express 2

� OSA Express supports various features such as:
– 10 Gigabit Ethernet

– Gigabit Ethernet

– 1000BASE-T Ethernet

� CHPID types
– OSC OSA-ICC (for emulation of TN3270E and non-SNA DFT 3270)

– OSD Queue Direct Input/Output (QDIO) architecture

– OSE non-QDIO Mode (OSA-2, for SNA/APPN connections)

– OSN OSA-Express for NCP: Appears to z/VSE as a device-supporting 

channel data link control (CDLC) protocol.

– OSX OSA-Express for zBX. Provides connectivity and access control to the 

Intra-Ensemble Data Network (IEDN) from z196 and z114 to Unified 

Resource Manager functions.

– OSM OSA-Express for zEnterprise Ensemble management. OSM ports  

connect to the Intranode Management Network (INMN) over which the  

Unified Resource Manager defines, accesses, and manages the  

members of the ensemble. 
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Mixed Streams – 1492 Byte MTUs
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Inbound Streams – 1492 Byte MTUs

OSA-E3      OSA-E4S

80% increase

70% increase 70% increase

40% increase

Mixed Streams – 8000 Byte MTUsInbound Streams – 8000 Byte MTUs
OSA-E3      OSA-E4S

OSA-E3      OSA-E4S OSA-E3      OSA-E4S

Notes:

� AWM on z/OS

� z/OS is doing checksum

� 1  megabyte per second

(MBps) is 1,048,576

bytes per second

MBps represents payload

throughput (does

not count packet

and frame headers)

Maximum transmission units (MTUs)

OSA-Express4S 10 GbE Performance (Lab. Measurements)
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System z Hipersockets

� Connectivity within a central processor complex without physical cabling

� Licensed Internal Code (LIC) function

– emulating Data Link Layer of an OSA-device (internal LAN)

� Internal Queued Input/Output (IQDIO) at memory speed

� 4 different MTU sizes supported:

– 8KB, 16KB, 32KB, 56KB

� Support of
– Broadcast, VLAN, IPv6, Layer2 (starting with z10)

� UP to 32 different, isolated networks

� Synchronous communication

� CPU speed communication

z800

Linux z/OSVSE/ESA

HiperSockets

z/VM

VSE

IBM System z / zEnterprise 

Linux z/OSz/VSE

HiperSockets

z/VM

z/VSE

HiperSockets
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HiperSockets – internal network in zEnterprise

� “Network within the box” functionality 
– allows high speed any-to-any connectivity among operating systems

– without requiring any physical cabling

� CHPID type IQD
– Uses the QDIO (Queue Direct I/O) architecture

– For an HiperSockets adapter, you need 3 devices

• A read device

• A write device

• A datapath device

– Add the devices in the IPL procedure as device 

type OSAX with mode 01:

•ADD cuu1-cuu3,OSAX,01

– Frame size is defined via OS parameter:

• OS=00 (default): 16K (MTU=8K)

• OS=40 24K (MTU=16K)

• OS=80 40K (MTU=32K)

• OS=C0 64K (MTU=56K)

HiperSockets

System A System B

TCP/IP TCP/IP
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Hipersockets and OSA Express Features
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Network Layer 2 vs. Layer 3

ARP – Address Resolution Protocol
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z/VSE support Layer 2 and Layer 3 Mode

� Layer 2:
– Supported by IPv6/VSE product (BSI) with IPv6 

OSA Express adapter (OSD, OSX) only, no HiperSockets

� Layer 3:
– Supported by IPv6/VSE product (BSI) with IPv4 and IPv6
– Supported by TCP/IP for VSE product (CSI) with IPv4

� VLAN
– z/VSE provides VLAN support for OSA Express (CHPID type OSD and OSX) and 

HiperSockets devices
– In a Layer 3 configuration, VLANs can be transparently used by IPv6/VSE and TCP/IP for VSE/ESA
– VLANs for OSA-Express (CHPID type OSD and OSX) devices in a Layer 2 configuration can be defined 

using the IPv6/VSE product and IPv6 traffic

� VSWITCH:
– z/VM allows to define VSWITCH in Layer 2 or layer 3 mode
– z/VSE V4.2 and 4.3:

• Supports Layer 3 VSWITCH (IPv4 only)
– z/VSE V5.1:

• Supports Layer 2 VSWITCH (IPv4 and IPv6) 
• Supports Layer 3 VSWITCH (IPv4 only)
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Intra-Ensemble Data Network (IEDN) support

� OSA-Express for zBX (CHPID type OSX) 
– Provides connectivity and access control to the Intra-Ensemble Data Network (IEDN) 

from zEnterprise 196 and 114 to Unified Resource Manager functions

� An Intra-Ensemble Data Network (IEDN) provides connectivity between:
– A zEnterprise CEC (Central Electrical Complex) and System z Blade Center Extensions 

(zBXs)

– Two or more zEnterprise CECs

� z/VSE supports the IEDN network of a 

zEnterprise 196 or 114
– z/VSE V4.2, V4.3 and V5.1:

• z/VM VSWITCH and OSDSIM mode 

in a z/VM 6.1 guest environment

– z/VSE V5.1:

• OSA Express for zBX devices either 

in an LPAR or z/VM guest environment

with dedicated OSAX devices

• This requires VLAN support
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V5

Linux on 
System z

Linux
on
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Virtual Network Interface Card (NIC)

■ A simulated network adapter

– OSA-Express QDIO

– HiperSockets

– Must match LAN type

■ Usually 3 devices per NIC

■ Provides access to Guest LAN or VSWITCH

■ Created by directory or CP DEFINE NIC
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Virtual LAN (VLAN) Support

■ IEEE Standard 802.1Q

■ Reduce broadcast traffic 

■ Divide LANs logically into subnets to optimize bandwidth utilization

■ Network devices supporting VLAN:

– real OSA card, HiperSockets, z/VM GuestLAN, z/VM VSWITCH

Switch

Linux 1 Linux 2 Linux 3 VLAN 1

VLAN 2

VLAN 3
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Virtual Switch

� Create simulated Layer 2 or Layer 3 switch device

� VM access control and VLAN authorization

� Create ports

� Connect NIC to Virtual Switch (LAN Segment)

� Full MAC address management

– generation and assignment

� 1 - n VSWITCHs per z/VM Image
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Guest LAN vs. Virtual Switch

■ Virtual router is required

■ Different subnets

■ External router awareness

■ Guest-managed failover

■ No virtual router

■ Same subnets

■ Transparent bridge

■ CP-managed failover
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z/VSE

Multi-zone Network VSWITCH (red zone physical isolation) 

-Linux LPAR2 – z/VSE

z/VM
z/VM
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z/VM Guest LANs vs. VSWITCH 
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Channel Bonding

� The Linux bonding driver provides a

– method for aggregating multiple

– network interfaces into a single,
– logical “bonded” interface

� Provides failover and/or load balancing functionality

� Better performance depending on bonding mode

� Requires layer2 devices

� Further information

– http://sourceforge.net/projects/bonding
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Network Interface Redundancy and Automated Failover

Resource Virtualization:

OSA Channel Bonding in Linux

Network Virtualization:

z/VM VSWITCH

� Linux bonding driver enslaves multiple OSA connections to 

create a single logical network interface card (NIC)

� Detects loss of NIC connectivity and automatically fails over 

to surviving NIC

� Active/backup & aggregation modes

� Separately configured for each Linux

� z/VM VSWITCH enslaves multiple OSA connections. Creates 
virtual NICs for each Linux guest

� Detects loss of physical NIC connectivity and automatically fails 
over to surviving NIC

� Active/backup & aggregation modes

� Centralized configuration benefits all guests
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Linux Network alternatives

Application

TCP/IP

Linux on System z

TCP/IP

OSAX

IP Application
CICS or batch

z/VSE or z/OS

External 
network

LPAR (CP) LPAR (IFL)

z/VM

Data

Hipersockets 

VSWITCH

2

3

1
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Agenda

� zEnterprise Positioning

� Networking options on zEnterprise
– Special network option Linux with z/VSE

� Wrap-up
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Network alternatives

DB2 AR
VSE

DB2
Server

TCP/IP

Linux on System z

TCP/IP

OSAX

Application

z/VSE

External 
network

LPAR (CP) LPAR (IFL)

z/VM

DB2 data

Hipersockets 

VSWITCH/LFP

2

3

1
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Linux Fast Path in a z/VM-mode LPAR  
- Supported by z/VM, Linux and z/VSE 4.3 + 5.1

n
e
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n
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rk

Without LFP With LFP

System z10, z196, or z114                                   

z/VSE Supervisor

HiperSockets

IUCV

System z10, z196, z114

Application

HiperSockets

Application

TCP/IP Stack

Kernel

Application

TCP/IP Stack

z/VSE Supervisor

z/VM z/VM z/VM

n
e

tw
o

rk

Application

TCP/IP Stack

Kernel

LFP Daemon

Faster communication between z/VSE and Linux applications
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z/VSE z/VM IP Assist (VIA)  - Supported by z/VSE V5 + z/VM V6.2

With z/VM IP Assist (VIA), no Linux on System z is needed to utilize the LFP advantage 
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Without LFP With LFP + VIA

System z10, z196, or z114                                   

z/VSE Supervisor

HiperSockets

IUCV

z196, z114

Application

HiperSockets

Application

TCP/IP Stack

Kernel

VIA

Application

TCP/IP Stack

z/VSE Supervisor

z/VM z/VM z/VM
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OSX

HiperSocket VSWITCH Integration with zEnterprise IEDN
Available:  April 13, 2012

LP1 LP2 LP3 LP4

� Built-in failover and failback
� Bridge new IQDX chpid to OSX chpid
� Also works for IQD to OSD

HiperSocket
chpid

� Same or different LPAR
� One active bridge per CEC
� PMTU simulation

IEDN

LP5

zBX

Blades

OSXOSX OSX OSX OSX
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Linux Fast Path in LPAR 

environment:

GA 06/2012: Linux Fast Path function for

LPAR environments Exploiting the

zEnterprise HiperSockets Completion 

Queue.

z196, z114
HiperSockets CQ

n
e

tw
o

rk

Linux Fast Path in an LPAR  

z/VSE Supervisor

Application Application

TCP/IP Stack

Kernel

LFP Daemon
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Linux for System z Network Device Drivers

■ LCS – LAN Channel Station

■ CTC(M) (stabilized)

■ NETIUCV (stabilized)

■ QETH
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LAN Channel Station (LCS) Device Driver

■ Supports:

– OSA Express (in non-QDIO mode) 

• (HighSpeed TokenRing)

• (ATM (running Ethernet LAN Emulation) )

■ May be preferred instead of QETH for security reasons

– Administrator defines OSA Address Table → restricted access,
whereas with QETH each Linux registers its own IP address

■ But: performance is inferior to QETH's performance!!!
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Change Required - for CTC and IUCV users

■ CTC = Channel-to-Channel connection

■ IUCV = Inter User Communication Vehicle

■ CTC(M) and NETIUCV device drivers are deprecated (Linux 2.6+)

■ Device drivers are still available for backward compatibility

■ Please consider migration

– Virtual CTC and IUCV (under z/VM)  ==> guest LAN HiperSocket or
guest LAN type QDIO

– CTC inside a CEC                             ==> Hipersockets

– CTC                                                   ==> OSA-Express (QDIO)
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QETH Device Driver

■ Supports

– OSA Express / OSA Express2 / OSA Express3 – OSD type (=QDIO)

• Fast/Giga/10GBit Ethernet (fiber infrastructure)

• 1000Base-T Ethernet (copper infrastructure) 

– System z HiperSockets

– z/VM

• GuestLAN Type QDIO (layer2 / layer3), Type Hiper

• z/VM VSWITCH (layer2 / layer3)

– IPv4, IPv6, VLAN, VIPA, Proxy ARP, IP Address Takeover, Channel Bonding

■ Primary network driver for Linux on System z

■ Main focus in current and future development
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Hipersockets Network verification
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Hipersockets network connection verification

� netstat –s

� Original Problem: Input buffers of receiving partner are full:
– Too few input buffers

• increase buffer_count to 128
– CPUs busy with something else
– LPAR share / VM guest share too low
– Increase sysctl values

• net.ipv4.tcp_rmem, sample: 4096 131072 4194240
• net.core.netdev_max_backlog, sample: 3000

� Imbalance between sender and receiver
– If CPU of Linux and z/VSE has high difference use Shared OSA or z/VM VSWITCH
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Network Recommendations

� Which connectivity to use:

–External connectivity:

• LPAR: 10 GbE cards

• z/VM: VSWITCH with 10GbE card(s) attached

• z/VM: For maximum throughput and minimal CPU utilization attach 

OSA directly to Linux guest

– Internal connectivity:

• LPAR: HiperSockets for LPAR-LPAR communication

• z/VM: VSWITCH for guest-guest communication

� For highly utilized network devices consider

–to use z/VM VSWITCH with link aggregation

–to use channel bonding

–that channel bonding for high availability has low overhead
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      IBM                  
zEnterprise                                                                                      

Business Services

Connectors

Clients Tran/Data Services

IBM

zBX 

CICS Transaction Gateway ECI 

DB2 Connect

WebSphere MQ Series

VSE e-business connectors 

VSE Web Services

AIX, Linux, Windows, 

z/VSE V5 Strategy with zEnterprise  - More options, highly integrated

Traditional + Linux on z 

and zBX

Reduce
– Routers
– Switches
– Firewalls 

�Centralize
– DNS Server
– Network filtering
– Work balancer 
– Edge Server

� LDAP security integration 

�Uses the internal IEDN 
network.

�No need for additional 
DMZ security zones

�use standard Intel based 
software for non-critical 
applications to Linux on z 
databases

Private data network (IEDN)
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A strategic systems platform….
Helping to free up resources for critical projects and establish a base for the future

A strategic systems platform….
Helping to free up resources for critical projects and establish a base for the future

Summary

IBM System zEnterprise: 

1. Enables mixed workload Business Processes to be deployed, and centrally managed

The demands placed on the data center have never been greater. 

2. Allows optimized integration of data, 

applications, and web serving

3. Delivers dynamically responsive IT 
with lower acquisition and operating 

costs

4. Meets the need of heterogeneous data 

centers

ZSP03505-USEN-00
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The Future runs on System z,
the largest scalable server

… System z delivers extreme business value by helping you reduce 
cost, manage risk, and improve service.
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Additional Documentation

� IBM System z Networking

http://www.ibm.com/systems/z/hardware/networking/

� IBM System z Connectivity Handbook

http://www.redbooks.ibm.com/redpieces/abstracts/sg245444.html

� z/VSE documentation

http://www-03.ibm.com/systems/z/os/zvse/documentation/#tcpipz/

� VM Networking

http://www.vm.ibm.com/virtualnetwork/

� Linux on System z documentation

http://www.ibm.com/developerworks/linux/linux390/documentation_dev.html

� Linux on System z - Tuning Hints & Tips

http://www.ibm.com/developerworks/linux/linux390/perf/index.html

� Linux on System z on developerWorks

http://www.ibm.com/developerworks/linux/linux390

� Linux on System z – Downloads

http://www.ibm.com/developerworks/linux/linux390/development_recommended.html
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Questions?

IBM Deutschland  Research
& Development GmbH 
Schönaicher Strasse 220
71032 Böblingen, Germany

Office: +49 (0)7031-16-3796
mildw@de.ibm.com

Wilhelm Mild

IBM IT Architect


