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Resiliency — often called business continuity

Data Center News:

lin
L
@

Business resiliency
The mainframe in business resiliency

| - the ability of the enterprise to continue to
By Wayne Kernochan, Contributor . .
SearchDataCenter.com function:

- as effectively as possible
- in the face of natural disasters
- man-made problems and disasters

-High Importance:
-recent natural and man-made disasters,
-plus new requirements for business compliance,

- have increased the importance of business resiliency to the point
where even SMBs (small to medium sized businesses) must plan and
implement resiliency strategies, with input from the highest levels of the
organization.

http://searchdatacenter.techtarget.com/news/article/0,289142,sid80_gci1179879,00.html
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Resiliency — often called business continuity

Data Center News:

“Today the mainframe is a necessary

The mainframe in business resiliency but not sufficient condition for good
By Wayne Kernochan, Contributor business reSIIIency'
SearchDataCenter.com

The business strategist usually considers the mainframe as first among equals:
A platform whose resiliency can be counted on,

but which must be integrated with other systems via resiliency software and hardware in

order to achieve the quality-of-service, availability, and recoverability goals that the
enterprise now needs.

The mainframe can do more for business resiliency strategies than simply be the best at
what it does.

= In the first place, the mainframe can act as the testing ground for new resiliency
technologies and strategies that will then flow downwards to the rest of an enterprise's
integrated resiliency infrastructure.

= In the second place, the mainframe can act as a data resiliency hub, supervising key data
resiliency tasks.

Together, these two tasks can make the mainframe again the focus of users’ business
resiliency strategies.

http://searchdatacenter.techtarget.com/news/article/0,289142,sid80_gci1179879,00.html
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Example of a business resiliency matrix

Cperational resiliency Disaster resiliency

How quickly can | faill overan  [|Which applications are important
Application ||application from one system to  [|to keep running when disaster
resiliency another -- seconds, minutes, or ||strikes, and which can wait for an

hours? hour, a day, or a week?

How fast and how close to the  [|What is my tradeoff between
Data fime of failure can | recover costs of mirroring to a site 150 or
resiliency data from backups if a more miles away and risks if | use

business-critical system fails?  ||less storage or a closer site?

Does my intranet have enough What do | do if power lines

Network  atematé pathways n caseran”[Eetieen e localste and e
electrical outage occurs? knocked out?

People Who can sub_E.ti_tute fﬂr_m*_-,r Who can act tempn_rarilf,r for the

resiliency systems administrator if he/she |[(CEO, COOQ, CFO) if he/she has a
IS sick? heart attack?
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Business Continuity Planning (BCP)

= is an enterprise wide planning process
= creates detailed procedures in the case of a disaster.
= BCP Plans take into account
— processes
— people
— facilities
— systems
— external elements which could affect an organization to function

= BCP obijective is to maintain critical business processes in the event of an
unplanned outage

= the scope of BCP involves the IT infrastructure

= Disaster Recovery Planning is an IT-centric logical subset of the BCP
process.

6 © 2010 IBM Corporation
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Disaster Recovery Planning (DRP)

functions as a logical subset to the Business Continuity Planning (BCP)
process.

DRP process ensures continuity of operations in the event of a wide
variety of disaster scenarios.

IT operations handles DRP and BCP functions as a closely coupled
process.

The published DRP is typically an IT focused plan

— designed to provide continuity of:

- operations for applications,

- databases,

* system,

* networks,

- telephony,

- staff,

* supporting infrastructure (power, cooling, space).

7 © 2010 IBM Corporation
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Considerations for Disaster Recovery

(1) Concepts of Disaster Recovery (DR)

(2) One active production site and one for DR
(3) Two active sites with production and test

(4) Borrowed Resources for Disaster Recovery

8 © 2010 IBM Corporation
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Concepts of Disaster Recovery

A Disaster Recovery 1s needed 1f the main systems are unable to
work.

» Main machines

» Storage subsystems

» Communication of people with Data Center

Reasons for failures:
»Outage of power
» Natural catastrophe (Water, Wind, earthquake,...)
» Technical failures
»Human error
»Hardware errors and outages
» Political (terror)

Impact: Inability to be productive — loss of money

9 © 2010 IBM Corporation
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Types of disasters

@

S L
Computer Failure, Corrupted
Data, Labor lsaues, Logt
Data, Medical Emergendes
Network Failurg Software
Brors

Borrb Threat, Bomb Hast, Bological Attack, Charical
Silly Attack, Civil Unrest, Computer Virug BMP,

Espionage, Hacking, Human Bror, Legal lssues Logic
Bomb, Sabotage, Theft, Tarrorism, Workplace Violenos

Blackouts, Brownouts, Burst Fipe, Bwironmental Hazards
Epidamic, Bvacutation, Halon Discharge, HVAC Failure,
WAN/ ISP Failure, Power Sirge, Power Grid Failure, Sorinkler
System Discharge, Transpartation Disruptions,

Earthquakes, Bectrica Sorms, Fre, Hooding, Hurricanes, Lighting,
Tornadoes, Tsunami, Volcano, Wind Sorm, Winter sorms,

© 2010 IBM Corporation
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Major discussion areas

Possible Systems affected

— Type of systems, relation, how many systems participate in the DR
scenario

System positions — Geographically
— Distance between them for data mirroring

Connectivity and attachments
— Ability to replace each other w/o application/user adjusatments

Separation of Data Stores
— Logical connected data should reside on same side

Network topology
— Types of networks to be interconnected

Operating Systems and application Landscape
— Application execution based on operating systems

11 © 2010 IBM Corporation
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The Business impact analysis (BIA)

= IT Resource relation and priorities for DR

= Consider all environments

= Prioritize based on business importance

@

Input from users,
business process
oWners,
application
owners, and other
associated groups

Identify Outage Impacts and

Develop Recovery

Identify Critical IT Resources Allowable Outage Times Priorities
Process: 2.Time and Attendance Reporting Maacisca Recovary
Pricrity
Max Allowable
Critical Business Process  Critical Resources Qutage Impact e High
Critical # WAN Access  Medium
1. Payrell Processing # LAM Server Besources B Hours e % E-mail 15
2. Time and Attendance % WAN Access " D:'“' [ * Mainframe High
Raporting % E-mail sheet processing Access
, *LAN Server « Inability to : .
° ILT; ;;ltli:lu:ﬂandanca it #WAN Access par‘far:-nr routine i ot b
Access i .
4. Time and Attendance % E-mail Sarver * E-mail payroll
Approval % Mainframs aperaticns
; Access % Delay im payroll
% E-mail Server procesging

XXX

Example of the Business Impact Analysis process

© 2010 IBM Corporation
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Objectives for Disaster Recovery

Following Objectives are the same for Systems and Storage
eMinimize time of outage

*Minimize affected systems in case of a disaster

eMinimize effort for a restart

Required knowledge in case of a DR:

*Special Communication hardware for the DR case — to avoid
busy lines from users

eDocumentation of DR Process

© 2010 IBM Corporation



| WAVV 2010, Covington, KY, April 9-13

Identify RTO, RPO und NRO

[
\j

Failure Upand rumning
¥

| RTO
| - -

: RPO
- >

Recovery Time Objective (RTO) Recovery Point Objective (RPO)

What time difference can be between Failure and a

What is the toleration for data loss?
total productional run level ?

RPO = “0” means, NULL data loss acceptable
RPO = “5”” means, data loss in last 5 min acceptable

TREND: RPO =0

Network Recovery Objective (NRO)

Time requirements for network availability.

© 2010 IBM Corporation
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The Business Impact Analysis (BIA)

= The BIA/RPO/RTO analysis stage focuses on organizing business requirements
in such a way that systems and data can be classified by relative importance.

= The systems classification is translated into technical classifications and policies.
While these elements are often included in the risk analysis phase, we separate
them to stress the importance of strategic planning and classification of systems.

= |n addition to the BIA data, the following elements must be fully understood for
each system:

— Recovery Point Objective (RPO) defines the amount of data that you can
afford to recreate during a recovery, by determining the most recent point in
time for data recovery.

— Recovery Time Objective (RTO) is the time needed to recover from a
disaster, or how long the business can survive without the systems.

— Network Recovery Objective (NRO) details the time to recover or failover
network operations. Keep in mind that the systems level recovery is not fully
complete If customers cannot access the application services via network
connections. For instance, in a WAN environment where data processing
services are transitioned from site A to the recovery site B, numerous
problems can exist outside of the local network configuration, including DNS
and routing

15 © 2010 IBM Corporation
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Tier 0 — NO DR scenario in place

= Standalone
datacenter

= NO DR site at all

= A failure would
mean to use
existing Backups
and rebuild the
environment

Datacenter A

Tier O - Do nothing, no offsite data

Note: The typical length of recovery time in this instance is unpredictable. In many cases
complete recovery of applications, systems, and data is never possible.

© 2010 IBM Corporation
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Tier 1: Offsite store of Backups procedure

Pickup Truck Access
Method (PTAM)
because vaulting
and retrieval of data
is typically handled
by couriers

Datacenter A

Offsite Vault

=10

Daily Backups

this is a relatively
inexpensive option

used by many sites Tier 1 - Offsife vawlting (PTAM)

Note: The typical length of time for recovery depends on the agreements.

© 2010 IBM Corporation
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Tier 2: Offsite data center for DR situations

Datacenter A Datacenter B

Daily At Recovery
Backups Time

Tier 2 - Offsite vaulting with a hotsite (PTAM + hotsite)

Tier 2 installations rely on a courier (PTAM) to get data to an offsite storage
facility. In the event of a disaster, the data at the offsite storage facility is moved to
the hotsite and restored onto the backup hardware provided. Moving to a hotsite
increases the cost but reduces the recovery time significantly. The key to the
hotsite is that appropriate hardware to recover the data (for example, a
compatible tape device) is present and operational.

Note: The typical length of time for recovery is normally more than one day.

© 2010 IBM Corporation
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Tier 3: Electronic synchronization and regular Backups

Datacenter A Datacenter B

Electronic Vaulting

% Offsite
- Vault

Daily

At Recovery
Backups

Time

Tier 3 - Offsite electronic vaulting
The hotsite is kept running permanently, thereby increasing the cost. As the

critical data is already being stored at the hotsite, the recovery time is once again

significantly reduced. Often, the hotsite is a second data center operated by the
same firm or a Storage Service Provider.

Note: The typical length of time for recovery is normally about one day

© 2010 IBM Corporation
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High Bandwidth
gnnnegtigng Datacenter B

Datacenter A

e A

: Offsite ]
‘ Vault
S— ==

v

At Recovery Time

Tier 4 - Electronic vaulting with hotsite (active secondary site)

In this scenario, the workload may be shared between the two sites. There is a
continuous transmission of data between the two sites with copies of critical data
available at both sites. Any other non-critical data still needs to be recovered from
the offsite vault via courier in the event of a disaster.

Note: The typical length of time for recovery is normally less than one day

© 2010 IBM Corporation
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Tier 5: Modern Global/Metro Mirror synchronization

Datacenter A Datacenter B
( cold/warm/hot )

High Bandwidth
Connections

Tier 5 - Two-site, two-phase commit

Tier 5 also requires partially or fully dedicated hardware on the secondary
platform with the ability to automatically transfer the workload over to the
secondary platform. We now have a scenario where the data between the two
sites is synchronized by remote two-phase commit. The critical data and
applications are therefore present at both sites and only the in-flight data is lost
during a disaster. With a minimum amount of data to recover and reconnection of
the network to implement, recovery time is reduced significantly.

Note: The typical length of time for recovery is minutes to max a couple of hours

21 © 2010 IBM Corporation
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Tier 6: Par Excellence: Parallel Sysplex scenario

Datacenter A Datacenter B

s “ee. (hot site)
- Advanced "t
Coupled/Clustered

Systems

Data Sharing

Tier 6 - Zero data loss (advanced coupled systems)

This is the most expensive Disaster Recovery solution as it requires coupling or
clustering applications, additional hardware to support data replication, and high

bandwidth connections over extended distances. However, it also offers the
speediest recovery by far.

Note: The typical length of time for recovery is zero — automatic failover takes place

© 2010 IBM Corporation
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What are customers doing today ?

‘Continuous Availability /
Disaster Recovery within
- a Metropolitan Region

GDPS/HyperSwap Mgr GDPS/PPRC GDPS/GM & GDPS/XRC GDPS/MGM & GDPS/MzGM

RPO=0 & RTO=0 ’ RPO=0 & RTO<1 hr ’ RPO secs & RTO <1 hr , ,

Wilhelm Mild IBM Confidential © 2009 IBM Corporation
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System environment Agreements for DR
IBM special Agreements for Recovery:

»IBM Customer Agreement (ICA),

»IBM Agreement for Programs (IAP),

» International Program License Agreement (IPLA)

»The level of use acquired is documented in a Proof of Entitlement (PoE)

»“one install”, (w/o other restrictions), allows a copy of the program on more than
one machine under the customer’s control, but only one program is authorized to be in
use at any given time. Or customer may use the program temporarily on another
machine, if the Designated Machine is inoperable.

It applies to all programs licensed under these agreements for:

» Backup use,

* Disaster Recovery (DR),

* BRS when a backup and recovery service is involved

© 2010 IBM Corporation
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System environment Agreements for DR

IBM defines 3 types of situations for programs running or resident on backup
machines: "cold"; "warm"; and "hot".

Accepted actions concerning the copy of the program used for backup purposes:

+¢ cold - a copy of the program may be stored for backup purposes on a machine as
long as the program has not been started.
**There is no charge for this copy.

¢ warm - a copy of the program may reside for backup purposes on a machine

and is started, but is "idling", and is not doing any work of any kind.
*sThere is no charge for this copy.

¢ hot - a copy of the program may reside for backup purposes on a machine,

is started and 1s doing work. However, this program must be ordered.
*sThere is a charge for this copy.

© 2010 IBM Corporation
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System environment Agreements for DR - continued

For the ‘warm’ situation - "Doing Work", includes:
»production,
»development,
»program maintenance,
»>testing
»mirroring of transactions,
»updating of files,
»synchronization of programs, data or other resources (e.g., active
linking with another machine, program, data base or other resource, etc.)
»any activity or configurability that would allow an active hot-switch or
other synchronized switch-over between programs, data bases, or other
resources to occur.

» A scheduled hardware outage, such as preventive maintenance or
installation of upgrades, is NOT considered a backup situation.

© 2010 IBM Corporation
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System environment Agreements for DR — continued (2)

Preparation for emergency backup situations requires periodic tests — based
on the requirements of system availability.

No extra program charges apply for these tests if:
»The number is appropriate (e.g., 1-3 tests per year)
»The duration is adequate, (e.g. 2 to 3 days per test).
»For more frequent tests required (e.g. for on-line systems running 24x7
critical customer business operation)
»a shorter duration without exceeding the total hours of above
guidelines.

There can be no productive output or work done from the tests and no
development, program maintenance or testing as part of the tests. IBM has the
right to review the customer's rationale for not licensing the IBM Program
copy for the backup environment.

© 2010 IBM Corporation
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Heterogeneous IT — what are the options

RS/&a00
pSeries
. : ASI400
iSerias
Sun
Solaris
Lirux ] m, -
d | L}
- 5/390
Windoms ZSeries
MT2000

© 2010 IBM Corporation



| WAVYV 2010, Covington, KY, April 9-13

Enterprise Storage solutions
— Disaster Recovery (DR) and the ‘Peer to Peer Remote
Copy’ (PPRC) methods

Weh interface and command
System z System p line interface ™ '
UNIX .\-J.
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Intel-based

ey n

S RQ 3 gy L o
b \ EEEE O 1BH; -.;:_:_.. : . _

\\\3
System i _
, =Global Mirror
= Recovery point objective (RPO) 3-5 sec
= asynchronously (long distances)
= forms a consistency group at a regular interval
=uses periodic Flashcopy and
=Metro Mirror
Totalstorage System families =synchronous (< 300 km)

DS8000, DS6000, ESS Series “instant FlashCopy

29 © 2010 IBM Corporation
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HyperSwap: Implementation in Native Mode for Linux

= Linux device mapper is used for logical mapping (target is multipath)
= Multipath tools are used to set up the device pairs during IPL automatically

= Explicit control commands to the DASD devices and the device mapper are used
to do the HyperSwap

Device Mapper
Device

xdra

DASD Device

/dev/dasda
busid: 0.0.d2d2

Site 1

Site 2

30
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Multipath: Mapping of Partitions

= The multipath target maps the complete device
= Partitions are mapped using linear targets which point to the multipath device
= Naming convention is to append —part<partition number> to the device name

/dev/mapper/xdra

/dev/mapper/xdra-parti /dev/mapper/xdra-part2
Partition #1 Partition #2

/dev/dasda /dev/dasdb

/dev/dasdat /dev/dasda2 /dev/dasdb1 /dev/dasdb2
Partition #1 Partition #2 Partition #1 Partition #2

31 | © 2010 IBM Corporation
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HyperSwap: Implementation in z/VM

= Standard VM mechanisms are used for logical mapping

= VM provides a CP interface that allows to configure PPRCed
devices and do the HyperSwap

VM Device
3228

Physical Device

< e >

Site 1 Site 2

32 © 2010 IBM Corporation
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HyperSwap Implementation in z/VM

= Standard VM mechanisms are used for logical mapping
= VM provides a CP interface that allows to configure PFRCed
devices and perform a HyperSwap

Site 1 Site 2

Physical Devica

4000

33 © 2010 IBM Corporation
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XDR Support for z/VSE as passive guest in z/VM

Production System Production System Linux Proxy
z/VSE Linux on System z

z/OS

1. z/VVSE as passive guest under z/VM and Linux Proxy
° z/VSE is passive for GDPS
° transparent HyperSwap of disks via z/VM triggered by GDPS (vmlogrdr)
° communication with GDPS via Linux Proxy only
Wilhelm Mild

IBM Confidential

© 2009 IBM Corporation
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Linux 2/VSE

General Disaster Recovery
| scenario

z/VM z/VM

System z

~
A S
’ Linux 2/VSE
@G on System z Environment
- Environment
+ WAS L
. DB2 + VSAM
(+ DB2 VSE)
G +TSM + COBOL
+ TCP/IP
2/ VM z/VM
IBM Storage System Svet
stem z
DS8000, DS6000, ESS, y

35 © 2010 IBM Corporation
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Disaster Recovery automation

Disaster Recovery Site - §
IBM Storage System

(TPC) TtalStorage Productivity Center o
for Replication s,

Metro Mirr

Production
Environment

IBM Storage Syste
+ TCP/IP z/VSE
+ VTAM Environment
Flashcopy: _ + COBOL
=*minimal interruption, + VTAM
» immediate access to + VSAM + VSAM

source an

= feature available for
zSeries and the open
system servers

36

d target

(+ DB2 VSE)
A

(+ DB2 VSE)

z/ VM

l Systein z

( offline backup process)

© 2010 IBM Corporation
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Scenarios for Disaster Recovery with VSE

(1) Concepts of Disaster Recovery (DR)

(2) One active production site and one for DR

(3) Two active sites with production and test

(4) Borrowed Resources for Disaster Recovery

37 © 2010 IBM Corporation
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(1) One active production site only and one for DR
Environment setup for disaster Recovery

DR System

** An IBM agreement is done to start this machine with the same power as
the production site in Case of Recovery

»* An additional agreement can be made for increased capacity, to shorten
the startup time of the VSE systems

»* A COLD environment setup - the System is switched off

»* A WARM environment setup - the System is idling

» Both Systems are are able to connect to both Storage subsystems

/

** (on the production and DR site)

Storage Systems

/7

¢ The Production Storage system is cross connected to the one for DR

/7

*» Data is mirrored via PPRC (real time or asynchronous)
+* Enablement to switch the PPRC direction

Network

/

< Possibility to switch between the productional and DR network

© 2010 IBM Corporation
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Linux Z/VSE
on System z Environment
Environment + CICS

+ VTAM
O EaMse
+
CE2 + COBOL
+TSM + TCP/IP
z/ VM z/ VM
System z

39 |

N
-
-

IBM Storage System
DS8000, DS6000, ESS,

scenario

|
O\ 32
\\

General Disaster Recovery

Linux

on System z
Environment

z/VSE
Environment

+WAS + VTAM
+ VSAM
DE2 (+ DB2 VSE)
+TSM + COBOL
+ TCP/IP
2/ VM z/VM
System z

© 2010 IBM Corporation
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One active production site

Linux
onSysutemz E“V#{’Y"S“E“‘ only and One for DR
Environment + CICS
s+ VI
cone || G BERLSE
+TSM + TCP/IP
z/ VM z/ VM
System z

z/NSE
on System z Environment
Environment
+ WAS + VTAM
+ VSAM
+DB2 (+ DB2 VSE)
+TSM + COBOL
+ TCP/IP
2/ VM z/ VM
System z
IBM Storage System L

ESS, DS6000, DS8000

40 © 2010 IBM Corporation
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One active production site
only and one for DR

+TCP/IP ZNEE
+cIcs Backup

+VTAM Environment
+COBOL

+ VTAM
+VSAM & UELL)

(+ DB2 VSE) (+ DB2 VSE)

EAL

zSeries or S/390 Server

Environment

|+ vTAm
4 -+ vsam
B (+ DB2 VSE)

/ VM

IBM Storage System
ESS, DS6000, DS8000

zSeries or System z

M | © 2010 IBM Corporation
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One active production site

+TCP/IP ZNEE

| | only and one for DR

(+ DB2 VSE) (+ DB2 VSE)

2/VM AL

| zSeries or S/390 Server

Backup
Environment

|+ vTAm
4 -+ vsam
B (+ DB2 VSE)

/ VM

IBM Storage System
ESS, DS6000, DS8000

zSeries or System z

42 | © 2010 IBM Corporation
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One active production site only and one for DR

nnnnnnnnn

+TCPIP
+CICS.
+VIAM
+COBOL

BT +VSAM
(+ DB2 VSE) GLBED

Production
Environment

+ TCP/IP z/VSE
+ CICS Backup

+ VTAM Environment
+ COBOL
+ VTAM
+ VSAM + VSAM
(+ DB2 VSE) (+ DB2 VSE)
z/VM z/ VM

zSeries or System z

43 | © 2010 IBM Corporation
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One active production site
only and one for DR

Production
Environment

+ TCP/IP
+ CICS Backup
+ VTAM Environment
+ COBOL
+ VTAM
+ VSAM + VSAM
(+ DB2 VSE) (+ DB2 VSE)
z/VM z/ VM

zSeries or System z

44 | © 2010 IBM Corporation
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+TCP/IP
|| +cCICS
+VTAM
+COBOL

only and one for DR

+VSAM
(+ DB2 VSE)

"
@

One active production site

/
/\ a
WA Environment

| +vTAm
d +vsam
(+ DB2 VSE)

/ VM

zSeries or System z

45 |
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Steps in case of a disaster Recovery

1. Emergency phones and messaging methods have to be enabled
2. Start z/VM on the Recovery Site (on a COLD environment)

1. Start the CBU (Capacity Backup Upgrade) if defined - to
accelerate start of VSE systems

3. Switch the OSA Adapter Network Connectivity

4. Start Online VSE machines (all CICS partitions should start
automatically)

5. After all productional machines are running — the capacity can be
reduced to the normal productional capacity
Note: These Steps must be tested and trained periodically to have a well

functioning process in case of a disaster Recovery failure.
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Scenarios for Disaster Recovery with VSE

(1) Concepts of Disaster Recovery (DR)

(2) One active production site and one for DR

(3) Two active sites with production and test

(4) Borrowed Resources for Disaster Recovery

47 © 2010 IBM Corporation
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.. Development/Test
Z | 8% CBU
Two active sites with production and test
=

P

. |
A
>

| + VTAM
d +VSAM
(+ DB2 VSE)

/ VM

zSeries or System z

IBM Storage System
ESS, DS6000, DS8000
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Development/Test

CBU

Production

Environment

@

Two active sites with production and test

z/VSE

+ TCP/IP
+ CICS Backup
+ VTAM Environment
+ COBOL
+ VTAM
+ VSAM + VSAM
(+ DB2 VSE) (+ DB2 VSE)
2/ VM 2/ VM

zSeries or System z
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(1) Two active sites with production and test
Environment setup for disaster Recovery

DR System

\/
0’0

O/ O/
000 000

>

L4

L)

An IBM agreement is done to increase the machine for DR capacity
with the power of the production site, using CBU (Capacity Backup
Upgrade)

In a WARM environment setup - the System is idling

In a HOT Environment setup — the system is very fast ready to take
over the production workload

Both Systems are able to connect to both Storage subsystems

/

** (on the production and DR site)

Storage Systems

\/
0’0

\/
0’0

\/
0’0

The Production Storage system is connected to the one for DR
The DR Storage system is connected to the production Storage
Data is mirrored via PPRC (real time or asynchronous)

*» Enablement to switch the PPRC direction

Network

/7
0.0

Possibility to switch between the productional and DR network
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Steps in case of a disaster Recovery

1. Emergency phones and messaging methods have to be enabled
2. Start the CBU (Capacity Backup Upgrade)
3. Switch the OSA Adapter Network Connectivity

4. Start the Online VSE machines if not already started (all CICS
partitions should start automatically)

5. Atfter all productional machines are running — the capacity can be
reduced to the normal productional capacity

Note: These Steps must be tested and trained periodically to have a well
functioning process in case of a disaster Recovery failure.

© 2010 IBM Corporation
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z/VSE Customer example — distributor Germany

= mainframe on D/R site is Power-On-Reset

= Activities in case of disaster:
— Switch attachments for channel attached printer
— IPL VM
— CBU on HMC 5-7 min (conform IBM doc about 30 min)
— activate 29 CPU in VM
— VSE IPL — start all business applications

For starting all CICS environments and applications they need 25 min
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Scenarios for Disaster Recovery with VSE

(1) Concepts of Disaster Recovery (DR)
(2) One active production site and one for DR

(3) Two active sites with production and test

(4) Borrowed Resources for Disaster Recovery
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Off-site Disaster Recovery

A Disaster Recovery Site can be made offsite on other customers with
IBM equipment.

Necessary Agreements are required:
» An contract with HW details
»The DR procedure must be well defined and described
» Data for the DR case are provided periodically to the DR Center

»Training is done periodically and the DR procedure is verified
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Disaster Recovery Site -
System and Storage

Production
Environment

+TCP/IP
+CICS
+VTAM
+COBOL

+VSAM
(+ DB2 VSE)

DR company
. i.e. IBM
R V\§]

ZIVSE
Backup
Environment

+VTAM
+VSAM
(+ DB2 VSE)

EAL

2/VM

zSeries or S/390 Server

55

Depending on failure,
not all actual running processes
can be redone entirely.

IBM Storage System
ESS, DS6000, DS8000

OFF-Site

Disaster Recovery

Production
Environment

z/VSE

+ TCP/IP
+CICS Test / Dev
+ VTAM Environment
+ COBOL
+ VTAM
+ VSAM + VSAM
(+ DB2 VSE) (+ DB2 VSE)
2/ VM z/ VM

zSeries or System z

© 2010 IBM Corporation




| WAVYV 2010, Covington, KY, April 9-13

lin
| LU
@

Scenarios for Disaster Recovery with VSE

(1) Disaster Recovery (DR)

(2) Backup Concepts
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Business Continuity, Disaster Recovery, and TSM

Levels of interdependence
— Business requirements for availability
— continuity of IT operations
— Business Continuity Planning (BCP)
— Disaster Recovery Planning (DRP)

Storage management processes and infrastructure impact
— recovery times for operations

— overall continuity of operations.

Backup procedures important factors for:
— availability of data
— restore procedures and the documented and planned execution

Bare Metal Backup

57 © 2010 IBM Corporation



58

| WAVYV 2010, Covington, KY, April 9-13

Disaster Recovery and TSM

@

High Level Business
Continuity Planning

What kind of solution is required?
/ What would be required to meet greater DR objectives?

Linderstanding

Recovery Planning

3. Risk Analysis / BIA
your Ervironment 4, RPCYATO Analysis
and Classifying E. Datta Protection’Paolicy Creation
your Requirerments &. Recovery Plans
Databass page shadowing
Disaster Cetabase and recovery log mirroring

What kind of solution exists?

Understand the Tiers of Recovery

1. Project Initiation and Team Sdection
2. Business Process Analysis

Storage pool manipulation
Client backup operations
Backup methods and topologiss
TEM Disaster Recovery Manager (DRM)

Implementation of a TSM
for Disaster Recovery

DR Testing
and Maintenance

TEM ard high availakility clustering
TSMtraditional and electronic tape vaulting.
TSMand Cliert Bare Metal Restore

1. Develop atest schedule with pre-defined test scenarics.
2. Fully document each activity during the recoveny test,
3. Review the results of each test inttiate necessary comrections

TSM sener-to-senver communications
TSM senver-to-senier virual violumes
TSMand remote disk replication

Figure 14-12 Summary of TSM and Disaster Recovery considerations
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DS8000 / DS6000 / ESS Flash Copy

Copy data command issued

Copy is immediately available

Write Read

Read and write to both

source and copy possible

mid

Optional background copy

y B8

Optional Background Copy (High Read)
- Query Data Base Clones
- B2B Data Base Clones

When copy is complete,
relationship hetween
source and target ends

Normal Operations -> No Background Copy
- Dump -> Tape
- FlashCopy before Batch
- DB Extract/DB Load

Flashcopy:

=*minimal interruption,

» immediate access to
source and target

= feature available for
System z and the open
system servers

59

IBM Storage System
ESS, DS6000, DS8000

.

z/VSE
Production
Environment

+ TCP/IP
+ CICS
+ VTAM Environment
+ COBOL

+ VTAM
+ VSAM + VSAM
(+ DB2 VSE) (+ DB2 VSE)

( offline backup process)

Systerh z

© 2010 IBM Corporation

IT Environment for almost
24x7 Availability
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System z Storage Options for z/VSE

New Standard in

New Standard
Pricing and in Functionality,
Packaging Performance, TCO
IBM TotalStorage DS6000

ESS 750/ 800 IBM TotalStorage DS8000

ESCON Not Avalil Yes Yes
FICON Yes Yes Yes
FCP/SCSI Yes Yes Yes

© 2010 IBM Corporation
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IT Environment Needs for 24x7 Availability

Xinhibitors of online processing time
“pbackup-window
= batch-window
Typical processing time-line:

ONLINE oo OFFLINE.oooooo. ONLINE
BACKUP l BATCH

23:00 22430 6:00

BACKUP process (after Flashcopy) running in
parallel to batch from Flashcopied volumes
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IT Environment Needs for 24x7 Availability

" modern Storage solutions can reduce OFFLINE time:
"eliminate backup window — using FLASHCOPY

Typical processing time-line:
ONLINE,..... OFFLINE....,.ONLINE
BATCH |

23:00 23:05 2:45 6:00

BACKUP process (after
Flashcopy) running in parallel to
batch from Flashcopied volumes
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IBM TS1120 Tape Drive Encryption for z/VSE

_ z/VSE V3.1 and Z/ VSE 4.1 support of the TS1120 Tape Drive
Centralized key with encryption. z/VSE support requires the Encryption Key
management Manager component running on another operating system

other than z/VVSE using an out-of-band connection.”
= Help protect and
manage encryption

keys Data Encryption
in the Server

= Highly secure and
available key data store
Long term key : Data = Highly secure
management CCLN S 7L CEM Encryption in o
TS1120 = High performance
Disaster recovery <€ > archive encryption
capabilities E = Transparent to existing

processes and

= Single point of control /7 applications
= Non-VSE, Java-based TS1120 encryption = Can help provide audit
g -

compliance
platform Enterprise scope

=

= TCP/IP connection to
tape control unit

* All statements regarding IBM’s future direction and intent are subject to change or © 2010 IBM Corporation
withdrawal without notice, and represent goals and objectives only.
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Tivoli Storage Manager - Architecture

(encrypt)

Fia

Storage pools

Clients

@ IBM Tivoli Storage Manager El
IBMNavoliStorage Manager, —

‘Welcome to IBM Tivoli Storage Manager! Click one of the following buttons to perform atask.
BACKUP ARCHIVE
Backup and Restore copies of data that are Archive and Retrieve copies of data that are
frequently updated. preserved for a specific period oftime.

Backup Archive
Copies files to server storage o - Creates an archive copy in
preventloss of data. - long-term storage.
Restore
Restores saved files from server
I storage.

1

Retrieve
Retrieves an archive copy from
long-term storage. )

b r

© 2010 IBM Corporation
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DR Plan Generation for TSM Server

65

Generate the recovery plan
using the PREPARE
command in TSM

The plan is stored in a time-
stamped file in the local
directory as defined in

SET DRMPLANPREFIX

Bdml

1
Cllant &
DISASTER
D
TSM Server R Prepare 7 RECOVERY
L PLAM

\‘ CADRMPLANYyyymmdd.hhmmss
B
2

Figure 8-12 Disaster Recovery Flan generation

© 2010 IBM Corporation
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TSM with warm DR site

= DRM output sent to the

66

remote site using a
secure network using
FTP

The TSM database
backups can be
manually vaulted along
with the copy storage
pool data to the warm
site environment for
disaster

Rescovery Tims |

Ciamphess ty

Cost

Povential Data Laoss

Manwal vaulting for copy storage podl data n

AT T1ET TIPS

Figure 14-6 Electronic vaulting of TSM DARM, manual DB, and copy pool vaulting

© 2010 IBM Corporation
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DR mirrored site with TSM Backup setup

=each TSM environment
functions independently,

= it vaults its data to the
alternate TSM site.

*In the case of a disaster,
the existing TSM
environment is used to
recover the lost TSM
environment and
associated

67

Recowery Time |
Coamplesd iy
Cost
Potential Data Loss
Production Site A Production Site B

T-Iﬂh'v.
- -
]=] PPRC Symcroncus Disk Copy

TSM Datobass TEM Durbnbasia

m_&rncmnaun Copy Storage Pool Writes m

Dual produdtion sites, electronic TSM DB and copy podl vaulting

© 2010 IBM Corporation
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z/NSE - Backup integration
with Tivoli Storage Manager (TSM)

Storage Pools

Y
DASD Linux
on
System z
Tapes
E Tivoli Storage z/VSE
— Manager Production
J— E =
— + VSE Virtual nvironment VSE
Tape server . cles Test
3 3 + TCP/IP Environment
Tivoli + VSAM
+ COBOL +CICS
» Backup & Restore Vit Tape A
» Archive/Retrieve + COBOL
z/V'SE Production System | z/VSE Test System
L LPAR orz/VM LPAR or z/VM LPAR or z/VM
IFL Engine Standard Engine
IBM System z
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z/VSE Backups with Tivoli Storage Manager

= New with z/VSE 4.1 and newer
= Uses the TSM Command-Line interface (DSMC)

= Based on the VSE VTAPE Functionality
— entire tape images will be stored via TSM
— VTAPE OPEN/CLOSE Exit (are Actions)
— On OPEN the tape image will be restored per TSM
to the TSM server and can be accessed by VSE

— On CLOSE the tape image will be saved per TSM to the
corresponding storage pool (dasd or tape)

lin
L
@

© 2010 IBM Corporation



| WAVV 2010, Covington, KY, April 9-13

lin
| LU
@

Tivoli Storage Managers — Connection to z/VSE

Server
TSMAction
" (Exit)
VSE
Virtual
Tape
Server

TSM

Server
~_

70 © 2010 IBM Corporation
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Tivoli Storage Managers — used with z/VSE Backup

Backup of VSAM Clusters with TSM

* $$ JOB JNM=VSAMBKUP,DISP=L,CLASS=0

// JOB VSAMBKUP

// LIBDEF PHASE, SEARCH=IJSYSRS.SYSLIB

* THIS JOB BACKS UP VSAM DATASETS

// DLBL IJSYSUC, 'VSESP.USER.CATALOG',,VSAM
*

* THIS FUNCTION USES A VTAPE FOR OUTPUT

VIAPE START,UNIT=181,L0C=9.152.216.105,FILE="TSM:VSAM.AWS (BACKUP) ', SCRATCH
// ASSGN SYS005,181

// EXEC IDCAMS, SIZE=AUTO

BACKUP ( -
VSAM.CONN.SAMPLE .DATA -
.
REW -
NOCOMPACT -

e BUFFERS (3) Syntax:

// ASSGN SYS005,UA TSM:<name>(<mode>,<optionset>,

yTAPE STOP,UNIT=181 <fromdate>,<fromtime>)

&

" ev BOJ mode - BACKUP or ARCHIVE
optionset - Name of configuration
fromdate - date (for Restore)
fromtime - time (for Restore)

71 | © 2010 IBM Corporation
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Tivoli Storage Managers — Connection to z/VSE

z/NSE | Virtual Tape
: ’ Server
VTAPE START! > open >dsmc restore <

File File

BACKUP {File

VTAPE STOP? >. close >dsmc backup > Server
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Bare Metal Recovery (BMR)

Step 1: Manually install
Minimal OS and Backup

Client

Step 2: Recover Backup
Data from TSM

© 2010 IBM Corporation
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z/NM Backup / Restore Manager - BACKUP
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Backup Data and Media

Share File

Systemn DIRA/DIRE/FN1 FT+
(SFS)

DIRA/DIRGAFME FT2
CIROVDMRE/FNa FT3

CcMS FN1 FT1 it Backup and
minidisk N2 FT2 FM2 Restore
Fa FTa Fia M an ag er
Track 1

Track 2

CMs
minidisk
VFB-512 (disk pool)

74 | © 2010 IBM Corporation



"
@

| WAVYV 2010, Covington, KY, April 9-13

z/NNM Backup / Restore Manager

Restore Data and Media S

Systemn
(SFS)

DIRA/DIRE/FNA FT1
DIFA/TIRC/FNZ FT2
CMS
minidisk
iz FT2 Fhz
Fa FT3 FM3

Backup and
Restore

FN1TFT1 It i
Manager FN2 FT2 FM2 -
//____—__\\ Spoolireader
ST \“‘“
Track 0
CMS
minidisk ot
\-—_/ VFB-512
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z/NNM Backup / Restore Manager

Backup and Restore Manager and Linux Guests

Using Backup and Restore Manager with Tivoli Storage Manager

Choose the solution that meets your needs

i

CMS minidisk
and SF5 files

Other guest Other guest

FN FT FM

H‘

FT FM

FN FT FM

|

© 2010 IBM Corporation
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Implement TSM on Linux on System z

as central Backup Hub

Linux

DB2

ORACLE

Windows
DB2
MS SQL

|

. )

DB2 LUW
LI

System z Demand System z
ot Production
N System z Environment
TSM Server DB2 LUW + TCP/IP
| (Tivoli Data + VTAM
Storage Warehouse +CICS TS
Manager) + VSAM
+ COBOL

+ DB2

z/N6Mor LPAR

z/NM or LPAR

IFL Engine(s)

CP Engine(s)

77
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Strategies to achieve tiers of DR using TSM

= |[BM Tivoli Storage Manager (TSM) can be used to help provide all the tiers of DR

= Use of Disaster Recovery Manager (DRM) which can automate the TSM server recovery
process and manage offsite volumes.

= Vaulting of TSM database, recovery log, volume history information, device configuration
information, DRP file (if using DRM) and copy pools for storage at an offsite location.

= Use of TSM server-to-server communications to enable enterprise configuration (multiple TSM
servers), enterprise event logging and monitoring, and command routing.

= TSM servers installed at multiple locations, optionally setup as peer to peer servers (that is,
each server able to recover at the alternate site).

= Use of TSM virtual volumes over TCP/IP connection to allow storage of TSM entities (TSM
database backups, recovery log backups, and primary and copy storage pools, DRM plan files)
on remote target servers.

= Use of high bandwidth connections and data replication technology (such as IBM PPRC, EMC
SRDF) to support asyschronous/sychronous data replication of TSM databases backups,
recovery log backups, TSM database and recovery log mirrors, and storage pools.

= Use of remote electronic tape vaulting of TSM database and recovery log backups, primary or
copy storage pools. Extended distances can be achieved by using distance technologies, for
example, extended SAN, DWDM, IP/WAN channel extenders.

© 2010 IBM Corporation
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IBM Tivoli Storage Manager at a glance

Tivoli Storage Manager — automates data backup and restore (B/R) functions, on a broad range of platforms and storage devices
Tivoli Storage Manager Extended Edition — expands B/R with data de-duplication and disaster recovery functionalit

IBM Tivoli Storage Manager for Mail — helps secure IBM Lotus® Domino® and Microsoft Exchange data

IBM Tivoli Storage Manager for Databases — helps secure IBM Informix®, Oracle and Microsoft SQL data

IBM Tivoli Storage Manager HSM for Windows — provides Hierarchical Storage Management with a policy-based management
system

IBM Tivoli Storage Manager for Advanced Copy Services — protects your mission-critical data that requires 24x7 availability with
snapshot backup

IBM Tivoli Storage Manager for Copy Services — high-efficiency B/R of data and applications, eliminating backup-related
performance impacts.

IBM Tivoli Storage Manager for Enterprise Resource Planning — helps protect vital SAP R/3 system data efficiently, consistently
and reliably.

IBM Tivoli Storage Manager for Space Management — automatically moves inactive data to free online disk space for important
active data.

IBM Tivoli Storage Manager for Storage Area Networks — for SAN-connected Tivoli Storage Manager servers and client computers

IBM Tivoli Storage Manager for System Backup and Recovery — offers a comprehensive system B/R and reinstallation tool with
bare-metal restore

IBM Tivoli Storage Manager FastBack™ — provides a continuous data protection and recovery management platform for Microsoft
Windows servers.

IBM Tivoli Storage Manager FastBack for Microsoft Exchange — provides the ability to quickly and easily recover granular
Microsoft Exchange data

IBM Tivoli Storage Manager FastBack for Bare Machine Recovery — restores entire systems, whether to comparable hardware,
dissimilar hardware, or a virtual machine.

IBM Tivoli Storage Manager FastBack Center — combines the features of the IBM Tivoli Storage Manager FastBack family of
products into one solution.

IBM Tivoli Continuous Data Protection for Files — provides continuous, automated backup of desktop and laptop workstations.
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