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Performance Problem Analysis Methodology
� Performance problems result from high usage and/or contention for 

key system resources
� CPU
� Memory
� I/O

� Begin measuring system performance characteristics before 
problems occur

� Use Performance Toolkit for VM or other monitoring tools
� Understand performance characteristics of well running system

� When a problem occurs:
� Identify the resource in contention 
� Reduce or eliminate the contention

� Reduce the demand for the resource
� Increase the resource capacity
� Reallocate the usage of the existing resource
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Performance Toolkit for VM

z/VM Control Program (CP) 

PERFSVM 
Virtual 

Machine

Reports

*MONITOR
System 
Service

Monitor
Shared 

Segment

History
Files

Monitor 
Data

MONWRITE 

Linux
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z/VM Internals - Definitions

� Virtual Machine Definition Block (VMDBK)
� One per virtual processor defined to a virtual machine

� CP representation of a virtual machine

� Scheduler lists
� Dormant list

� Eligible list

� Dispatch list

� Start Interpretive Execution (SIE)
� Method z/VM uses to dispatch a virtual processor on a real processor

� Working Set Size (WSS)
� Scheduler estimate of memory pages needed to run a virtual machine
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Resources That 
Affect Performance

Processor

Memory

I/O
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Physical Processors

� z/VM5.3 supports up to 32 physical processors 

� Physical processors may be dedicated to virtual machines
� Not commonly done

� A dedicated processor not available to run other virtual machines

� z/VM dispatches virtual processors on physical processor 
using the Start Interpretive Execution (SIE) instruction

� Intercept occurs based upon criteria specified by CP

� SET SRM DSPSLICE – amount of time a virtual CPU can use a 
physical CPU before being interrupted
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Physical Processors…

� Utilization of physical processors is controlled by:
�Number of VMDBKs in the dispatch list

� Dispatch list is controlled by:
�SET DSPBUF command

�Other SRM commands such as STORBUF & LDUBUF

� Utilization reported by:
�CP INDICATE LOAD command – reports utilization based upon a 4 
minute smoothed average

�Performance Toolkit for VM and CP Monitor also report utilization 
without the smoothed average
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Physical Processors…

� Utilization is divided into:
�Time where CP is running on real processor (%CP)

�Performing tasks not charged to a specific user (%SYS)
� Scheduling, and other housekeeping

� Performing tasks on behalf of virtual processors (%CP - %SYS)  
� Instruction simulation, etc.

�Time where  a virtual processor is running on a real processor (%EMU) 

� Actual user instructions
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Virtual Processors
� Virtual machines may be defined with up to 64 virtual processors

� Recommend not defining more virtual processors than physical

� Virtual processors may be dedicated or shared
� Recommend not mixing shared and dedicated processors

� Dedicated processors are rarely necessary

� SHARE setting represents portion of system resources virtual 
processors should receive

� Absolute or Relative

� Target minimum and maximum values

� Maximum values can be either hard or soft limits

� SHARE value divided between virtual processors
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Monitoring CPU - Examples

Both CPUs at 100% CP utilization is 0%

Virtual machine utilization at 
100% - next find which virtual 
machine is using the CPU.

1. CPU load and trans.
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Monitoring CPU - Examples

From this report we can see that the Linux guests were using all of the 
CPU – the z/VM scheduler distributed processor resource fairly evenly
across the virtual machines that needed it (each has SHARE Relative 
100).

21. User resource usage
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Monitoring CPU - Examples
3B. Proc. load & config 
(PROCSUM)

T/V ratio shows low CP overhead (0%), further evidence of this is the ratio of 
SIE intercepts/second to SIE Instructions/second. Intercepts less than half 
the number of SIE Instructions is consistent with low CP overhead.
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Monitoring CPU - Examples

This example shows low CPU utilization, but fairly high I/O activity (virtual 
I/O rate is 205 per second). This results in a high number of privileged 
instructions per second and potential higher CP overhead (T/V ratio).

1. CPU load and trans.
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Monitoring CPU - Examples

The virtual machine doing most of the I/O (WOJLINUX) shows high CP overhead 
(T/V ratio –> 2.655 / 1.386 = 1.92 92% overhead). Lots of instruction simulation!

21. User resource usage
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Monitoring CPU - Examples

T/V ratio confirmed to be high. SIE Intercept/s to SIE Instruct/s ratio is high 
also, which is consistent with high I/O instead of high CPU.

3B. Proc. load & config 
(PROCSUM)
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Resources That 
Affect Performance

Processor

Memory

I/O
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Central Storage

� z/VM 5.3 supports up to 256GB of real memory as central 
storage for:

� Virtual machine page frames

� z/VM nucleus

� Control blocks and other CP storage requirements

� z/VM virtual disk blocks

� Minidisk Cache

� Prior to z/VM 5.2:
� Page frames used for I/O buffers and other similar uses were required 

to reside below 2GB

� Movement of page frames from above 2GB to below 2GB is 
recorded in monitor records
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Expanded Storage
� Used for:

� High speed paging
� Minidisk cache
� Virtual disks 

� Page frames must be moved from expanded to central storage before 
addressing the contents

� May be dedicated to a virtual machine
� Linux can use expanded storage as a swap device
� Dedicated XSTORE not available for use by CP

� Even with large amounts of central storage, it’s best to define 
some expanded storage

� Creates paging hierarchy – page to xstore first, then migrate old pages to 
DASD

� Good starting point is to define expanded storage equal to about 25% of 
central storage size (1GB-4GB)
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Virtual Machine Storage

� Defined on USER statement in USER DIRECT file (default & 
maximum)

� z/Architecture virtual machines may have greater than 2 GB storage

� Virtual machine storage can be “locked” or “reserved”
� CP LOCK USERID username firstpagenum lastpagenum

� Least flexible method to prevent paging
� Requires knowledge of what specific pages should stay in central

storage
� CP SET RESERVED userid nnn

� Best choice to reduce paging for a virtual machine
� Specify number of pages to maintain in central storage for virtual 

machine, but not the exact pages
� CP will allow nnn pages to remain resident for the specified virtual 

machine at all times
� For Linux guests, keep virtual machine size as small as possible

to help reduce allocation of I/O buffer and file system cache
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Storage Planning

� Amount of central storage allocated does not need to be equal to
sum of all logged on virtual machine sizes

� Central storage size is a function of virtual machine working set sizes, 
and page turn over rate

� Hard to estimate for a completely new system

� Amount of DASD paging space allocated needs to be greater 
than the sum of all logged on virtual machine sizes

� DASD paging area utilization should not exceed 50%

� Higher utilizations reduce z/VM paging efficiency
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Storage Planning…

� Monitor effectiveness of minidisk cache:
� If little benefit and storage is constrained, set maximum cap for MDC or 

turn off minidisk cache so that pages can be used for virtual machine 
paging

� CP SET MDCACHE STORAGE 0M 128M – set cap for central storage

� CP SET MDCACHE XSTORE 0M 0M – eliminates use of expanded 
storage

� CP SET MDCACHE SYSTEM OFF – turns off MDC

� Reduce size of CP TRACE table if storage is constrained
� CP SET TRACEFRAMES MASTER 100
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Storage Control

� Scheduler can control storage and paging device utilization

� Virtual machines in dispatch list will have pages resident in 
central storage

� Access to dispatch list limited by scheduler when central storage is 
constrained

� Scheduler estimates working set size for each virtual machine placed in 
dispatch list

� Virtual machines exceeding storage thresholds placed in eligible list

� No access to physical processors from eligible list
� Scheduler moves virtual machines from eligible list to dispatch list 

as central storage becomes available

� CP SET SRM STORBUF and CP SET SRM LDUBUF commands 
influence scheduler behavior
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Storage Control…

� STORBUF
� Changes scheduler view of the amount of storage available for virtual 

machine pages

� Typically need to modify default for Linux guest environment

� Modification over commits central storage, so a robust paging 
subsystem is necessary

� CP SET SRM STORBUF 300 250 200

� LDUBUF
� Changes scheduler view of what the paging subsystem can handle

� Applies to virtual machines classified as “loading users” (i.e. more than 
5 page faults in a minor time slice)

� Leave at default or set all 3 values to 100, depending on number and 
size of paging devices available
� CP SET SRM LDUBUF 100 100 100
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Storage Control…

� QUICKDSP
� Virtual machine attribute

� CP SET QUICKDSP userid ON 
� OPTION QUICKDSP in USER DIRECT

� Instructs scheduler to NEVER place the virtual machine in an eligible list, 
even if central storage is constrained

� Only use this attribute for critical service machines that other virtual 
machines depend on

� TCP/IP virtual machine
� Linux virtual machines acting as routers, database servers, etc.

� Specifying this attribute for all virtual machines inhibits scheduler’s ability 
to manage central storage
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Paging Device Guidelines

� Keep DASD page space utilization less than 50%

� Monitor blocks read per paging request 
� Greater than 10 is good

� Allocate page space over multiple volumes and multiple 
paths for best performance

� Do not mix paging areas with minidisk or other DASD usage
� CP uses never ending channel programs for paging devices

� For storage subsystems, make sure cache is enabled
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Monitoring Memory - Examples

System has low CPU utilization, but is experiencing paging to both 
XSTORE and DASD (migration of pages out of XSTORE).

1. CPU load and trans.
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Monitoring Memory - Examples

Check to see if there is a below 2GB constraint.

2. Storage Utilization
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Monitoring Memory - Examples

Total paging into and out of XSTORE by time, shows spikes up to 971/s.

3A. Paging activity
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Monitoring Memory - Examples

Total paging to DASD per second by time – shows spikes also. Mean 
Avail List is quite small at times (274*4096~1MB). Storage is constrained.

3A. Paging activity
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Monitoring Memory - Examples

Since the system is paging, check paging efficiency. Block page size is 
small – the result of over allocated paging extents. A block page size 
greater than 10 is good. Add paging extents to correct this problem.

14. CP owned disks
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Monitoring Memory - Examples

Since system is paging, check to see which guests are paging.

22. User paging load
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Monitoring Memory - Examples

Since guests are paging and the block page size is small, check to see if 
guests are frequently in page wait.

23. User wait states
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Resources That 
Affect Performance

Processor

Memory

I/O
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Physical Devices

� Physical devices can be exploited by CP or supported for 
guest use, for example:

� CP supports allocation of system areas on 3390 DASD

� CP supports OSA devices for guest use only

� Devices supported for guest use only must be dedicated to a 
virtual machine

� Devices exploited by CP may also be dedicated or attached to a 
service virtual machine

� Dedicated devices may only be used by the virtual machine 
controlling the device
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Virtual Devices

� Virtualized devices
� CP manages the underlying physical device

� CP provides appearance that each virtual machine has the device

� The underlying physical device must be present on the system

� E.g. minidisks, crypto cards

� Simulated devices
� Complete representation of a physical device

� No physical device present

� E.g. 2540 card punch, Guest LAN, virtual disk

� Virtual devices are defined in the virtual machine directory 
entry, or dynamically created using CP commands
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Controlling I/O
� CP does not manage general I/O as a tunable resource
� Limited tuning for real devices provided by:

� CP SET THROTTLE command
� Slow I/O’s per second from guest operating system to a particular real 

device

� Indirect control through SHARE setting, or other scheduler 
controls such as STORBUF, DSPBUF, LDUBUF

� Virtual machines not in the dispatch list, cannot execute I/O 
instructions

� I/O Priority Queuing
� CP can effect queue placement for DASD devices
� HW can effect priority in channel usage

� Queued I/O Assist 
� Interpretive execution assist for QDIO devices
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Additional I/O Considerations

� Dedicated I/O is not eligible for Minidisk Cache (MDC)

� MDC read performance is as good as virtual disk 
performance

� Both virtual disks and MDC require sufficient real memory
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Monitoring I/O

� Privileged CP commands
� INDICATE I/O – shows users in I/O wait state, and real device number 

to which most recent virtual I/O operation was mapped

� INDICATE USER userid EXP – displays total number of virtual I/O 
operations started since logon, repeated displays provide a rough idea 
of I/O activity for particular virtual machine

� CP Monitor
� Detailed I/O information available within monitor for each real device, 

including seeks information

� Total I/O information for individual virtual machines

� Performance Toolkit for VM
� Detailed device I/O information and virtual machine I/O information
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Monitoring I/O - Examples

System shows I/O activity (virtual I/O almost equal to SSCH/RSCH rate). 
Also note that the privileged instruction rate is high. This is consistent with 
virtual I/O.

1. CPU load and trans.
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Monitoring I/O - Examples

Since I/O is occurring, look to see which devices are affected and whether 
response time is poor. Note the device address and number of paths for 
next screen.

13. I/O device load
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Monitoring I/O - Examples

Look to see what chpids are associated with device A00B.

19. I/O configuration
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Monitoring I/O - Examples

Chpid FD shows all ‘…’, which means utilization data is not available (internal 
channels on 7060).

11. Channel load
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Monitoring I/O - Examples

Detail device screen shows virtual machine doing I/O to a minidisk (0200) on 
physical device A00B.

13. I/O device load
(select device)
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Monitoring I/O - Examples

Check to see if the virtual machine performing the I/O, is consistently 
waiting on I/O.

23. User wait states
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Summary
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Summary
� Primary resources that can affect z/VM guest performance are:

� Processor

� Memory

� Paging I/O

� z/VM controls for managed resources include:
� SET SRM STORBUF  – memory

� SET SRM LDUBUF – paging I/O

� SET SHARE – processor

� Monitoring z/VM performance
� CP commands – watch out for smoothed averages

� Performance Toolkit for VM

� Other performance software 

� Start monitoring now!


