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Queue File

= |[JQFILE consists of only one extent on
one or more CKD tracks or FBA blocks

= Power accesses using SYS001

= Records are 256/384 bytes each
nlocked 16/10 (4096 block size)

= (Power release)

= Number of FBA blocks allocated should
be a multiple of 8 (512 x 8=4096)




Queue File

= Copy of Queue file Is stored in memory
(either VIO or partition GETVIS)

= T0 shorten Instruction Path Length you
want it in GETVIS

= VIO uses Vpool, many users have only 64K
for Vpool

« VIO/Vpool is also used by other VSE faclilities




Queue File

= Keep Queue File chains as short as possible

= |E. Keep the Queue clean
= Do not store members in very active Queues

« If storing members in POWER use a non active
class.
= Storing single large member — minor affect

= Storing many small members — major effect

= In extreme cases consider dedicating drive to
Queue File
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Data File

= |JDFILE Multiple Extents?
= 15 or 32 Maximum (POWER release)

= Entire file (all extents) Is treated as one
contiguous space, you have no control

where entries go.
= May not improve performance

= For users with large Disk Cache
= For users with single Bus/Path to disk




Data File

= |JDFILE Multiple Extents?
= Each extent on separate disk drive
= Each extent on 4 channel path disk

= If more than 4 extents/4 disk then new 4
channel path




Data File

s Dedicate drives to Data File.




Data File

= Space Is arranged in DBLK Groups

= DBLK Group Is the smallest unit of
space allocated to a VSE/Power job

= Every DBLK Group contains an integer
number of DBLKs (data blocks)

= Smallest DBLK Group consists of 2
DBLKS




Data File

Data Block (DBLK) Is the physical size
Power writes to the data file

DBLK size 1000 - 65,024 (default 4,080
or 7xxx) bytes




Queue / Data File Relationship
Queue File Data File

DBLK Group

DBLK Group

DBLK Group
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Data Block Size

= The smaller the DBLK size, the less
partition GETVIS storage Is needed to
have a given number of tasks active

= The larger the DBLK size, the fewer disk
/0 operations are required to access
the same number of spool records

= DBLK size is a primary influence on the
performance of the spooler
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Data Block Group Size

= Size can be 2 - 32,767 (default 10)

= If the shop runs many small jobs with
minimal output, DBLK Group should be

small

= |f the shop runs many jobs producing
large output, DBLK Group should be set

higher
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Monitor File Usage

= Look at shutdown stats
= Use FULL=YES operand on PDISPLAY
= Use D Q command
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PDISPLAY FULL=YES Command




D Q Command

15



Backup POWER

= Use anything but POFFLOAD command

= User written program that chases the
chains

= POWERTOoO0Is from SDS
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Restore

= Use anything but POFFLOAD command

= User written program that inputs members
= POWERToo0Is from SDS
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POFFLOAD
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POWER Statistics

= Output at Power Shutdown

= Can be displayed using PDISPLAY
STATUS command

s Can be used to monitor and tune Power
resources
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Statistics




Statistics
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Statistics




Statistics
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D Block Group Trace

= Stop If not having problem with chain
errors

= PSTOP DBLKTR

» NOTE: Gets restarted after a
FORMAT=YES POWER Startup
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Task

Dispatching Trace

s Disa
V]

nle If not having problem.
"ASKTR,DISAB (stop tracing temporarily)

s PT

ASKTR (stop tracing and free trace

area)
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POWER Accounting

= VSE/ESA ships with two pre-assembled
versions of VSE/Power tables
= Phase named POWER - all default values
« ACCOUNT=NO

= Phase named IPWPOWER - some changes
= ACCOUNT=YES
= Make Account=NO if possible
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Power Generation

= Skeleton in ICCF library 59 SKPWRGEN
= Copy skeleton to library 10 and modify

= Submit the job to assemble, link edit
and catalog the POWER phase
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Power Networking or Shared
Spool?

= Depends upon what you are doing and
how much It you are doing.

= Moving very few entries from 1 POWER to
the other — PNET

= Moving lots of entries - Shared Spool

= Maybe both
= Need connection to JES
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Shared Spool vs PNet

POWER
Queue
&
Data
File

Data
File

Data
File
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Shared Spool Example




Shared POWER Time
Parameters

= TIME=(5,0,60)](t1,t2,t3) and t4
= t1 - the maximum seconds VSE/POWER is given
update control of the spool files, value 1 to 99.

= t2 — seconds VSE/POWER must wait before it can
Issue another update-control request for the spool
files, value from O to 9.

= t3 - seconds VSE/POWER waits to poll when none
of its tasks are active, value from 1 to 999.

=« t4 — Walit for lock request, default 180 seconds
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Output Segmentation

= Segmenting large reports allows
printing to begin before the entire job Is
completed

= Record count specification
= Specification in the input stream
= Specification In the program

= NOTE: Down side creates extra Queue
records
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Output Segmentation

= Specify the number of pages where
segmentation will occur

= Use the RBS operand in the * $$ LST statement
= Can submit multiple * $$ LST statements
= // SETPRT VSE JCL statement

= IPWSEGM or SEGMENT macros may be used
to separate output
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