IBM VSE/ESA 2.5
Performance
Considerations

Wolfgang Kraemer

VSE Product Mgmnt
Dept 3221
71032-04 Boeblingen
WKRAEMER at DEVM
wkraemer at de.ibm.com

Contents

VSE/ESA 2.5 Performance Item Categories
VSE/ESA 2.5 Performance Item Summary . . .
References ............... ... ... ... .. .. ... . ...

B. VSE/ESA Base Enhancements

More than 10 Dynamic Classes . ....................... B.2
VSE/ESA Dynamic Partitions and Tasks RN
VSE/ESA Tasks .................covuiunn...
VSE/ESA Task Related Displays e

VSE/ESA 2.5 Label Enhancements
Conditional JCL Enhancements

LENSE 141 ............... A
LE/VSE Phases and SVA (VLA) . ......................

C. VSE/VSAM Enhancements

VSAM LSR Hashing -Perf. Aspects-
VSAM LSR Searches ............

VSAM Hashing Sample Results . ... ..
Buffer Related VSAM Tuning Hints
VSE/ESA with Huge Processor Storage
VSAM Backup from Snapped Volumes

D. VSE/POWER Enhancements

Command Driven Output Segmentation . ................. D.2
POWER PNET over TCP/IP .. ....................u.. D.3
E. CICS TS Related Enhancements
CICS TS DSA DISPIAY oo ooee e oo e e oot E.2
VSE/ICCF GETVIS Subpool Usage . ..................... E3
Status 2001-07-15 CICS Listener Enabler in CICS TS .. ... .. ..oo.oooeei. .. E4
Misc. CICS TS 1.1.1 Items ES5
CICS TS 1.1.1 Specific Hints E.6
Copyright IBM
WK 2001-07-15 Copyright IBM i
Contents Contents
DMF-JA Data Reporting Input .. ... F H.13
Shipped ICCF Members for VSEJA . ................... H.15

F. e-business Related Enhancements

e-business Glossary ........... ... ...
More Info on VSE e-business .........................
e-business Connectors for VSE/ESA
VSE 3-tier Connector Specifics ......... e
VSE/ESA Details for Connectors . ................
VSAM Connectors (VSE Details) ........
VSAM Share Options with Connectors . . . e
DB2 Stored Procedures . ......................
Performance Aspects for Web Applications
Types of e-business CICS Applications .. ...
CICS Web Support (CWS) ............
CICS Transaction Gateway (CTG)
Data21's Solutions for VSE e-business
Intelliware's Solutions for e-business
Cross Access eXadas eData Solution
Viaserv's ViaSQL Direct and Integrator
Host On Demand Improvements
DB2 Server for VSE . ..........
VSE Connectors and SVA .

G. Enterprise Storage Server (ESS)

ESSOverview ........... ... ... ... ... ... G.2
Enterprise Storage Server (ESS) Support . ................ G3
ESS Enhanced Avail. Features ........................

ESS S/390 Performance Accelerators
ESS Configuration . .................
General ESS Performance Hints
ESS Statement of General Direction .
ESS Copy Services and FlashCopy . . .
Backup Processes ..............
FlashCopy Implementation o
FlashCopy Invocation ............
RVA SnapShot and ESS FlashCopy
SnapShot and FlashCopy Scenario
Addt'l Aspects to SNAP-Copies .. ....................
ESS FlashCopy Performance ...... PR
ESS References .............. ... ... ... .

H. App. A: VSE JA and Reporting Enh.

VSE Job Accounting (JA)
VSE JA Overhead Times
VSE Display Activity (DA) .
VSE JA and DA Usage ........
VSE JA Data Collection via DMF T .
DMF-JA Data Reporting . ..........................

I. App.B: VSE/ESA Sequential Disk Files

Sequential Disk Files (Summary) ........................ 1.2
Seq. Disk Perf. Hints (Summary) . . 1.3
Types of Sequential Disk Files T 1.4
File Formats .................. B K.
Performance Relevant Parameters . ...................... 1.8
Sequential Disk /Os . .. ... ... 1.12
Seq. Disk Performance Hints . ........................ 1.13

J. App.C: VSE/ESA Librarian

VSE Librarian Performance ...........................
Librarian Member Scattering
Librarian VS Requirements
Library in VSAM vs BAM Space
Librarian Performance Hints
LIBRM Macro Interface Hints

K. VSE/ESA Growth

VSE/ESA Growth ... ... ... ..
VSE/ESA Capacity History .
VSE/ESA Hard Limits . ............. . ... ... ........
VSE/ESA Soft Limits . ....................... .
Other Capacity Related Resources .
EOD/HAND . ...

WK 2001-07-15 Copyright IBM i

WK 2001-07-15

Copyright IBM




Notes

Notes ...

Notes

Al information contained in this document has been collected and is
presented based on the current status.

It is intended and required to update the perfornance information in
this docunent.

It is the responsibility of any user of this VSE/ ESA V2 docunent

- to use the latest update of this document
- to use this performance data appropriately

This docunent is unclassified and intended for VSE custoners.

The VSE perfornance docunents are e.g. available fromthe | NTERNET
via the VSE/ ESA honme page

http://ww.ibm conf servers/eserver/zseries/os/vse
(http://ww.ibm conf s390/vse/ former URL)

Starting with the VSE/ ESA 2.4 docunentation, these docunents are al so
avai | abl e on the VSE/ESA CD-ROM kit SK2T-0060.

The foll owi ng docunents are available in Adobe Reader fornmat (.PDF):

"IBM VSE/ ESA 1.3/ 1.4 Performance Considerations'

"1 BM VSE/ ESA V2 Performance Considerations'

"1 BM VSE/ ESA Turbo Di spatcher Performance’

"1 BM VSE/ ESA 1/ O Subsystem Per f ormance Consi der ations’

"I BM VSE/ ESA VM Guest Perfornmance Consi derati ons'

"I BM VSE/ESA Hints for Performance Activities'

"I BM VSE/ ESA TCP/ | P Performance Considerations'

' | BM DFSORT/ VSE Per f or mance Consi derati ons'

"I BM VSE/ ESA CI CS Transaction Server Performance'

"1 BM VSE/ ESA 2.5 Perfornmance Considerations' (this document)

"1 BM VSE/ ESA Performance on xSeries (NUMA-Q Enabled for S/390

The files are
VE13PERF. PDF, VE21PERF. PDF, VE21TDP. PDF, VEI OPERF. PDF, VEVMPERF. PDF,
VEPERACT. PDF, VETCPPER. PDF, VESORTP. PDF, VECI CSTS. PDF, VE25PERF. PDF,
VEXEFSP. PDF

Disclaimer

Thi s docunment has not been subjected to any fornal review or testing
procedures and has not been checked in all details for technical
accuracy. Results nust be individually evaluated for applicability
to a particular installation.

Any perfornance data contained in this publication was obtained in a
control | ed environnent based on the use of specific data and is
presented only to illustrate techniques and procedures to assist to
understand | BM products better.

The results which may be obtained in other operating environnents may
vary significantly. Users of this document should verify the
applicability of this data in their specific environnent.

The above disclainmer is required since not all dependencies can be
described in this type of docunent.
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PART A.

VSE/ESA 2.5 Performance
Relevant Items

For articles related to VSE/ESA 2.5, you may refer to

' VSE/ ESA Sof tware Newsletter' 3rd/4rth Quarter 2000,
G225-4508- 21, 12/2000
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VSE/ESA 2.5 Performance Item Categories

VSE/ESA 2.5 Performance Item Summary

VSE/ESA 2.5 Performance ltem Categories

U All Performance PTFs shipped after 2.4.0 GA
U Installation Enhancements

U Hardware Support

U VSE Base Enhancements

U VSE/NSAM Enhancements

U VSE/POWER Enhancements

U CICS TS related Enhancements

U e-business related Enhancements:

‘Interoperability’

No change in TD rel ated performance val ues:
(MP-factors, Non-Parallel Shares)

VSE/ ESA 2.5.1 Refresh avail able since 2001-03-16.
Note that DY45644 is (only) the AF level of 2.5.1.

VVSE/ESA 2.5 Performance Item Summary

Productivity itenms al so included

U Installation Enhancements

More generous selection of Env. B installation defaults:
- VSIZE increased to 264M (150Min Env. A)

- some partition sizes
- new dynani ¢ cl asses classes used: R 'S

Up to 32 extents allowed for shipped libraries

PRD1 PRD2
Base Install 32 32
FSU 32 16

CA-Top Secret for VSE 1.3.0 shipped with the base.
Key protected, needs APAR PQ40529 (PTF UQ45985),
and CA-CI'S ('system adapter').

U Hardware Support

Support of FICON

Supported by VSE/ESA V2 (if appropriate by a PTF).
(Prefetch not supported)

Support of ESS FlashCopy

True point-in-time copy. Usage similar to RVA SnapShot.
H Winplenentation is different for ESS, refer to separate
charts.

VSE/ ESA 2.5 support is available as part of VSE Central
Functions.
| XFP/ SnapShot is a priced feature of VSE Central Functions.

Refer to Part 'ESS' .

WK 2001-07-15 Copyright IBM A2
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VSE/ESA 2.5 Performance Item Summary ...

VSE/ESA 2.5 Performance Item Summary ...

VSE/ESA 2.5 Performance Items (cont'd)

U VSE Base Enhancements

More than 10 dynamic classes (per table)

Al'lows nore flexible setup and control of VSE/ ESA
Total throughput not affected (#tasks etc.)

Refer to the following recent charts on VSE Dynanm c
Partitions and Tasks, now in this docunent.

Label Processing Enhancements

New oper and SLAADDR i n LABEL macro speeds up | abel
processi ng, especially beneficial for deleting |abels.

Refer to detailed discussion.

Label Area utilization display

Hel ps to avoid awkward situations with 'Label Area full'.

Refer to detailed discussion.

STDOPT and SETPARM SYSTEM no more
require BG

Productivity enhancenents if BG not available for
what soever reason

U VSE Base Enhancements (cont'd)

Up to 32 Library extents in VSAM space

New par amet er EXTENTS( MAX16| MAX32) for LI BR DEFI NE cnd.
Was 16, as it still holds in BAM space.

Still, using few |larger extents should be preferred.
For LIBR performance hints, e.g. OPENs, refer to the

separate VSE/ ESA Librarian part, which now was noved into
this docunent.

SDAID support on n-ways
No processors need to be stopped during trace interval.

CPU-tine inpact on partitions still depends on scope of
trace.

Increased maximum blocksize in DTFMT
Maxi mum BLKSI ZE i n DTFM i ncreased from 32K to 64K

Reduce nunber of tape-1/Cs for npst tape appplications
(savings in tape space are mnor).

More SECTVAL SVC avoidance

A BALR interface (no nore SVC75) used for

- BAM channel programs with fixed | ength records
- Common VTCC Handler (CVH) 1/GCs

LE/NVSE 1.4.1

Refer to separate charts

EZA Interfaces (from OS/390)

- EZASM nmacro |/F (HLASM
- EZASOKET CALL I/F (COBQOL, PL/ I, HLASM

WK 2001-07-15 Copyright IBM A4
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VSE/ESA 2.5 Performance Item Summary ...

VSE/ESA 2.5 Performance Iltem Summary ...

U VSE/POWER (6.5) Enhancements

Support of more than 10 dynamic classes

Refer to charts in Part 'VSE/ ESA Base Enhancenents’

Now, 2 productivity related itens:
Access to Active Queue Entries
Entries for already finished 'jobs'.

Entries can be updated by a single task AND browsed
by mul tiple others CONCURRENTLY

Access to In-Creation Queue Entries

Entries for still running 'jobs'.

Show and browse entries still in creation via
' PDI SPLAY CRE'

e.g. LST entries before first (or only) segment is
finished

Command Driven Output Segmentation

Al'l ow segmenting of SYSLST output via new command.
Al'so retrofitted VSE/ESA rel eases before 2.5.

Refer to separate discussion

POWER PNET (also) over TCP/IP

Exploit the Internet or intranets for PNET
w o cunbersome (?) setup via FTP.

Refer to separate discussion

U VSE/NSAM (6.5) Enhancements

Refer to separate discussion

VSAM LSR Hashing

Al'l ows exploitation of huge anounts of data in nmenory
with fast access to data (no CPU-tine increase by
sear ches)

VSAM B/R support from Snapped
Volumes:
- 'IXFP/SnapShot for VSAM files'
- 'ESS FlashCopy for VSAM files'

| DCAMS can now:

- SNAP total volunes
- create 'synonym backups' via VSAM B/ R

U CICS TS Related Enhancements
(1.1.1)

Refer to separate discussion

CICS TS internal changes

Required e.g. for CICS Wb Support

CICS TS DSA display

Conci se storage sunmary via IU, or via |EDC
transaction

Use of subpools for all ICCF GETVIS
requests

Hel ps in case of GETVIS probl em anal ysis (orphaned
st or age)

CICS Listener Enabler in CICS TS

This shipped code allows exploitation of TCP/IP
applications with the G VESOKET, TAKESOKET TCP/IP I/F,
used in OS/390 TCP/IP applications.

WK 2001-07-15 Copyright IBM A6
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VSE/ESA 2.5 Performance Item Summary ...

VSE/ESA 2.5 Performance Iltem Summary ...

U e-Business Related Enhancements
No Java Virtual Machine on VSE, BUT ...

Connectivity improvements via
connectors

- Connector clients (outside VSE)
- Connector servers (inside VSE)

Type of Connectors

- MQSeries connectors

Start CICS transactions, via MXeries Server for
W ndows

- CICS connectors
CI CS Transaction Gateway

- VSE Java Beans connectors (new)
(Al'so for 2-tier environnents)

For VSAM POWER, |CCF, LIBR, and VSE consol e access

- DB2-based connectors

(Based on a DB2 infrastructure)
For access to DB2,

and (new) to VSAMand DL/l (via Stored Procedures)

(More) Support of 'Point-in-time' copies
Besi des RVA SnapShot, al so ESS Fl ashCopy.

Meeting an ever increasing need for continuous system
availability, inposed by e-business requirenents

WK 2001-07-15 Copyright IBM AT
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VSE/ESA 2.5 Performance Item Summary ...

References

U e-business Related Enhancements
(cont'd)

Itens that also apply to rel eases before VSE/ ESA
2.5.

Host On Demand

Enabl e secure 3270 enul ation on any browser via middle
tier and TN3270: 'renpte access'

Al'so a 'connector'.

CICS Web Support (Interface)

Invoke a CICS TS transaction directly froma standard
web browser.

Shipped with CICS TS 1.1.1, thus VSE/ESA 2.5 only

New TCPI/IP release 1.4

Al so avail abl e before VSE/ESA 2.5, via APAR PQR29053.
PTF is UQ44071, avail abl e since 2000- 06- 14.

Integral part of VSE/ESA 2.5, key protected
Support Enhancenents:

- VSE/ ESA e-business connectors

- CICS Wb Support

- DB2 Server for VSE V7.1

- POAER PNET

- Enhaced quality and diagnostics
- New set of docunentation.

Di scussed in the separate perfornance document
"1 BM VSE/ ESA TCP/ | P Performance Considerations'

References

General

- VSE/ESA Hints and Tips, 4rth edition, April 2000.
Avai |l abl e via VSE/ ESA hone page, under Techn. Support Info
(1.4 MB PDF file)

Some Manuals new in VSE/ESA 2.5

- VSE/ ESA Rel ease CQuide, SC33-6718-00
- VSE/ ESA e-business Connectors User's Quide, SC33-6719-00

LE/ VSE Rel ease Gui de, SC33-6779-00, 09/2000, 255 pages

TCP/I P for VSE/ESA - |BM Program Setup and
Suppl enentary | nformation, SC33-6601-03, 399 pages

- CICS TS Internet Cuide, SC34-5765- 00
- CICS TS Enhancenents Qui de, SC34-5763-01
CICS TS External Interfaces Guide, SC33-1669-01

VSE/ ESA Sof tware Newsletter 2000, G225- 4508 20
Contains 7 featured articles on VSE/ ESA 2

- VSE/ ESA Software Newsletter 3rd/4rth Q 2000, G225-4508-21
Contains 10 featured articles on VSE/ESA 2.5.

Newsl etters al so available via
ht t p: // www. i bm cont s390/ vse/ vseht ml s/ newsl ett. htm

VSE/ESA 2.5 Conference Contributions

Qui de Share, 2000-04-10..12, Bad WI dungen, Germany

VM ESA & VSE/ ESA Techni cal Conference, 2000-05-31..06-03,
Ol ando, Florida

VM ESA & VSE/ ESA Techni cal Conference, 2000-06-26..06- 28,
LaHul pe, Bel gi um

WAW Conference, 2000-10-07..11, Col orado Springs
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VSE/ESA Base Enhancements

More than 10 Dynamic Classes

PART B.

VSE/ESA Base Enhancements

More than 10 Dynamic Classes

U More than 10 dynamic classes (per table)

Now, 23 classes are allowed (per table), sane naming as before.

Allows a more flexible setup and control of
VSE/ESA.

Total throughput not affected (#tasks etc.).

Related Subject

U Task Related Considerations
Task types
Task usage displays

Refer to the following charts on dynamic partitions and tasks,
now in this docurent.
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VSE/ESA Dynamic Partitions and Tasks

VSE/ESA Tasks

Some Background on Dynamic Partitions

U Definable Dynamic Partitions per table:
Done in DTR$DYNC. Z (dynamic class table)

Up to 10/23 classes, out of (C-E,G-2)

- Now, 23 allowto be nore flexible/granular in the definitions
and, thus, in dispatching.

- Benefits if partition sizes are better adjusted:
- less VSIZE reserved (VSIZE costs disk space for the PDS,
except if unused on RVA).

- NOT affected are ...
Real storage, Shared Space, and CPU-tine consunption

Up to 32 partitions per class

- Sufficient

U Number of Concurr. Active Dynamic Partitions:

Up to about 200, so far high enough.
Depends on

- Number of remaining VSE tasks for dynamic

partitions
Refer to task considerations.

- Remaining VSIZE
- SYS NPARTS value specified

Includes up to 12 static partitions.
Roughly 1K System GETVI S-24 is required per concurrent

partition.
Nunber accepted is linmited by available VSE main-tasks.

Some Background on VSE Tasks

U Up to 255 VSE tasks in total

- Main- , Sub-, and System tasks
Includes the VSE main-tasks (1 per partit.) and all subtasks.

It also includes up to 32 VSE System Tasks.

Private sub-tasks are not included in this
'limitation’
(e.g. 'pseudo-tasks' used by TCP/IP, PONER, ADABAS ...)

U Up to 31 sub-tasks per partition
If VSE subtasking is used, do not assume any specific dispatch
sequence of sub-tasks. Naturally, the dispatching considers the
availability of the non-parallel systemstate, e.g..

U PSF (Print Services Facility) needs 1 sub-task per
PSF printer

Only up to 31 PSF printers per PSF partition

U Direct message for task shortage

The PONER partition directly displays a message, (1QAOI) that
no nore (sub-)tasks are available to be ATTACHed in its
partition.

U More on partition/task capacity

As long as no page-l/Os are introduced ...
(in VSE or as a V=V guest in VM

- more concurrency potentially increases total
throughput

- the overhead by VSE task switching is not high

(if at all only slight increase per partition)

WK 2001-07-15 Copyright IBM B3

WK 2001-07-15 Copyright IBM B.4

VSE/ESA Task Related Displays

VSE/ESA 2.5 Label Enhancements

Some Task Related VSE Displays

U SIR command (VSE tasks)

TASKS ATT. = xxxx  H GH MARK = xxxx  MAX = Xxxx

Thi s supervisor display shows the current nunber as a snapshot,
the high-water mark, and the maxi num achi evabl e val ue of VSE
tasks that can be ATTACHed:

MAX = M N (208, 256-32- NPARTS)

NPARTS mai n-tasks are 'pre-attached', so are no nore avail abl e
for attachi ng sub-tasks.

> A VSE task bottleneck may start only as soon as H GH MARK has
appr oached the MAX val ue.

U D STATUS (POWER tasks)

MAX. NO OF TASKS ACTIVE AT ONE POINT IN TINE  xx TASKS

This POAER display relates to POAER tasks and NOT to VSE tasks.
So, they cannot match to other displays of task high-water narks.

Essentially, these are tasks for POWER functions, plus >1 tasks
per PSTARTed partition. Depends on nunber of spooled devices
(Refer to VSE/ PONER Di agnostic Reference Manual, Appendix D).

U SIR MON statistics

Bound conditions in the SIR MON statistics for the TD may give
hints to VSE task shortage

U STATUS AR-command

No specific task indication is shown.

When no nore tasks can be ATTACHed, it is up to the application
what action is done. If it is decided to wait for a task (instead
of cancel), the task is set in normal WAIT (fornmally shown as
"1/ 0 bound").

VSE/ESA Label Processing Enhancements

U New operand SLAADDR in LABEL macro
, Avoids the SVC4 (LOAD) for $IJBSLA

Provides the start address of this phase

Of performance benefit especially for all
cases of repeated use of the LABEL macro

e.g.
- when using LSERV to print/display |abels

- for OEM disk/tape managenent systens
(whi ch often add/ del ete | abel s)

- for any deletion of |abels
(see the follow ng explanation)

Label Delete Activity

This new LABEL macro is especially beneficial for deleting
| abels, since this function still does not exist:

Instead, all labels of an area have to be read and all
others to be witten back.

., Recommendations

i Use the new LABEL macro with
SLAADDR wherever/whenever possible

If the new | abel nacro is used at conpile time (also
inportant for specific vendor programs), it will run also
on other VSE/ESA V2 releases (with or wthout the SLAADDR
operand) .

You may check whether your vendor exploits that function!

i Faster label processing, if exploited

WK 2001-07-15 Copyright IBM B5
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VSE/ESA 2.5 Label Enhancements ...

Conditional JCL Enhancements

VSE/ESA Label Enhancements (cont'd)

U Label Area utilization display and capacity:

New counters for number of label area segments
(LASs, 2K each)

(in case of Label Area on Virtual Disk):

A new function CPCTYLBL of the LABEL macro provides

| #LASs: avai | abl e, currently used, max used |

Each LAS

- consists of 4 512 byte blocks as an "allocation unit’
for the Label Area

- may contain between 19 and 24 | abels ('label records').

This allows e.g. vendor prograns to avoid 'Label Area full’
conditions in prograns wth massive |abel handling.

It is not intended/reconmended to use this in order to reduce
the size of the | abel area, since ...

- this is only a negligible part of DSIZE out of VSIZE
t

on the Page Data Se
- it is really annoying seeing 'Label area full"'

Directly displayed as part of the SIR command

Conditional JCL Enhancements

U New OPTION SLISKIP available,
to speed up JCL GOTO statements

OPTI ON NOSLI SKI P: as previous situation (default)
OPTI ON SLI SKI P: new function, described bel ow

This new settable option SLISKIP will allow to ignore at GOTO
statements in conditional JCL that * $$ SLI JECL statenents
have to be inspected in order to find the target |abel,

refer to APAR DY45423.

If used, it significantly can speed up e.g. situations where
a program abends (job termnation).

Due to its useful ness, this function was also retrofitted
via PTF to previous VSE/ ESA V2 rel eases:

output Rel ease PTF
VSE/ESA 2.5 Fct | ncl uded
| LBLS. USED= 00045 HI G+ MARK= 00056 MAX = 00717 I NVSC ESA 2 4 U5 1424
2.3 uD51422
In this exanple, the definition of the Virtual Disk for the Label 2.1/2.2 uD51418
Area was
VDI SK UNI T=FDF, BLKS=2880, VOL| D=VDI DLA, USAGE=DLA
which, in average may allow up to about 9000 | abels.
It is not recommended to specify BLKS > 2880, since this cannot
be used for the Label Area.
i Better control of Label Area capacity
WK 2001-07-15 Copyright IBM B.7 WK 2001-07-15 Copyright IBM B.8
LE/VSE 14.1

For general LE performance infornation, refer to
- 'LE Performance Hints' in the VSE/ESA V2 Base docunent

. New modification level with new CLC number

. Automatically installed during the installation of
VSE/ESA 2.5

. Improved performance for COBOL/VSE

- Reduced nunber of SVCs used for date routines
- Enhancenents to statically called COBCOL/ VSE subroutines

froma 'nmain" program
(Sysroute of LE/ WS APAR PQL1742)

. C-Optimization

Mst of the C-runtinme environnent nodul es were re-conpiled with
optim zation included (OPT in the Cconpiler).

. Run-Time Option HEAPCHK
New since VSE/ESA 2.3

Provides a checking facility to verify that the heap storage has
not been damaged. Intended for test environnents.

Shi pped default is HEAPCHK(COFF, 1, 0).

Use HEAPCHK in production only when necessary, as it will use
extra CPU tinme.

. Working Storage Optimization

Working Storage, if below the line, uses 2x8 byte areas
(both in CICS/VSE and in CICS TS) per 4K page.

Thus, to max it out, such areas could be specified

as multiples of 4080 byte.

For nore info refer to the LE/VSE 1.4.1 Rel ease Quide

LENSE 1.4.1 (cont'd)

. New subparameter MINJMAX for TRAP(ON)
for LE Batch condition handling
M N instructs LE/VSE, not to use any STXIT AB processing

for LE/VSE batch condition handling and to use only STXIT PC
for internal condition handling:

TRAP setting (ON M) | (ONMN ( OFF)

LE condi tion handling Ful | Partial None
Type of STXIT calls
i ssued by LE batch, AB - -
when LE pgmis 'called PC PC -

AB = ABEND Handling (nore frequently used, since
done e.g. by SORTs on a per record basis)
PC = Pgm Check Handling

- TRAP(ON, MAX) is default,
and corresponds to LE 1.4.0 TRAP(QON).
- TRAP(OFF) shoul d not be used

MAX and MIN are ignored under CICS

Under CICS, no STXITs are used by LE
Thus, TRAP(ON) is not a perfornmance issue under ClCS.

i TRAP(ON,MAX) still needed for full LE
condition handling

i TRAP(ON,MIN) may be used in certain cases

(with better performance for STXIT uses, e.g. internal
SORTS)
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LE/VSE 141 ...

LE/VSE Phases and SVA (VLA)

LE/NVSE 1.4.1 (cont'd)

For

Changes in CEEXOPT.A (x= C,D,U) members for
run-time option STORAGE

STORAGE( heap_al | oc_val ue, heap_free_val ue, dsa_al | oc_val ue,
reserve_size)
e.g. STORAGE( 00, NONE, NONE, OK)

This option controls the initial content ('value') of sone
storage areas:
00 neans initilization with 0's, NONE neans no initialization.

Al so the anpunt of storage reserved for out-of-storage
conditions ('reserve_size'):

- Default value is 8K

Shi pped val ue for Batch (CEEDOPT) was increased to 32K
Val ue for CICS (CEECOPT) shoul d ALWAYS be 0,

since area not used under CCS.

For PL/1, STORAGE(00, NONE, 00, xK) is recommended for
conpatibility reasons, in case no initialization is done.

Some performance inpact, depending on the anount of STORAGE
acqui si tions.

Shipped and improved SVA load books

Rel evant LE performance PTFs saving SVA-24 space are included
and thus now al | ow a better custom zed setup of SVA-24 and SVA-31
| oadi ng.

Al so, double SVA | oads fromdifferent SVA | oad books are avoi ded.

Refer to separate charts.

nore info refer to

LE/ VSE Rel ease Gui de, SC33-6779-00

Devel opments Down Under, by Ji m Al exander
VM and VSE Tech Conf Orlando, 06/2000, session E27

LE/VSE Phases and SVA (VLA)

Be sure to have understood the perfornmance aspects of VLA and the
principal rules for SVA loads (different for SVA-24 and SVA-31).

Refer to Appendix A: VSE Space Optinization under 'VLA CGeneral Usage

Aspects' in the VSE/ ESA V2 Performance Considerations docunent.

. General

There is no functional requirenent to | oad any LE phase
into the SVA (VLA)

Loadi ng any phase into VLA may save
- LOAD
- VSIZE, if many partitions use LE concurrently

Shi pped LE SVA | oad books include both 24 and 31 bit
phases. Carefully check the needs bel ow and above!

. VLA-24 for LE

Loadi ng SVA-24 phases for LE in general is NOT recommended
bef ore APAR PQ23382.

- The following SVA-24 eligible LE Base phases are only | oaded

once per job step

(not relevant for CICS, only for short batch job steps/pgms):

ad New
CEEBINIT 294K 53K LE batch
CEECCI CS 300K 47K LE CICS
CEEPI PI 305K 65K | LE pre-initialization
CEEPLPKD 74K LE DTF builders (mainly)

Do NOT |oad the ol d versions of these phases into the SVA-24.

Apply the PTF UQR7971 for APAR PQ23382 to get the new ones,
and put theminto the SVA-24.

Refer to the SVA | oad books bel ow.

- the LE/VSE hone page at Cont " d
http://ww. s390.i bm conl | e_vse/
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LE/VSE Phases and SVA (VLA) (cont'd)
. VLA-31 for LE
You may | oad the following LE runtinme phases into VLA-31
(they are used once per LE-programexecution, and thus of special
benefit for Batch (non-CICS) use):
CEEEV003 965K C for VSE/ ESA Runtine (recommended in any case)
CEEEV005 15K COBOL "
CEEEV010 196K PL/|
CEEPLPKA 310K LE (new, of fload from SVA-24)
. Shipped LE/VSE 1.4.1 SVA load books
Can be 24-bi t 31-bit
SVA Load book used in nenber s/ si ze|nenber s/ si ze Use
$SVACEE LE Base 9 / 270K | 22 /1037K Rec *
$SVAI GZM LE COBOL 0/ OK 3/ 128K Rec PART C.
$SVAI GZ 32 / 165K 15 / 344K Opt
$SVAI BW LE PL/I 1/ 36K 2/ 202K Opt
$SVAI BM 1/ 36K 27 | 280K Rec VSE/VSAM Enhancements
$SVAEDCM LE C 0/ 0K 6 /1776K Rec *
$SVAEDC 1/ 0.2K 18 /2324K Opt
- Nunber and total size of nenbers are approximte.
Here LE/VSE 1.4.1 in VSE/ESA 2.5.1 is considered.
- Use only 1 of 2 |oad books for each | anguage
(woul d cause doubl e | oads and waste of space)
- Rec nmeans recommended, provided | anguage is used
- Opt nmeans optional, instead of other book
* These books are included in SKLJCLO in ICCF lib 59,
and used directly in case of Base Install.
Note that CICS TS only uses these LE nodules fromthe SVA, if
SVA=YES is specified, plus USESVACOPY=YES.
But be cautious, in case you both have CICS/VSE and CICS TS in
use, regarding the | oadi ng of DFH* phases into the SVA.
Refer to the CCS TS docunent.
i Avoid any multiple SVA load of a phase
i Make PSIZE-31 big enough to avoid 'downloading'
SVA-31 phases into SVA-24
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VSAM LSR Hashing -Perf. Aspects-

VSAM LSR Hashing -Perf. Aspects- ...

VSAM LSR Hashing

. Fast access to buffer in LSR subpool via hashing.
Saves CPU cycles by eliminating long searches

Applicability of implemented hashed access

. VSAM LSR (not NSR)

LSR is also applicable in case of only 1 file per subpool,
even if only a single string would be used.

Sonme info on NSR (which is NOT hashed) vs LSR

- NSR buffers are subdivided into strings with
- no | ookaside to other strings,
- no synchronization of updates,
except for SHROPT 4 via buffer invalidation

- NSR buffer contents is nore stable than LSR
(since not shared across files)

- For READ Ahead, nore NSR buffers than Cls per CA are
not beneficial (No READs across CAs).
LSR does not provi de READ Ahead for sequential access

- In NSR, index buffers are always separate

. Any type of VSAM file (not only KSDS)
ESDS, VRDS, RRDS, conpressed or not, XXL or not
(XXL uses the Cl-nunber as 'RBA).

SHROPT 4 is not suited for DIMdue to buffer invalidation after
a random READ.

. Access to data and to index buffers

. Any type of LSR request

MOVE- node (the only one in CICS), LOCATE node.

Record node or O -node.

User Buffering (used e.g. by DL/I and DB2/VSE to manage their
own buffer pools) is NOT avail abl e under LSR

Hash Tables

. 1 Hash table per LSR subpool

Each entry (4 byte) contains a pointer to a chain of 1 (or nore)
data or index buffer control block(s), which thensel ve point(s)
to the buffer address(es).

For ease of inplenentation and to mnimize 'collisions', for
NBUFS buffers in a subpool there are in total (2xNBUFS -1)
entries provided, but, naturally, at npst 1 valid entry per
buffer.

‘data set conponent |D +RBA

\ Hash Tabl e
< 4 byte >
Hashi ng Routine
Pointer to buffer

> Tabl e of fset >
1 11
In theory, different inputs to the hashing routine nay result
in the sane table offset. This is no problemhere, since the
buffer control block contains a data set identification as well
as the C ID.
Al'l hashing tables and control blocks may reside in partition

GETVI S-31. They actual ly reside where the LSR buffers are
(RMODE31 in the VSAM BLDVRP nacro).

. Hash Table Maintenance

Each hash table is "initiated at BLDVRP time with all
(2xNBUFS) - 1 pointers being zeroes (no information on the file(s)
or on any data is required).

When buffer contents (i.e. the RBA of the associated Cl) changes,
the hash table is updated.

i Building/maintenance of hash tables is fast
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VSAM LSR Searches ...

. Hashing Algorithm

Refer to the following short article:

' VSE/ VSAM Buf f er Hashing for LSR Pools w th VSE/ESA V2.5
by Guenter Weigelt, VSE/ ESA Software Newsletter, 2000

VSAM LSR Searches

Type of Searches

Search |l ength Now
Type of Search Frequency (w o hashi ng) Hashed
Record Search Al ways up to NBUFS X
Exclusive Control S. |Before PUTUs NBUFS X
Dublicate RBA Search | After PUTs NBUFS X

- NBUFS is the nunber of buffers in an LSR subpool
- PUT may be a PUTU (PUT after Update) or a PUT New
- Refer to explanations bel ow

. Record Search (Data or Index)
Argunent is 'data set conponent-1D (includes index/data
speci fication) plus the RBA
Up until now, buffers had to be searched serially until the
needed record was found, or until all buffers of the subpool were
exani ned.

The search always started at that buffer, where the | ast request
(of any type) was satisfied, doing waparound, if required.

On the average, 50%of all buffers were checked in case of a hit
(assumi ng random access),

in case of a mss, all buffers were checked.

This scanning search was the main consumer of
search CPU time and is NOW a hashing search

VSAM LSR Searches (cont'd)

. Exclusive Control Search

Whenever a record was to be nodified (UPDATE), it had to be nade
sure that this LSR C is not in use by others.

The search always started at the begin of the buffer chain, as
buffers were setup initially.

So far, all buffers had to be searched.

This search NOW is also hashed

. Duplicate RBA Search

Whenever a record was witten (PUT), VSAM makes sure that the
just updated Cl is really the only occurence of these data with
this RBA in any buffer.

I'f not unique, the other buffer(s) is invalidated.

This may be required in case of nulti-threading, e.g. if arecord
was written by a different VSAM string.

This search al ways was a search through all NBUFS buffers, and
now i s hashed (in case of LSR), not for NSR

This search NOW is also hashed
., More Aspects

Only small base hashing overhead

Measurement s have shown that LSR hashing only shows a snal |
base overhead. Thus, all accesses to LSR buffer pools are
hashed, even for small val ues of NBUFS.

LSR hashing used whenever available
LSR hashing i s used whenever available in a VSAMrel ease
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VSAM Hashing Sample Results ...

VSAM Hashing Sample Results

»

»

VSE/ESA Environment

- VSE/ESA with or w o the new hashing scheme

- 2003-225 processor

- 2 VSAMfiles used with same DEFI NE CLUSTERs:
SHR( 2

- ClISIZE 4K
- RECORDSI ZE 80
FI LEA FI LEB
#i ndex | evel s 1 2
content 100 records 100, 000 records
(2 Os) (1960 ClI's)

Tests Performed

READ/ UPDATE/ BROWSE/ LONGBROWSE: ' RUBL'
Here measured with CICS transactions under CICS TS,
BUT al so CI CS/VSE and Batch applies for LSR hashing.

R 10.000 x (READ sane record)
U 10.000 x (READ sane record and update it)

Includes 10.000 I/0s for all NBUFS val ues
B: 10.000 x (S- BROWBE, READNEXT, E- BROASE sane recor d)
L: 10.000 x (READNEXT 10 x the same record sequence)

R 10.000 x (READ sane record)
B: 10.000 x (S- BROWBE, READNEXT, E- BROASE sane recor d)
L: S- BROABE, (100. 000 x READNEXT), E- BRONSE
Includes 1/Cs to | oad buffers, depending on NBUFS.
- 1st time also includes build up of hash table.

Some Test Results

NBUFS 3 1000 3000
Hashi ng no yes no yes no yes
FILEA R 603 700 3,794 720 8, 826 704
FILEA U 9,664 9,040 16, 700 9, 050 31,125 9, 045
FILEA B 2,250 2,366 5, 554 2,301 10, 795 2,338
FILEA L 508 505 839 488 1,371 497
FILEB R 708 823 3,172 829 8,778 825
FILEB B 2,379 2,519 4,916 2,456 10, 747 2,485
FILEB L 1st 3,847 4,139 9,013 6, 886 18,403 11,678

2nd 3,838 4,139 9, 127 7,160 8,428 5,736
- Al CPU-tines in nsec
- Enphasis is on variation with NBUFS, not on absolute val ues
or on relative values to other test-cases

Principal Behavior of all LSR Accesses

A Rel. CPU tine /
e.g. for VSAM access !
7.0 /
/
Non hashed
/
/
/
/
1.0 / Hashed
/
>
100 1000 10000 NBUFS

i VSAM CPU-time with hashing is independent

of the number of buffers
Maxi mum val ue is 32768 buffers

Regarding potential real-life benefits for applications,
refer to next chart
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VSAM Hashing Sample Results ...

Buffer Related VSAM Tuning Hints

Potential Real-life Benefits for Applications

Not e that the test exanpl es above are worst-case test cases, just
doi ng VSAM LSR requests, wi thout any application |ogic.

Applicability

Al applications with VSAM LSR, nostly online transactions,
but also batch LSR applications exist and woul d benefit.

Expected Possible Real Life Improvements

Online example (first day)

Assune e.g. that currently (very roughly)
- 80% of your CICS transactions use VSAM LSR
- the average NBUFS val ue used is 200
- about 25% of your LSR transaction CPU-time is VSAM
-> about .8x.25 = 20% of your CICS load is VSAM LSR
This VSAM LSR CPU-time may be reduced roughly by a factor of 3

(or whatever factor you can deduce fromthe test results),
resulting overall in roughly 10% | ower CICS CPU tine per txn.

Online example (more DIM)

Wth VSAM hashi ng, the nunber of buffers can now be increased
to exploit large buffer areas

- wo any increase in CPU-tine for VSAM access

- with further reduction of VSAM1/GCs for READs
and thus of CPU-tinme

i Exploit large DIM with even reduced CPU-time

VSAM NSR Tuning Hints

i Use larger Cl-sizes to reduce the number of
buffers in NSR (or non-hashed LSR) subpools

This is not only applicable to sequentially used files, but al so
to random access to non-hashed bi gger buffer pools.

But avoid to use excessive Cl-sizes due to VSAM | ocking and
invalidation on Cl-basis during UPDATEs.

VSAM LSR Tuning Hints

i Ensure that all LSR buffers, hashing tables and
control blocks reside above the line:

Specify RMODE-31=ALL or BUFF in the VSAM
BLDVRP macro for batch applications.

Not e t hat

- NONE is the batch default, don't use.
- CICS always allows LSR pools to reside above the line

i Specify/Allow enough partition GETVIS-31
to actually have all LSR areas above the line

if the partition has any possible 24-bit constraints

WK 2001-07-15

Copyright IBM Ccs8

WK 2001-07-15

Copyright IBM Cc9




VSE/ESA with Huge Processor Storage

VSE/ESA with Huge Processor Storage ...

Situations more and more coming up

. 'l have 2 or 3 GB of processor storage available
for a single VSE/ESA production.
How can | exploit it for Data In Memory (DIM) and
benefit?'

Answer

. Exploit VSE Virtual Disk, wherever possible
Also e.g. big GETVIS or data spaces for SORTs.

. Apply DIM to all kind of randomly accessed files.

Do it in a reasonable way, as suggested below for
VSAM KSDS.

Avoid that saved I1/0Gs and thus saved CPU-tinme is (over-)
conpensat ed by long buffer searches (only possible wo LSR
Hashi ng) .

If SHROPT 4 cannot be avoi ded, reduce its overhead.

. Avoid introduction of paging 1/Os
As is well known, this would be very di sadvant ageous for Cl CS.

For 2 GB real, a reasonable VSE VSIZE may be about 5 to 10 GB,
very roughly estimated.

Suggested DIM exploitation (KSDS)

, For BATCH files
1. Try to use LSR, if that should be possible
2. Else, use NSR, with up to say 200 buffers
(NBUFS)
3. Use OPTI-Cache to cache I/O data globally
across VSE partitions

Suggested DIM exploitation (cont'd)

. For CICS files

1. Try to use CICS Data Tables
2. Use (hashed) LSR with many buffers
3. Use OPTI-Cache to exploit >2 GB real

. OPTI-Cache in general
Supports S/390 Expanded Storage

Si nce Expanded Storage is not supported by VSE/ ESA
Opti-Cache handles error situations, transparently to VSE

Expanded storage is used as a level 2 cache for partition
storage (L1) in VSE

Beneficial in order to reduce/avoid SHROPT
4 overhead

For nore info on OPTI-Cache, refer to
http://ww. bsi opti.com

For VM/VSE

. Same rules as above for native VSE

. Use VM Minidisk Caching (MDC),

if OPTI-Cache is not your choice
OPTI - Cache woul d al so reduce total CPU tine, conpared to VM MDC
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VSAM Backup from Snapped Volumes ...

VSAM Backup from Snapped Volumes

This line itemalso may be known or be referred to as
"I XFP SnapShot for VSAM Dat asets’

. Any VSAM file on a snapped volume can now be
backup'ed for potential later use

- for Recovery of Files

- for Data Duplication
So far, reuse of VSAMfiles fromsnapped vol unes was not possible
due to VSAM i ssues with non-uni que names, created by copied

vol unes.
There MJST NOT BE

- duplicate catalog nanmes in 1 VSE

- duplicate VSAM dataset nanes in 1 catal og
- duplicate disk VOLIDs with VSAM objects in 1 VSE

Now, the new Synonym List is used
(contains the rel ationship of source and target VOLIDs)
- to route VSAM OPEN and the Backup READ routines
to the snapped target vol unes

- to avoid and correctly handl e non-uni que names
(catal og and di sk data remai n unchanged)

. Applicability

The implementation within VSAM is independent
of the specific type of /0 subsystem.

It applies both to RVA SnapShot and to ESS
FlashCopy

VSAM Backup from Snapped Volumes (cont'd)

. Series of User Actions (all in IDCAMS)

1. Use new command 'SNAP'
Rapi dl y snap-copy VSE vol unes:

Do it for all volunes which contain data or catal og
information of the VSAM files to be backup' ed:

- catal og volune: user catal og volume OR
mast er catal og vol ume

- user vol unes: all volumes wth extents of this
VSAM dat aset (via LI STCAT)

New VOLIDs for the target volumes are required
(to allow the target vol unes to becone DVCUP for Backup).

(If the dataset is in the naster catalog, this catal og

is renaned and connected as a new user catalog to the
master catal og)

Continue production

2. Do IMPORT CONNECT

Connect copi ed catal og under different name

3. Do Synonym BACKUP

VSAM fil es backup are now exactly on tape as if done from
the original file
(includes correct(ed) catalog information)

4. Do RESTORE (optional)

VSAM file will be uniquely accessible
(under sane or a different nane)
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VSAM Backup from Snapped Volumes ...

VSE/POWER Enhancements

VSAM Backup from Snapped Volumes (cont'd)

. Performance Benefit

Only a very small batch window required,
since the backup is done from snapped volumes

. Performance Hints

i Do not put large heavily updated non-VSAM
files on those disks

This woul d nean that non-VSAM source track updates cause
unnecessarily that the before-image of such tracks are al so
kept, increasing the NCL on the RVA

But, note that the I/O subsystens really can hide a | ot of
background activities to the host side.

i Release the snapped VSAM volumes after

backup is completed
Applies to RVA and to ESS.

The ESS (in contrast to the RVA) always needs the full
physical capacity of the target volumes to be reserved.

Refer to the FlashCopy charts in the ESS part

PART D.

VSE/POWER Enhancements

Enhancenents besides ...
- Mre than 10 dynanic cl asses

- Access to Active and In-Creation Queue entries
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Command Driven Output Segmentation

POWER PNET over TCP/IP

Command Driven Output Segmentation

U Background Info

PONER out put segmentation currently is possible as

- Count-Driven CQutput Segmentation
(segnent after a certain nunber of pages or spooled |ines)

- Data-Driven Qutput Segnentation
(segnent when new $LST card encounter ed)

- Program Driven CQutput Segnentation
(segnent when output segnentation macro i s encountered:
SEGVENT, or better, new |PWSEGW)

- Miltivolume Tape Segnentation
(segnent at tape end)

U New command for SYSLST output segmenting

|  PALTER LST, j obnane, j obnunber , CQNUM=gnum SEGVENT=xxx |

New SEGMENT operand: PAGE segment at next appropriate boundary
CARD sane as PAGE
IMM  segnent inmmediately

Also retrofitted VSE/ESA rel eases before 2.5:

VSE/ ESA PONER APAR PTF(s)
1.4 DY45294 ubs1277
2.1/ DY45293 uD51276
2.2 uD51275
2.3 6.3 DY45292 uD51274

uD1273
2.4 6.4 DY45291 ubs1271
UuD51270

VSE/ESA 2.5 U panel will be adapted, too.

i Start printing possible before end of POWER job

Beneficial in case no segnenting was pre-planned

POWER PNET over TCP/IP

U Background Info

A new VSE subtask i s used under the Turbo Di spatcher for POAER
related TCP/IP activities.

This task has a higher priority than the POAER nai nt ask.

To help avoid TCP/IP overflow, RECEIVE is given higher
priority than SEND.

Expl oits the new EZASI M macro interface
U Performance Hints

i Select a reasonably good PNET buffer size

BUFSI ZE i n PNODE nacr o
(300 - 32000 byte, with 4096 as default)

For CTC (reliable) use a high BUFSI ZE.

i Run 'double’ buffered

MAXBUF i n PNODE macr o:
Nunmber of buffers for every PNET receiver and transnmitter task.
Default is (3,3)

Usual ly, up to 8 buffers should be sufficient

U General PNET Performance Hints

Refer to ' PONER PNET Consi derations' (E35/E36) in
| BM VSE/ ESA V2 Performance Considerations'
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CICS TS Related Enhancements

CICS TS DSA Display

PART E.

CICS TS Related
Enhancements

Here CICS Transaction Server for VSE/ESA 1.1.1 is considered.

Refer also to the charts on CICS Wb Support,
in the e-business part of this docunent.

For CICS TS 1.1.0, refer to the separate CI CS TS performance docunent.

CICS TS DSA Display

. Quick display of DSA allocation and usage
for debugging
for tuning purposes

. Can be done via IUl (fastpath 364),
or via native CICS TS transaction IEDC

. Output better/more than with 'CEMT Inquire
DSAs'

| ESADMDCST CICS TS STORAGE REPORT Time: 09:40:19

Applid: DBDCCI CS Sysi d: CI C1 Jobname CICSICCF CICS TS Level: 110
Storage Protection .... Reentrant Prograns .... PROTECT
CI CS Trace Tabl e size. 80

Ext ended DSA: (Al sizes in kbyte) LIMT 25600

EUDSA ESDSA ERDSA Totals

ECDSA
Current DSA Size 2048 1024 1024 6144 10240

Current DSA used .. 1876 64 8 5220 7168
*Peak DSA used ..... 1884 64 8 5220

Peak DSA Size ............. 2048 1024 1024 6144 10240

Largest free area/Free Stor. 0.95 1. 00 1.00 0.94

Times short-on-storage (SOS) 0 0 0 0 0
DSA: LIMT 5120

CDSA UDSA SDSA RDSA Total s

Current DSA Size .. 512 256 512 512 1792
Current DSA used S 344 8 456 344 1152
*Peak DSA used ..... 352 28 456 344
Peak DSA Size ............. 512 256 512 512 1792
Largest free area/Free Stor. 0.88 1. 00 0. 86 0. 86
Ti mes short-on-storage (SOS) 0 0 0 0 0
PF1=HELP 2=REFRESH  3=END 4=RETURN

The * in front of the 2 lines 'Peak DSA used' nean that these val ues
are reset in case the DSA size changed
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VSE/ICCF GETVIS Subpool Usage

CICS Listener Enabler in CICS TS

VSE/ICCE GETVIS Subpool Usage

Use of subpools for all ICCF GETVIS requests

Besides the 'old subpool |CCFFN, 2 new subpools are used:

Subpool -1 D Pur pose Remar k Si ze
| CCFFN Control Fixed in size 252K
pr ogram
| CCFI P Interactive Si zes and nunbers 2832K
partitions may be changed defaul t
| CCFBU DTSFI LE Size and nunber 44K
buffers may be changed defaul t
- Al ICCF GETVIS requests are for 24-bit storage

Benefits

i Better visibility of GETVIS-24 requirements

i Helps to debug GETVIS creep problems
(orphaned storage)

Thi s enhancenment was retrofitted al so to VSE/ESA 2.4 (09/99, UQ4180)
and to VSE/ESA 2.3 (12/99, UR®8110).

CICS Listener Enabler in CICS TS 1.1.1

Code was ported fromthe OS/ 390 CICS Sockets Interface and the CICS
Listener. Is part of VSE Base.

. A shipped TCP/IP application base

Expl oi ts the G VESOKET/ TAKESOKET TCP/ | P services, used in OS/ 390
TCP/ | P applications.

., Based on CICS TS terminal management

Accept input froma terminal and pass data over to a specified
transaction (TCP/IP application) for execution

. Implementation

The Listener task is inplemented as a never-ending CICS TS
transaction (EZAL), which

- is able to listen at TCP/IP ports via VSE TCP/IP calls
- can transfer data and control to a child server application
(e.g. a ported WS CICS TCP/IP application using the

EZASOKET cal |l interface from OS/ 390 TCP/IP, supplied since
TCP/IP 3.2 for WS)

. Multiple Listeners possible

Mil tiple Listeners can be active concurrently, each with
- a unique CICS TS transaction name (even when cl oned)

- a unique port assigned to it

a (usually different) transaction ID to which the listener
is to transfer data and control
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Misc. CICS TS 1.1.1 ltems

CICS TS 1.1.1 Specific Hints

Misc. CICS TS 1.1.1 Items

U REXX for CICS
U Recent CICS TS APARs and PTFs

. Usage of CICS TS Index buffers for VSAM
VSE/ ESA 2. 4

APAR/ PTF P(B6602/ U45475 contains al so an item of wong
usage of VSAM LSR index buffers.

U New SIT Parameters in CICS TS 1.1.1
. LEVSE=YES|NO

VSE/ ESA 2.5 only.

This SIT paraneter was introduced in order to give sonme
addi tional VSCR to custoner having CICS TS partitions not
using any LE prograns.

LE=NO avoi ds that any LE phases are |oaded into the CICS
TS partition. YES is the default.

You nay keep in mind that the Cruntine environnent is used
for nore VSE functions that one woul d assune usually.

. WEBDELAY=(5,60)
VSE/ ESA 2.5 only.

Del ays for the 3270 bridge:

CICS TS 1.1.1 Specific Hints

U For TCP/IP services (CICS Web Support) ...

i Increase the EDSA by at least 2M

plus about 1M per active Web connection

Thi s recommendation stens for CI CS/ESA for WS

U More Info

Refer also to the foils on

- CI CS Wb Support (CW8)

- CICS 3270 Bridge

- CICS Transacti on Gateway (CTQ
(all in this docunent)

- Reduced size of |U Logon user records (APAR PQ44663)
- maximnumtime in nminutes, until a terninal wait state (in the CICS TS docunent)
is being purged
- time in mnutes, until state data is kept before CICS
perfornes cl eanup
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e-business Related Enhancements

e-business Glossary

PART F.

e-business Related
Enhancements

For general info on VSE/ESA and e-business, refer e.g. to

VSE Applications - How e-business fits -, GF22-5137,
2000-01-07, 17 pages (by Jerry Johnston and Anette Stol voort).
A position paper

Avail abl e via the VSE/ ESA hone page.

e-business Glossary (Selected Terms)

Java programs

Appl et A Java application programthat a Wb browser
can retrieve froma Wb server and execute.

Ser vl et A Java 'CG3'-application running in a Wb server,
which sends the results to a Wb browser.

Java building blocks

Java Beans A pl atformindependent technol ogy for reusable
Java conponents as a Java class with specific
properties. Usually visual conponents, |ike
push-buttons, sliders etc.

JavaBeans can be treated via Visual Age.

Enterprise A specific type of Java Beans (an enhanced Java
Java Beans class), being able to use 'services', typical of
(EJB) a server environnent.

Also called a distributed bean (sinilar to RPC)
with the client part under a browser and the
server part under a Wb Application Server.

The EJB cl asses are managed by a 'container', a

pl at f or m dependent conponent, running in an EJB
server.

1 DB2 row or VSAMrecord nmay be included in an EJB.

VSE Java Beans Speci al Java beans that allow access to VSE-based
file systens, subnit jobs, and access to the VSE
console (an APl class library).

Do not contain visual conponents.
VSE Java Beans can be treated via Visual Age.

- Al these building bl ocks nust be used/called fromw thin a Java
appl i cati on

- Enterprise Java Beans and VSE Java Beans are special types
of Java Beans.

- Wien EJB are used for connectors, VSE Java Beans are part of
EJB (server).
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e-business Glossary ...

e-business Glossary ...

e-business Glossary (Selected Terms, cont'd)

Connector terms

Connect or M ddl eware to connect 2 platforns:
- Mddle-tier and VSE/ ESA host (3-tie
- Wb client and VSE/ ESA host (2-tie

Connectors in their direct sense allow the use of
cust oni zed prograns outside of VSE
(e.g. applets, servliets, or other).

Such connectors consi st of connector client and
connector server (together 'connector').
Soretimes the connector client is called

' connector' .

Software that just allows access to VSE/ ESA and
existing applications via TCP/IP are sonetines
al so called 'connnectors':

TN3270, HoD, CICS Wb Support (CW8),

VSE Connect or Host part of the VSE Java Beans, in a VSE batch
Ser ver partition, started via the STARTVCS job.
Incl udes the VSE Listener.

In widest sense, also CICS, or DB2, or MXeries

Server on VSE could be called 'connector servers'.

e-business Glossary (Selected Terms, cont'd)

Some server terms (outside VSE)

HTTP Server A program that understands HTTP requests that
can coordi nate and assenbl e Wb pages and
deliver them

Web Server A HTTP server with a Java engine (applets,
servl ets)

Web Application A programthat usually gets called and gets HTM.

Server data fromthe Wb Server. It also can assenble
Web pages to be sent back by the web server.
Often a web server is directly included.

WebSphere Server An |1 BM specific inplementation of a web applica-
tion server, allowing witing of applications
with web devel opnent tools. It allows to run EJBs.

VSE Appl et Server A (usually) small program running under a web
server, which sinply routes requests fromthe
client applet to the VSE Connector Server.

Miscellaneous

VSE Navi gat or Known from VSE/ ESA 2.3, then a sanple to access
VSE services. New version now exploits Java Beans.
Server is a C-programin VSE,
client is a Java applet on a workstation.

CCF Conmon Connect or Fr amewor k. )
VSE Li st ener Part of the VSE Connector Server which listens An | BMarchitecture ;or connecti on n‘anage_rrent:
to TCP/IP socket requests for input from VSE Java A consistent neans of connecting to, and interac-
Beans. ting with, host resources fromany Java environ-
nent. It is part of Visual Age for Java.
VSE Java Beans use the CCF class library transpa-
rently.
DB2 Stored A program that accesses DB2 data, but al so VSAM
Procedur e and DL/1 in case of DB2 VSAM and DL/| Connect
(DB2 for VSE 6.1 or later).
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e-business Glossary ...

More Info on VSE e-business

e-business Glossary (cont'd)

Some Interfaces

CLI Call Level Interface.
A new VSAM APl (' VSAMSQLfct') witten in C
for VSE/ESA 2.5, callable fromLE batch prograns.
Very simlar to and based on the DB2 CLI.
Currently used by C prograns by DB2-based
connectors for VSAM

ECI External Call Interface.
A renpte procedure call I/F for CICS applications
with separate presentation |ogic.
Provided by CICS clients.

EPI External Presentation Interface.
Deal s with 3270 data streans as input/output for
unchanged CI CS 3270 applications. It allows to
extract/insert data frominto a 3270 stream

M Message Queue | nterface.
An APl provided by the MX@eries queue nmanagers to
al | ow prograns to access nessage queuing services.

ca Common Gateway |nterface.
A standard nethod to invoke progranms on a server.
It provides a server programw th a standard
interface to the HTTP headers and input data in a
browser request and also a standard nmethod for
returning a response.

FEPI CI CS Front-End Progranmming Interface.
Enables a CICS transaction to enulate a 3270 ter-
mnal. Used for transactions as internediaries bet-
ween the web user and the target 3270 transaction.

More Info on VSE e-business

- VSE/ESA 2.5 e-business Connectors User's Quide,
SC33- 6719

e-business Solutions for VSE/ESA, by A Ackel et al,
| BM Redbook, SG24-5662-00, 06/2000
(VSE/ ESA 2.4 |evel)

- e-business Connectivity for VSE/ESA, by A Ackel et al,
| BM Redbook, SG24-5950-00, 10/2000
(VSE/ ESA 2.5 |evel)

VSEConnect ors. htnl via VSE/ ESA honepage
http://ww.ibm conf s390/vse

VSE/ ESA V2.5 Super Connectors, by WlhelmMlId,
WAW 2000, Col orado Springs, Cct 2000

- An e-business Roadmap for VSE/ ESA Custoners, by Jerry Johnston,
WAW 2000, Col orado Springs, 10/2000
z/ VM VSE and Linux Tech Conf, Jacksonville 05/2001

WebSphere Application Server and VSE/ ESA, by Ingolf Salm
WAW 2000, Col orado Springs, Cct 2000

- CICS TS for VSE/ESA: Wb Support and 3270 Bridge
by Erich Anrehn et al, |BM Redbook, SG24-5997-00, 11/2000

- CICS Transaction Server for VSE/ ESA:
CI CS Wb Support Overview.
by Chris Smth, |BM Hursley.
z/ VM VSE and Linux Tech Conf, Jacksonville 05/2001
New CICS TS 1.1.1 manuals, with info on CW&:
- CICS TS for VSE/ ESA: Enhancenent Guide, SC34-5763
- CICS TS for VSE/ESA Internet Guide, SC34-5765

- CICS TS for VSE/ESA: CICS External |Nterface Quide, SC33-1669
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e-business Connectors for VSE/ESA

VSE 3-tier Connector Specifics

2-tier e-business Connector Environments

Web client and VSE/ESA communicate directly

W ndows, Linux

Wor kst ati on VSE/ ESA

Web browser, HTTP Server

Connect or < L >
(client) TCP/ I P . Connector.

Java Applic. HTTP . Server

(or applet)

Downl oad Appl et
Véb client <================= VSE Host
w connector client (incl. VSE Java Beans) CSI HTTP Server

3-tier e-business Connector Environments

Web client and VSE/ESA communicate via a Web
server

Mddle tier with Wb Server and a Wb Application Server
(usual Iy WebSphere).

VSE 3-tier Connector Specifics

WebSphere allows to wite applications, using Wb devel opnent tools,
for the mddle tier that can access VSE data.

The Web application server coordinates, collects, and assenbles Wb
pages and delivers themto the Wb client.

. MQSeries connectors

Wb Browser Wb Server MXeries Server
w appl et < > MXBeries Server < > for VSE/ ESA
MXeries Java (e.g. NI) (under ClCs)
dient
TCP/ I P TCP/ 1P or SNA
M

i Start any CICS (/VSE or TS) transaction from a

web browser and access any file under CICS

Refer e.g. to:
"What's New in MXSeries', by Christianne Sins,
VM and VSE Tech Conf Ol ando, 06/2000

. CICS connectors

Use of VSE Java Beans in appl et on browser
or in servliet on Wb application server
(usage of both is also possible) Web Browser Web Server
. . o *with applet <..OR ..> *WebSphere Appl. Serv.
W ndows, Li nux Net fi ni ty, RS6000 < > w servlet < > CCs TS
Wor kst ati on Mddle tier VSE/ ESA CI CS Trans. Gat eway
w CICS Univ.Client
Web Web server L. and ECI/ EPI
browser </ > Web appl . < / > . Connector.
(appl et) TCP/ I P server TCP/IP . Server TCP/ I P SNA (only)
(serviet) ... HTTP APPC
Connect or
client . .
i Start a CICS TS transaction from a web browser
Wb client <======= &b server PE— VSE Host and access any VSAM (or DL/I) file under CICS
Downl oad w connect or Downl oad TS
appl ets client VSE Java Beans
and servlets
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VSE 3-tier Connector Specifics ...

VSE/ESA Details for Connectors

. VSE Java Beans connectors
(based on new VSE external services)

‘3 tier applet’ wo (or with) EJB:

VSE *)
Any Web Server
Wb Browser < > VSEAppl et Server < > VSE Conn. Server
w appl et as gat eway w VSE Li stener
(EJB client) (EJB server)
TCP/ I P TCP/ I P *) details
foll ow
'3 tier servlet' wo (or with) EIB:
VSE *)
Any Wb Server
Wb Browser < > Web Appl. Server < > VSE Conn. Server
w servlet w VSE Listener
(EJB client) (EJB server)
TCP/ I P TCP/ I P

i Access VSAM, POWER files, VSE libraries and
ICCF from a web browser

. DB2-based connectors
(based on JDBC/ ODBC st andar ds)

VSE *)
Web Server
Wb Browser < > WebSphere Appl.Serv. < > ' DB2/ VSE'
w appl et DB2 Connect GCateway LE pgm
( JDBC/ ODBC or
DB2 CLI)
TCP/ I P TCP/ I P or SNA
HTTP DRDA

i Access DB2, plus (new) VSAM and DL/l from a
web browser, or start any CICS TS transaction

VSE/ESA Connector Server Implementations (IBM)

(Store

. MQSeries connectors
Connector server runs directly in a CICS partition.

. CICS connectors
Connector server runs directly in a CICS TS partition.

., VSE Java Beans connectors
BSD Sockets used on the Connector Server side.

VSE Connector Server (with listener as a TCP/I P application)
runs in a separate VSE partition (only once).
It is aplug-inin C, using VSE interfaces to access data:

- VSAM via VSAM macros (running in the connector part.)

to 'mapped’ VSAM data
- POWER via PONER SAS
- LIBR via LIBRM?)
- ICCF via DTSUTIL (read only)

. DB2-based connectors

1 (or >1) Stored Procedure Server(s) act as connector server(s)
usi ng DRDA:

- The VSE DB2 dat abase server knows, which Stored Procedure
Server nust be accessed to initiate a certain stored
procedure.

The stored procedures run in a separate batch partition:

s - For accesses to VSAM the VSAM CLI can be used.
roc.)  (shipped sanple(s) is in'C).

- Also, for accesses to VSAMunder CICS TS, a stored procedure
can be used as router to exploit the CICS TS EXCl interface.

- For DL/I accesses, calls are done in a CICS TS partition,
via DL/1 1.11.
(Shi pped sanple(s) is in COBOL and in Assenbler).

Usage of TCP/IP for DRDA communi cation requires DB2 Server
for VSE & VM 7.1, previewed 2000-04-11, announced 2000-09- 05.
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VSAM Connectors (VSE Details)

VSAM Connectors (VSE Details) ...

VSE Java Beans Connectors (VSAM)

VSE
/ \
\ /
VSAM
\ / Cl CS
VSE Connectors and VSAM (Summary) dass R (Batch) I \ (VSE or TS)
! \
TCP/ ' STARTVCS' / \
The fol l owing type of VSE connectors allow access to VSAM fil es: palrr < > ngerosgPeCt or // \\
with VSE Listener / \
+VSAM plug in
1 BM VSE partition of VSAM file ' owned' (to mapped VSAM
Connector Type connector server by partition doing (GET.. PUT..)
the WRI TE?
MXeri es Cl CS(s) YES B . , ,
i SHROPT 4 required for 'e-WRITEs
ccs CICS TS(s YES
<) DB2-based Connectors (VSAM)
VSE
VSE Java Beans VSE Li stener NO *1
(class R default) *2 / \
DB2- based LE batch pgn(s) \ /
a) VSAMCLI I/F NO *1
b) EXCl used YES VSAM
DB2 / Cl Cs
. . part. Any part. (Batch) / \ (VSE or T9)
*1 In VSE/ESA 2.5 the VSAM fil e nust be redefined as / \
SHROPT(4), to allow updates fromthe web. Stored Proc. Server /
In VSE/ESA 2.6 SHROPT can stay as it is/was. < > LE pgnESt Proc.
*2 Currently, no plug-in shipped with EXC a) VSAM CLI /" a)
(to mapped VSAM
or b)
b) EXC call <
(StProc.as router) EXCl
(CICS TS only)
i SHROPT 4 required for 'e-WRITEs', except access
via EXCI
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VSAM Share Options with Connectors ...

No considerations required for VSAMfil e READs from connectors.

VSAM SHROPT 4 Background Info

. Using connectors to UPDATE a VSAM file already
opened for output, needs SHROPT 4,
IF WRITEs are done in an 'extra’ partition

. SHROPT 4 has big overhead,
and thus should be carefully evaluated

VSAM SHROPT 4 Performance Implications

Bigger pathlength for processing of UPDATE

requests
due to VSAMinternal |ocking of control areas.

Internal CA-locks degrade performance

No concurrent updates possible. Locks usually in lock table
only.

Each READ must be done from disk

(except GET SEQ Noupdate),
in order to get the |latest copy of a record.

> No READ Ahead of Cls (in NSR Sequential node)

Each WRITE must go to disk

VSAM al ways nust assune updates in other partitions (sequence
set, if changed, and data).

> No Deferred Wites possible (in LSR node)

> LSR buffer |ookasides only for higher |evel indexes,
not for sequence set or data

Additional catalog 1/Os

At each GET/PUT statistics are updated (+ Hi -used RBA, if
changed)

Performance Hints for 'e-WRITES'

i Try to uselcustomize connectors which cause the
WRITEs in the file owning partition (mostly CICS),
to avoid SHROPT 4.

- e.g. via a user witten batch EXCl call to start a CICS TS
transaction.

BUT consider EXCI overhead

and do not use it for individual READs
EXCl is also going via DFH RP, as MRO does.

If that is not possible, try to avoid SHROPT 4 by other neans:

i Use BIM-VSHARE in CICS as 'VSAM traffic cop’

VSAM batch 1/0s are intercepted and sent via XPCC to a VSHARE
conponent running under the file owning ClICS.

Refer to http://ww. bi noyl e. com

i Use SYSB-II for VSE from H&W Computer

Systems
in Boise, |daho

VSAM batch 1/Os are intercepted and sent via XPCC to a CICS
conmand | evel transaction in the file owning CICS.

Refer to http://ww. hwcs. com
O, minimze/avoid the overhead of SHROPT4:

i Use BSI OPTI-Cache as a VSAM 'Global Resource
Pool'
Avoi ds physical 1/0 overhead for SHROPT 4, apart from providing
‘DM .

Refer to http://ww. bsi opti.com
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DB2 Stored Procedures

DB2 Stored Procedures ...

DB2 Stored Procedures (few general remarks)

. User-written SQL programs,

- stored at the DB2 server

- invoked by client applications via the SQU CALL statenent,
even with dynam c paraneters, including procedure nanme

. Can contain most statements that an application
program usually contains

Application logic and SQL statenents, local to the data base

. Programming language(s) depend on the platform
of the DB2 Server

. Client programs can pass parameters to it and
receive parameters back

. Helps to reduce the network traffic
. Allows to hide data base design from the end user

. Must be found in the VSE LIBDEF chain of the
partition a stored procedure runs in

. Usually, 1 'never-ending' jobstep in a VSE batch
partition is used

Specific for the new VSE DB2-based connectors

. Only a fixed, not a dynamic amount of data can

be passed back at once (VSAM, DL/I)

This results either in piecemeal or in naximum area retur
dat a.

i VSE Stored Procedure connectors (VSAM, DL/I)
are better suited for a fixed set or for smaller
outputs

. Related Info

- "Cetting Started with DB2 Stored Procedures:
G ve Thema Call through the Network'
| BM Redbook, SG24-4693-01, 04/98, 492 pages

- 'DB2 Server for VSE Database Administration'
SC09- 2655, 12/98, 300 pages (Chapter 10)

- '"IBM DB2 Server for VSE & VM Version 7.1
Announcenent 2000- 09- 05

- '"What is new with DB2 Version 7?'
VM VSE Tech Conf La Hul pe, 2000-06-26
by Quy Prztula, |BM Belgium

n of
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Performance Aspects for Web Applications

Types of e-business CICS Applications

Performance Aspects for Web Applications

Per f ormance statenents and predictions are hardly reliable for
transactions via the Internet.

Only for intranets nore reliable observations are possible, in
general .

U Java Applet Applications

The following components contribute to overall
response times:

1. Transfer time of the Applet code to the Java
capable browser

2. Time for initialization and checks of the applet

code

3. Time for Byte-code translation (if JIT compiler
used)

4. Execution of the individual Java Applet
functions

U Java Servlet Applications
TBD

U IBM WebSphere

Keeps nul tiple connections up and uses them dynanically
in order to save connection setup effort.

Types of e-business CICS Applications

to pass data between tasks that communicate with a given
ternminal. Can al so be used to pass data between prograns
within a task.

- Separate business logic easily allows both '3270-use' and
‘native HTM. use'

*1 A COWAREA with an HTTP request is taken as input,
and an HTTP response is built in that area.
Oten ECl is used by CICS client.
COMMAREA based prograns allow a free formatting of the
browser screen, independent of any 3270 |ogic

request and build the response.
No COMMAREA needed

Use
w/
Screen Presentation Screen 3270
Type Logic Conver si on or
to HTML TN3270
ClI CS 3270 Native 3270 I nt egrat ed Dynani cal |y
appl . (e.g. COWM ) via 3270 Bridge
or or or YES
Separ at e
BMS maps (needs Generated HTM.
(Any ClCS) COVIVAREA) tenpl ates used
Cl CS COMWAREA | Series of Separate COMMVAREA t o
appl .| records, wo (out si de HTM. conversi on NO
presentation Jappl.|ogic) (user provided)
*1 specifics
(Any C CS)
Web APl Cl CS Native HTM., I nt egrat ed
appl . | using (sel dom
EXEC CI CS or n/a NO
*2 DOCUMENT Separ at e
(CICS TS only) (usual ly)
- COMMAREA (= communication area) is a CICS area that is used

*2 New WEB and DOCUMENT APIs used to process the inbound HTTP

WK 2001-07-15 Copyright IBM F.17

WK 2001-07-15 Copyright IBM

F.18




CICS Web Support (CWS)

CICS Transaction Gateway (CTG)

CICS Web Support (CWS)

Shipped with CICS TS 1.1.1 in VSE/ESA 2.5

. Invoke a CICS TS application from a web browser
e.g. without changing any 3270 application

CWs so far was known as CICS Wb Interface.
the listener support and the protocol support.
Only in w dest sense a connector.

. 2-tier Environment, w/o intermediate server

CW was split into

CICS Transaction Gateway (CTG)

CTGis a workstation application that can accept requests fromweb
browsers and route theminto CICS TS.

It is shipped as part of CICS TS

. Access to existing CICS TS applications from a
web browser without any change

VSE Host
CICs TS 3 tier nodel:
Web client Web API
CI CS appl Wor kst ati on Mddle tier VSE/ ESA
SNA
HTM. to Cl CS Any Web server (only) CICS TS
COVMAREA COMVAREA Std. Wb < / > Wb App. Server < / >V
Wb browser < > TCP/ | P converter appl. br owser TCP/ I P T AcCs
TCP/ I P (ol HTTP H CTG EC A COVWAREA
HTTP Ll CS acs T Gateway CICS or M or
M (=Java 3PmDv. EPI 3270 3270
Bri dge appl .
Wb dient Wn NT, AlX
3270 Bridge dynanically converts native 3270 screens to
HTML and uses generated HTM. tenpl ates for BMS screens
(intercepting CICS 3270 terninal requests) Repl aces the CICS Internet Gateway, and CICS Gateway for Java
Web aware CICS appl. use EXEC CICS WEB and ... DOCUMENT
(native HTM.) CICS Univ. Client provides "a CICS TS terminal’
No Java application invol ved on the nmiddle tier
2 tier recommended for intranets HTM. conversion is done fully autonmatic
(no SSL yet available in TCP/IP for VSE/ ESA)
, 3-tier Environment, with intermediate tier : . .
Use of HTTP over Secure Sockets Layer (SSL) possible, CICS 3270 Brldqe alone
with an internediate tier as Firewall (Secure Proxy).
For more info refer e.g. to _ _ . Invoke any 3270 txn from anywhere
- v&'\/ﬁ%g B;b?ggognd Wb Support’ by Colin Boulain, w/o a 3270 terminal
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Data?l's Solutions for VSE e-business Intelliware's Solutions for e-business
IpBridge/3270 from Data21
o Web/VSE-Host(R) from IntelliWare
. Invoke a CICS 3270 application from a std web
browser, without doing any back-end or front-end
development . Access VSE appplications from Anywhere(tm)
Automatical ly converts 3270 data streams into HTM. (and vice versa) Any 3270 capabl e server, e.g. ClCS
3 tier nodel: ’
Workstation Mddle tier VSE/ ESA
no change reguired in agpdications
b < >
browser TCP/ I P , | pBri dg? p ;I'CP/ 1P | y 3270
SSL 3270 3270 data) TN appl. i i i
(TN O ent o instant access to 3270 applications
MS I ver
W ndows GUI enhancements possible to any
a) As a free Wb to Host liteware client for secure access application via WebScreen(tm) facility
b) As a nonminally priced professional version
VSE/ ESA
IpServer from Data21 Vorkstati on acseg.
. Invoke a CICS application from a web browser VSE 5 non 3o
' conpl emented by a powerful CICS CQ" Web browser < / > TCP/ | P Host appl .
2 /(3 )tier model: VSE/ ESA TP > acs
. . *1 3270
Wor kst ati on (Security Clcs app!
server) TCP |
d CBri. e Isp 1] o .2
Std. * f .7
Veb browser < ;  dae. / Loty . Web cl i enfPP VSE Host
TCRIIP.. ... TCP1 P r Vb Static 'HTM! 3270 screens are dynamically converted to HTM. (*1)
(SsL) .1Is. v Ser Vb appl. ? They are intercepted (VTAVB270??)
,,,,,, e ver pages
NT r
*1 SSI (Server Side Include) directives are supported, .
with 'enpty’ Web pages stored in a VSE library For more info, refer to
. http://ww.intelliware.com
For more info, refer to http://ww.data2l.com
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Cross Access eXadas eData Solution

Viaserv's ViaSQL Direct and Integrator

Cross Access eXadas eData Solution

. Access VSE data from anywhere using SQL
without changing any application

3 tier nodel:

ViaSQL Direct

'Fast and easy ODBC and JDBC access to data and applications on VSE

Workstation Mddle tier VSE/ ESA
Any Web server TCP 'eData C
Std. Wb < |/ > < / > /1P Engine |
br owser TCP/IP Wb App. Server TCP/ I P with C
(s ' Dat
eXadas Wb < / > VTAM Jpavants'
Connect or LUG. 2
W ndows NT
Uni x
) . ViaSQL Integrator
\ /
‘eData Engine' is a connector server VSAM
with several 'Data Savants' DL/ | "All the capabilities of ViaSQL Direct,
Seq. f. pl us extended functionality for behind-the-scenes data’'
VSAM Updates are routed to the CI CS FOR Adabas
Dat acom
A Data Savant translates an SQL Query \ 1 DVB /
(ODBC, OLE/DB, and JDBC) into
1 or nore native file commands, or For nore info, refer to
dat abase | anguage commands
http://ww. vi aserv. com
For nore info, refer to
http://ww. crossaccess. com
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Host On Demand Improvements DB2 Server for VSE
Host On Demand (HoD) Note

. [Easy access to an existing CICS application
Applies to VSE/ESA V2 in general.

HoD access in a 3 tier nodel:

DB2 for VM & VSE perfornmance is discussed in detail
DB2 manuals. Refer e.g. to

in the official

- DB2 Server for VSE & VM Perfornance Tuni ng Handbook
GC09- 2669, 12/98 (V6.1)
G009- 2987, (Vv7.1)

Wor kst ati on Mddle tier VSE/ ESA - DB2 Server for VSE & VM Installation
! ' GC09- 2656, 12/98 (V6. 1)
“E,Omer < > veb server / > acs - DB2 Server for VSE, Program Directory G 10-4999 (V7.1)
:ggpﬂe{ )ent TP HoD server e 1P l‘;'r{]gﬁ Only SVA load aspects are discussed here, froma VSE/ ESA system
"3270 =TN cl’i ent poi nt - of - vi ew.
enul ator' SSL
< === DB2/VSE Phases and SVA (General)
Appl et downl oad
W ndows 9x, Secur eWay HoD CGeneral performance aspects of SVA |oads (different for SVA-24 and
or NT on AI'X, Linux, or NT SVA-31) are discussed in the VSE/ ESA V2 Performance Considerations
(tested for VSE) docunent ,
Seen from VSE, Host on Demand is just a TN3270 client. %Eegg;éeAbp[i ni zati on under
Wse of either VLA General Usage Aspects
- black classic screen display
or
- configurable GU screen
, General
" More Info - There is no functional requirenent to |oad any DB2 phase
into the SVA (VLA)
- http://ww:.ibm cont sof t war e/ net wor k/ host ondemand
- Loading any phase into VLA may save
- | BM SecureWay Host On pemanq: . - LOAD
Enterpri se Commmuni cations in the Era of Network Conputing - VSIZE, if many partitions use a phase concurrently
S&4-2149- 00.
- No SVA | oad books are provided/required with the DB2 product.
- Host On Demand V4: Planning and Installation Guide
- Web-to-Host Integration Solutions, |IBM Redbook, S&4-5237, Cont ' d
205 pages, 09/98
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DB2 Server for VSE ...

VSE Connectors and SVA

DB2 Phases and SVA (Specific)

. SVA Eligible Phases (ARI*)

SVA el igi bl e DB2/ VSE phases

#phases total size conmment
SVA- 24 20 about 3.5M *1
SVA- 31 4 about 1.8M *2

- 5.1 figures. V7.1, V6.1 figures are sinilar.
*1 Bi ggest phase is main phase ARI SQLDS (1.44M.
Only | oaded once in DB2 Server partition,
do NOT |oad into SVA
*2 Phase ARIRXDS is 1.75M

. DB2 Recommendations for SVA Load

i Do not load by default any DB2 phase into the
SVA, except ARICDIRD

ARICDIRD is only 1K to 4K for npost custoners.
Placing it into SVA-24 will also eliminate potential
functional problens of nultiple ACDIRDs. Used by any
partition running other DB2/VSE code.

If you detect via PGWLOAD stats or via traces frequent
SVA-eligible ARI* |oads ...
i Assess value of loading individual ARI*
phases (customer specific)
- Do a trade-off between frequency of |oad and space
required BELONthe |ine
(Loadi ng above the line is always OK as long as a
nodul e is used at all)
i Make PSIZE-31 big enough to avoid
‘downloading' SVA-31 phases into SVA-24

VSE Connectors and SVA

. Performance for VSE connectors improves,
if some phases used are loaded into the SVA

. VSE connector server phases

Phase SVA Java  St.

Nane Si ze Location Pur pose Beans Proc.
$I ESVSCA 38K -31 VSAM cat al og access X X
$I ESVSDF 81K -31 VSAM cat al og access X X
$1 ESVSLB 17K -24 VSAM | abel access X X
$I ESVSQL 158K -31 SQL/IF f. st.proc. - X
$| ESVSRM 48K -31 VSAM cat al og access X X
| ESSASVA . 3K -31 VSE Navi gator ' DA’ X -
CEEEV003 965K -31 C Runtine (LE) X X
- Only | ESSASVA nust reside in SVA for FUNCTI ONAL reasons
- SVA load |ist $SVACONN | oads these phases by default

(except CEEEV003)

. Nearly all of them may reside in SVA-31
and all are loaded by default

. SVA load even is of benefit when only 1 connector
server partition is used

. Further SVA hint

If EZA interfaces (EZASM or EZASOKET) are used in several
partitions ...

You may put phase EZASOHO3 (24K) in SVA-31
(woul d need SVA=YES for CICS TS use)

WK 2001-07-15 Copyright IBM F.27

WK 2001-07-15 Copyright IBM F.28

Enterprise Storage Server (ESS)

ESS Overview

PART G.

Enterprise Storage Server

Enterprise Storage Server (ESS) Overview

2105 I/O Subsystem

- Announcenent 1999-07-27: Mdels E10 and E20 + SODs

- Announcenent 2000-03-28: Mdels F10 and F20 + increased
perfornmance and scal ability

- Announcenent 2001-02-20: Mdels F10 and F20 with up to 32G cache

U 420 GB to 11.2 TB cost-effective high-performance
storage across platforms

U Attaches to hosts with UNIX, OS/400, Win NT etc.
and to S/390 operating systems

Attachment to S/390 is via ESCON (el se via SCSI).

(ESS) Fibre Channel ports incl. FICON (up to 16) available as upgrade

option

U Standard caching functions and much more
- Intelligent cache managenent (record/track caching)
- Sequential Detect
- Copy Services
- PPRC etc

U Enhanced availability features
See separate chart

U S/390 performance accelerators
See separate chart
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Enterprise Storage Server (ESS) Support

ESS Enhanced Avail. Features

ESS Support (Overview)

No active exploitation of ESS Performance
Accelerators

- Parallel Access Vol umes (PAV)
- Priority 1/0 Queuing

Benefits from Mltiple Allegiance (MA) expected.

S/390 volumes

ESS feature code 183x.

Invocation via VSE/ESA 2.5

. VSE/ESA 2.1.0 and up in 'transparency mode'.

For detailed info, refer to the follow ng charts on ESS

For detailed info, refer to the charts on ESS Fl ashCopy

. ESS FlashCopy allows instantaneous copying of

Enhanced Availability Features

No single point-of-failure.

RAID

RAID-5, striping parity across all DDMs in an array:
6+P+S or 7+P.

Non-RAID disk groups

Addi tional possibility: Just a Bunch of Disks (JBOD).
For UNIX freaks with "volatile' data.

Predictive failure analysis

Fai l ure anal ysis techniques that can predict errors
and notifies before they occur

Failover protection

In case a cluster fails, all ports are transferred tenporarily
to the remaining cluster, thus allow ng continued access to
dat a.

It also allows e.g. u-code updates of a cluster concurrently to
production with the other cluster.

Sparing
2 spares per SSA | oop.

Sparing is autonatically called at DDM failure.
Data is reconstructed while access continues.

Concurrent maintenace
A failed conponent can be replaced w o shutdown.
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ESS S/390 Performance Accelerators

ESS Configuration

ESS S/390 Performance Accelerators

. ESS is supported by VSE/ESA 2.1.0 and up
in 'transparency mode'.

No active exploitation by VSE/ESA:
Parallel Access Volumes (PAV)

ESS feature code 180x.

WRI TEs to the sane domain are queued in the ESS.

queuing in the I/O subsystem (ESS).

-> Mre intelligence in the ESS

Benefits at hi gher |ogical volune utilization,
usual ly fromnore than 1 VSE partition.

(using nore snaller devices instead).

Multiple Allegiance (MA)

1/ O Subsystem (ESS) accepts requests for the same
elimnating PEND tine.

This is a HWfunction and transparent to S/W

Priority 1/0 Queuing

Al'lows a nore granular setting of I/Opriorities
than with PRTYIQ even on channel program base.

O special benefit together with PAV in case of
vol ume or channel contention

O | ower need for VSE due to | ower usage of 3390-9s

Never t hel ess, skewed device utilizations may occur.

(shared) volunme from anot her host, thus reducing or

Application transparent subdivision of 1 |ogical volunme
via alias addresses (UCBs) into nmultiple 'domains'.
READs are sinultaneous, also WRITEs to different domains.

Replaces 10SQ time in the operating systemwith (smaller)

VSE shoul d benefit fromMA (in case of DASD Sharing).

ESS Configuration

CQuster
1

ESCON or SCsSI 2 16 ports
(Fibre Ch.)
Host Adapters 18

Cluster Interconnections

Cluster Processor RI SC 4 way C uster
Conpl ex SMP processors 2
Cache NVS 3,4,8,16G 192 MB

Devi ce Adapters

AA AA

SSA SSA
| oop | oop
RAI D Array(s) <

<

Vv Vv

2 clusters, each with 192 MB mirrored NVS and
3/(4,8,16) GB cache (E/F-models)

(7-day battery back-up).
Smal |

part of cache used as real storage for control pgmetc.

In case of a failing cluster, the other cluster can access data
inthe failed cluster:
either cluster can handl e requests fromany host adapter.

For failure protection, any WRITEs are done into both NVSs.

2 to 16 host adapters (HASs) in total

1to 4 HAs x 4 bays x 1 or 2 ports/HA = 4 to 32 ESCON or SCSI
ports

4 Device Adapter (DA) pairs, 2 loops/DA

Up to 8 full duplex loops, with up to 384 DDV

Cache and NVS are transparent to all platforms,
except S/390
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ESS Configuration

ESS Configuration

U 32 Standard Physical Configurations

St andar d DDM Capaci ty 2105
Configuration type (GB) #8- packs] Mdel s
‘U tra-high 9.1G 420 GB 8 X10, X20
per f or mance’ 840 GB 16 X20
' H gh performnce’ 18. 2G 420 GB 4 X10, X20
630 GB 6 X10, X20
840 GB 8 X10, X20
1050 GB 10 X20
1260 GB 12 X20
1470 GB 14 X20
1680 GB 16 X20
2170 GB 20 X20
2660 GB 24 X20
3150 GB 28 X20
3640 GB 32 X20
4130 GB 36 X20
4620 GB 40 X20
5110 GB 44 X20
5600 GB 48 X20
' Capacity’ 36. 4G 840 GB 4 X10, X20
1260 GB 6 X10, X20
1680 GB 8 X10, X20
2100 GB 10 X20
2520 GB 12 X20
2940 GB 14 X20
3360 GB 16 X20
4340 GB 20 X20
5320 GB 24 X20
6300 GB 28 X20
7280 GB 32 X20
8260 GB 36 X20
9240 GB 40 X20
10220 GB 44 X20
11200 GB 48 X20
- DDM = Disk Drive Mdule
- X10 = E10 and F10, X20 = E20 and F20
- 16 to 384 DDMs in increments of 2 or 48packs
- 36.4G DDVs are 7200 RPM ot hers 10000
- X10: 16-64 DDMs, X20: 32-128 DDVs
- 8 8-packs per cage. 1 cage for X10, 2 cages for X20
- No mx of DDMtypes in standard configurations

U Logical Configurations

1 to 16 CU i mages
(3990-3/6, or native 2105 E10/E20 for OS/390)

Up to 256 (logical) devices (= unit addresses) per CU inage,
resulting in 4096 S/ 390 vol unes per ESS.

Up to 128 | ogical paths per CUinmge

3390- 2 -3,-9 + 3380 Track Format Mbde
Al'so ' Custom Vol umes’ wi th fewer cylinders possible

U Host Adapters

- Up to 32 concurrent host transfers

- 18 MB/sec per ESCON channel

C

Device Adapters

- Up to 64 concurrent transfers on internal disk paths

- 2 independent SSA | oops per device adapter

Maxi mum Sequenti al Bandwi dt h

' Shark 1.0' ' Shark 1.1'
READ 160 MB/sec 320 MB/ sec
WRI TE 140 MB/ sec 200 MB/ sec

- Approximate figures, just as an idea
- Data rate to an 8-pack is 40 MB/sec

U Actual Performance Results

REALLY REALLY good results published. See ' References',
especially the ESS Performance \Wite Paper.
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General ESS Performance Hints

ESS Statement of General Direction

General ESS specific Performance Hints

General (but non-ESS-specific) hints are e.g. given in

"1 BM VSE/ ESA |/ O Subsystem Per f or mance Consi der ati ons’

. DDM selection

Apart from standard configuration and capacity needs,
if you can select between DDMs of different size

(DDM sel ection is nore inportant if workload is cache hostile)

i 9G and 18G DDMs are faster for single

sequential streams
10000 RPM

i 9G DDMs usually perform better than half the
number of 18G DDMs

E.g., prefer 16 9G DDMs vs 8 18G DDMs,
if 9G DDMs can satisfy your future capacity needs.

Hint:
Performance with the 36G DDMs is really fine,
also.

. More Hints

Refer e.g. to

- 1 BM ESS Perfornance Mnitoring and Tuning Quide, SG24-5656
(1 BM Redbook)

ESS Statement of General Direction

Included in the July 1999 announcenent

U Continued performance enhancements through

more efficient engines

bigger cache sizes

Both has been realized with the 2105 Mdels F10 and F20
announcenent 2000- 03-28:

Addi tional PCl buses, faster IBM RI SC nicroprocessors plus the
bi gger cache in the F10 and F20 nodel allow greater throughput

- up to 100% for sequential |oads
- up to 25%for random | oads

U Higher capacity
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ESS Copy Services and FlashCopy

Backup Processes

ESS Copy Services and FlashCopy

U ESS Specialist Copy Services include

Peer-to-Peer Remote Copy (PPRC)

A synchronous copy sol ution, where WRI TE operations are
ensured on both copies (prinary and secondary).
ESS feature code 182x.

Needs S/ 390 software support and invocation.
Supported by VSE/ ESA V2.

Extended Remote Copy (XRC)

Not supported by VSE ESA

FlashCopy

Transparent for S/ 390 operating systens, if done via ESS
Copy Services

Like SnapShot Copy, a point-in-time copy
function
Refer to separate charts

U FlashCopy can be invoked

- by the ESS Specialist web interface

Transparent to the operating system
Refer to separate chart

- via the operating system
VSE/ESA 2.5 supports FlashCopy calls

- for volume duplication
e.g. for later backups of VSAMfiles

- for copying cylinder ranges or file extents

Traditional Backup Process

Applic. processi ng

. Quiesce/stop production during backup
Provides a logically consistent copy, BUT makes data unavail able
. (Do a Backup concurrently)
Results in a 'fuzzy' copy, only useable, if at all, with | og data

sets. Also, a data base usually is made up of several logically
rel ated data sets.

Possible Backup Process as of today

. Use point-in-time copy functions

Applies to RVA SnapShot Copy and ESS Fl ashCopy.
Saf est action is to bring CICS down and i nmedi ately up agai n.
Then VSAMfiles really were closed. DB2 allows suspend/resune.

Applic. processing sec Applic. processing
oo S| |- > time

___________ >|

| Vol . Copy
........................ >|
Tape Backup *1

A A A

| | |

Copy Copy Backup to tape
log. conplete phys. conpl . conpl ete

*1 ' Backup to tape conplete' is independent of 'Copy phys. conplete’

- Volume Copy is logically completed after 3-5 sec
- Backup to tape can start immediately
Logically done fromtarget volume (different VOLID)
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FlashCopy Implementation

FlashCopy Invocation

FlashCopy Implementation

U Requirements

Installation of the ESS Fl ashCopy feature
ESS needs physical backend storage for FlashCopy

Requires a target and source volunme of same size and within
the same | ogical subsystem (LSS)

No relocation of tracks can be done:
CCHH | ocation nmust be same on target as on the source vol une

FlashCopy Invocation via ESS Specialist

1. Select ESS Specialist (-> ESS Min Panel)
2. Select Copy Services (-> Copy Services Menu)

3. From here select:

- Vol une

(Di splay volunes and define themas source or targets
and initiate the copy via 'Establish FlashCopy Pair')

Al so possible selections:

U Relationships - Starage Servers
- Paths

Wi | e copying, a relationship exists between source and

target vol ume: - Tasks

The rel ationship ends when the |ast track has been physically . .

copied to the target vol une. - Configuration

1 logical volune can have only 1 relationship at 1 - Exit Copy Services

point-in-tine.

Source and target volume must reside in the same LSS (sanme FIashCopy Invocation in VSE/ESA 2.5

SSID), and, naturally, be of sane geonetry with at |east sanme

capacity Support similar to | XFP/ SnapShot for VSE/ESA, via AR conmands:
u Copylng Process AR commands as close as possible (if not identical) to SNAP,

as docunented for | XFP/ SnapShot for VSE/ ESA

Physi cal copying of ALL tracks is done via a background t ask, REPCRT and DDSR not required/ appl i cabl e.

with negligible inpact on production (if at all) More info is provided in the VSE/ESA 2.5 nanual s.

ESS Specialist (only) allows to specify a ' NOCOPY' option, .

to disable the background task. Scope of Function

CBZmI Bgsévﬁrgggéessary copyi ng (of unchanged source tracks) Fl ashCopy via ESS Special i st

But still the full logical space on target volunme nust be - cannot copy individual track ranges

reserved. (only full vol unes) . o

- cannot be used to copy a VMpartial pack m nidisk

?:é;?n:z! Feoggzkfugrl gh{);:)el : \él ggng)opl es Both can only be done via VSE/ESA 2.5 invoked Fl ashCopy
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RVA SnapShot and ESS FlashCopy

SnapShot and FlashCopy Scenario

RVA SnapShot and ESS FlashCopy

SnapShot and FlashCopy Scenario

|
| Onli ne Production hal ted

t C
C Logical Copy: 3 5 sec (RVA, ESS)
C \%

®3

Onli ne Production continues.
Target vol ume avail abl e,
backup to tape can start:

READs from 'source' see table

VDA I nst ant Physi cal copies of
Architec- ' tracks done ...

Copy
ture conpl ete'

RVA SnapShot yes yes Only when track updated
(source or target)

ESS Fl ashCopy no yes Later,
as backgound t ask.
I medi ately,

when updat ed

*1 Backup of Target volune can be started after few seconds

' sour ce'
‘target’
‘target')

bel ow

Activity

SnapShot Copy

FlI ashCopy

READs from source

BAU

BAU

WRI TEs to source

Do a copy to a ne
source | ocation,
keep ol d as target

Do a phys. copy to
target (except already
done), before source
track is updated

READs fromtarget

Done from source,
if not updated

Done fromtarget,
if already copied,

neanwhi | e el se from source
WRI TEs to target BAU Do phys. copy from
source to target first
if not already done
| mpact on produc-
tion performance Phys. copying of ALL
- copying none tracks creates ESS
background activity
- tape backup very mnor 1st production WRITE

to source track slow,
if not yet copied

- BAU = business as usual
- Al RVA updates are done in 'tracks'
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Addt'l Aspects to SNAP-Copies

Addt'l Aspects to SNAP-Copies ...

Addt'l Aspects to SNAP-Copies

RVA SnapShot and ESS FlashCopy

. Can be used via the VSE AR command 'SNAP’,
to copy/duplicate

Logical volumes
Specified via CUU or VOLID
Cylinder ranges

Files (non-VSAM)

Via DSN on CCHH (track) boundaries, e.g. BAMfile or VSAM
space

., Some conditions for snapping data

Addt'l Aspects to SNAP-Copies (cont'd)

Sour ce Vol . Tar get Vol une
Mist Snap Device Status
St at us VOLID | exist Before After
ESS Speci al i st Can be *1 *1 Up
Vol . Copy ? changed
VSE AR Snap *2 | No, RVA
Vol . Copy Up or Down |Can be Down Down
changed] Yes, ESS|
VSE AR Snap
Part. Vol . Copy Up or Down |Not Yes Down *3 Same?
touched
| DCAVS Snap
Vol . Copy Up or Down |Must be] Yes Up or Up
changed Down

*1 Vol une nust exist at least in | OCDS, no VOLID required
*2 If specified via VOLID, no duplicate VOLID is allowed,
which either is also UP or also DOM.

*3 except copy within sane device

. High care required if double VOLIDs are DVCUP

Search sequence not easy to describe and may change.
Often, search is in ADD sequence of ASI proc,
BUT manual |y ADDed vol unes are searched first

So select target VOLID differently for uni que VOLIDs.

, Further Requirements

- Sane type/size of volune for vol une SNAPs
- Sane track/cylinder type for other SNAPs
- Both volunes nust be

- in the same RVA subsystem

- in the same ESS |ogical subsystem (LSS)

. SNAP related functions need $IJBIXFP in the
SVA-24 (functional reasons)

a) $IJBI XFP for ESS 36K (part of base code)
b) $1JBI XFP for ESS,RVA 50K (part of opt. prod.)

In VSE/ESA 2.5, the 36K phase is |oaded by default.

Can be renmoved fromthe SET SDL list, if VSE SNAP not used and
this space required
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ESS FlashCopy Performance

ESS FlashCopy Performance ...

ESS FlashCopy Performance

The following is ny sunmary and interpretation of the docunent cited
bel ow.

U How fast FlashCopy can duplicate data ?

Nunmber of FlashCopy Pairs 8 16 32 256
Est abl i sh Tines (sec) 10 17 19 96
*1
Vol ume Reserve First 9 11 11 11
Tines (sec) Last 11 14 15 65
*1 Times from DFSMSdss consol e messages,

TSO initiation even faster
Concurrent production does not inpact these tines

i Very fast logical completion of copying

volumes
Number of FlashCopy Pairs 8 16 32 256
#tracks copied/ sec
a) W o production 1600 2700 3000 3000
b) w  production 1050 1650 2000 2000

- Total background copy tine (w o production)
1-8 volunes: about 4 min
32 volunes: about 9 min
- Al values are approxi mate val ues

i Fast physical completion of copying volumes

I mpact of production is background copy is uncritical and
i nt ended

ESS FlashCopy Performance (cont'd)

U What impact has FlashCopy on production ?

Nunber of Fl ashCopy Pairs None 8 16 256

Prod. throughput |1Q sec
COPY option 2700 2600 2550 2500
NOCOPY opt i on " 2650 2600 2600

Prod. 10 resp. tine nsec
COPY option 5 5 6 8
NOCOPY option " 6 7 13

- I'n case of NOCOPY, only changed tracks are copied
to the target volumes ( = destaged from NVS)

i Impact on production throughput was small
- 3% - 7% ( NOCOPY/ COPY option) for 256 vol unes

U Measurement Environment

ESS Mbdel F20, with 18G DDVs, 8 LSSes, with 16 ranks,
16 ESCON channels to each of 9672-RX3 and 9672- R85.
256 source vol unes copied to 256 target vol unes.
3390-3 volunmes with 3339 cyls and 50085 tracks

U More Information

Refer to the foll owi ng document for nore info:

' ESS Fl ashCopy Perfornance Wite Paper’
2000-08-04, |IBM SSD, 16 pages

A docunent also for |BM Business Partners and Customers.
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ESS References

App. A: VSE JA and Reporting Enh.

ESS References

For nore info and published actual performance results, refer to

- ESS announcenent letter, dated 99-07-27.
Avail able e.g. via http://ww.ibmink. com

ESS hone page http://ww. i bm com storage/ ess

- ESS Custorer Docunents CD-ROM SK2T-8770

| BM ESS Per f ormance Monitoring and Tuni ng Guide, SG24- 5656,
01/2000, 197 pages, by Alison Pate et al

As | BM Redbook draft ('redpiece') available via
http://ww. i bm conf r edbooks/

Inpl enenting the ESS in Your Environnents, SG24-5420,
02/ 2000, 269 pages, by Mark Bl unden et al
(1 BM Redbook)

I mpl enenting ESS Copy Services on System 390, SG24- 5680,
06/ 2000, 280 pages, by Mark Bl unden et al
(1 BM Redbook)

I BM ESS | ntroduction and Pl anning Cuide,
GC26- 7294- 03, 03/ 2000, 124 pages

- IBMESS User's Quide, SC26-7295, 09/99, 67 pages

| BM ESS Performance Wite Paper, Version 1.0, 09/99,
69 pages, by John Ponder et al.
Vi a ESS hone page

- 1 BM Advanced Copy Services, SC35-0355, 03/2000, 250 pages
(includes DFSMS Fl ashCopy, SnapShot Copy, Concurrent Copy, PPRC)

Using the IBM ESS with VM ESA and VSE/ ESA, by Bill Wrthington,
VM VSE Tech Conf 06/2000, Ol ando

- ESS Fl ashCopy Support z/VM and VSE/ESA, by Bill Wrthington
Tech Conf Jacksonville, 05/2001

PART H.

App. A: VSE JA and Reporting
Enh.

- VSE/ESA JA in General

- VSE JA Reporting Enhancements
(VSE/ ESA 2.4 and 2.5)

Chart 9 and up
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VSE Job Accounting (JA)

VSE Job Accounting (JA) ...

VSE Job Accounting (JA)

U Total CPU time = CPU TIME + OVHD TIME

Any time is related to an individual partition (and job step)

U OVHD Time is that time, VSE JA

Cannot attribute to a certain partition
Refer to a following foil, for nore OVHD details

Does not attribute to a certain partition.

A nore detailed subdivision woul d i npact performnce
i nadequatel y.

Is distributed by JA across all active partitions

Assuming that every partition has the same ratio of OVHD
to CPU TI ME

U Overhead of VSE JA

Additional CPU time very small

JA=YES vs JA=NO
(JA data are collected even for IPL SYS JA=NO

Only at job step end

- To go into $JOBACCT routine

- To do whatever user coded $JOBACCT routine does
(usually few |ines on SYSLST)

- To reset job step counters to 0

Check ICCF library 59 (SKIJOBACC) for a VSE/ ESA JA skel eton routine.

VSE JA (cont'ed)

U Sample JA Info on SYSLST

JOBNAME = PRINTLOG USER | NFO= PR EXEC NAME = PRI NTLOG
DATE = 11/05/99 PART ID = BG

START = 10:56:23 STOP = 10: 56: 28 DURATI ON = 5.560 SEC
CPU = 0.060 SEC PAGEIN SINCE IPL = 0
OVERHEAD = 0.017 SEC PAGEQUT SINCE I PL = 0
TOTAL CPU = 0.077 SEC

UNIT = E15 UNIT = FEC UNIT = O01F UNIT = El6
SIO = 26 SIO = 5 SIO = 5 SIO = 105
UNIT = FEE

SIOo = 4083

CPU-time related remarks

This routine al so displays the CPU-tine consuned in the POAER
partition (caused by ALL partitions active) during the run-tine
(el ased tine) of a considered VSE job step

(except during the first job step of a job).

If you would require the PONER CPU-tine for a VSE job with 1 job-step,
you

- nust only have this 1 partition consune CPU-tine

- nust add a dummy job-step in front

SIO related remarks

SI O figures shown here are SVCD counts.

So, for a spool ed device, it usually is the nunber of print |ines
(SYSLST).

For non-spool ed devices (logical volunes) it coincides with the
nunmber of SSCHs, which nay either be

- physically executed
o - directed to a VSE Virtual Disk
o - intercepted e.g. by BSI OPTI-CACHE
o - intercepted by VM and sinulated for VSE
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VSE JA Overhead Times

VSE Display Activity (DA)

VSE JA Overhead Times

The foll owi ng exanpl es show activities counted on OVHD,
and distributed with equal relative share across all partitions.

U Whenever OVHD share is high ...
the cause may lie in one of these areas
Any activity caused by an Attention Routine comand
Al pagi ng/ page nanager activity
Al'l SSCH instructions
Al intercepts (incl. vendors) of parts counted on OVHD
Al activities done in channel appendages
Any error recovery for 1/0O devices
Any |/ Oretries/reschedul i ngs
Part of interrupt handling (1/0O External)
FETCH directory task (part of PGWLOAD)

Ot her systemtasks

U Supervisor State and JA OVHD

As is well known from S/ 390 architecture, certain privileged
instructions can only be executed in ' SUPERVI SOR STATE

Do NOT assunme that JA OVHD and SUPERVI SOR STATE are the sanme.
There, naturally, is some correlation, but many parts of the
supervisor (which conpletely runs in supervisor state) are
attributed to individual partitions as CPU TIME

Supervisor (and PP) state CPU-tines per physical processor
can be obtained fromthe 'Analyse System Activity' screen
e.g. of the 9672 Service Processor console

VSE Display Activity (DA)

VSE Display Activity here refers to the following screens of the VSE
System Status Di spl ays:

- Display System Activity (DSA)

(1 ESADMVDA panel, |U fastpath 361)
- Display Channel and Device Activity (DCDA)
(1ESAD... panel, |U fastpath 362)

Perfornmance rel ated data are displayed at fixed intervals (15 sec
default) or at ENTER (interval value =0)

Mre info in VSE/ ESA Operation nanual

U Display Activity results are based on VSE Job
Accounting (JA)

Thus, SYS JA=YES is required (as is nornally specified).

U Can be only invoked under 1UI
ICCF is not required, just CICS and the 1U

U Purposes
. Get general info on current system status

. Serve as an initial problem or performance
diagnosis tool

to check CPU utilizations and overal |l paging

to follow up progress of test runs

- to observe CICS loads in order to prevent SOS condition
during future CI CS sessions
(CICs section, 'Pages Avail')

to observe/detect 1/0O bottl enecks
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VSE Display Activity (DA) ...

VSE Display Activity (DA) ...

VSE Display Activity (cont'd)

U 1 line in DSA per active job step

ID JOB NAME PHASE NAME ELAPSED CPU TIME OVERHEAD %CPU 1/0O
F1 POWSTART | PWOWER  18:38:30 8.11 2.35 3, 436

F3 VTAMSTRT | STINCVT  18:38:09 23. 89 31.54 5, 466
F2 CICSICCF DFHSIP 18: 38: 06 120. 34 34. 39 67% 44, 682

For details and explanations, refer to 'VSE/ ESA Operation'.

U CPU utilization on the DSA screen

is slightly smaller than actual value (roundings)

U CPU time/utilization figures are reliable, if

Al CPU and OVHD TI ME del tas are cal cul ated and added across
all active partitions

Measured partitions stay in same job step

i CPU (and I/O) data only apply to still active

job steps
Active both at start and end of the neasurement interval

U CPU-time values approximate virtual CPU time

- VTI ME under VM
- in an LPAR
i.e. the overhead by VM or PR'SMis not included.

VSE Display Activity (cont'd)

U /O figures are reliable

on DSA screen
(DSA IO'sec and | O per active job step do not contain POAER
spool ed records)

on DCDA screens

10 counts are displayed for whole channel or device(s) on
channel during the last interval

For spool ed devices, e.g. FEE, the figures show the nunber
of spool ed records per active job step.

U VSE DA overhead is low

Base JA overhead

Display overhead at screen refresh
(automatically at intervals, or upon Enter)

i VSE DA can very reliably determine VSE/ESA

native CPU-times
(if properly used, as indicated above)

i VSE DA cannot be used to determine LPAR (or
VM) overhead

VSE DA (and JA) reports only the 'virtual' time,
not the total processor time
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VSE JA and DA Usage

VSE JA Data Collection via DMF

VSE JA and DA Usage

Both tools have a lot in common, and conpl enent each other.

DA is generally for systemsnapshots and for 'long running job steps',
while JAin its native formis for whole job steps.

U Use DA for

System snapshots

Systemutilizations and I/Orates (total, per partition)
at any instant

Single transaction measurements
(CICS, VTAM SQL server partition)
Via 'interval end - interval begin value'

(Most accurate results, if only neasured transaction is
active)

POWER spooling activity

Via 'interval end - interval begin value'

U Use VSE JA for batch jobs and job steps

(Most accurate results, if only neasured partition is active,
refer to OVHD expl anati ons)

Add VSE/ POAER from DA in addition, if needed and appropriate

VSE JA Data Collection via DMF

Applies to VSE/ESA 2.4 and 2.5

U Summary

. VSE JA data (per job-step) can be collected
and

directed to SYSLST
(as in all previous releases)

or, alternatively, NEW

collected via DMF (‘'DMF-JA")

for later reporting and evaluation
described in the follow ng

U 'DMF-JA' Data Collection

JA data are collected in a DMF data set

It is the sane data set where the DMF Data Handl er also
wites CICS TS Mnitoring and Statistics records.

Separate types of SMF records (type=200) and a separate
SYSID (VSEl) are used, so no interference with any CICS TS
records occurs.

CICS TS need not be started, just DV (DFHDFSIP) nust have
been started before AND nust still be active.

As soon as the first record is being accepted in the DV
data space, the follow ng nessage appears at the console:

*** DMF REC STARTED ***
In case DMF data space can not be accessed:
*** DMF REC STOPPED ***
Al so, as for any type of JAinformation, JASYES is required.
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DMF-JA Data Reporting

DMF-JA Data Reporting ...

DMF-JA Data Reporting

The reporting program allows
(via the DMF data set)

for specified selection criteria
(date range, partition, device ranges ...)

to get chronological JA data for VSE jobs

JOB REPORT: ACCOUNTI NG I NFO FOR | NDI VI DUAL VSE JOBS
JOBNAME ST | D DD. M YYYY START.. DURAT. CPU + OVRHD = TCPU 10

2 Cl 08.02.2000 14:55:23 0:01:02 3.630 1.920 5.550 3340
2 F5 08.02.2000 15:01:40 0:00:17 2.170 0.730 2.900 2936

HCBI LL
H1PAY

TOTAL PROCESSED JOBS = 294

i A history of JA data per VSE job

(independent of the POWER job nane),
optionally sorted by job nane

to get VSE job summary data,
sorted by job name

focusing on "#1/0s to selected range / total CPU sec per job'

SUMVARY REPORT: | Q' CPUSEC FOR | NDI VI DUAL VSE JOB NAMES

JOBNAME = HCBILL ( 2) AVG IQ CPSEC = 605 COUNT= 24 TOTAL= 28
JOBNAME = HIPAY ( 2) AVG IQ CPSEC = 837 COUNT= 17 TOTAL= 19
TOTAL SELECTED JOBS= 294 TOTAL RECORDED JOBS = 312

For rel evance of SUMMARY REPORT, refer to next chart.

Relevance of Summary Report

U Get more appropriate performance data with your

own workload/jobs,
on a safe(r) statistical basis

- after change of VSE release
- when migrating to another processor

via IO/CPUSEC values

Physical | Q CPUSEC is often a very robust performance val ue,
whi ch only changes

e.g. - with VSE rel eases

- when migrating to another processor

- when changing setup for KB/ IO (1/0O bl ocki ng)

- when changing the degree of DI M exploitation

(1/0 buffering).
Most inportant, it does NOT depend on the anpunt of work, which
may change daily.
The report allows to exclude e.g. |ogical (spooled) I/GCs, such
that SIO values really only apply to SSCHs to di sks.
Al'so you can exclude extreme | Q' CPUSEC val ues fromthe
statistics.
U Examples

A typical and inportant VSE job 'BILLING (which has not been

changed regarding I/0O bl ocking or buffering) results in the

foll owing val ues:

AVG | O CPSEC
AVG | O CPSEC

JOBNAVE
JOBNAMVE

BI LLI NG
BI LLI NG

605 before migration
594 after nigration

Assuning that still between 2 subsequent |/Os the same total
(user) work is done, this neans that in the average for this job
2% nmore CPU-time was required after the migration.

When upgrading a processor, you may increase AVG | O CPSEC by a
factor of say 1.5 and nore, in average identical tothe ITRratio
of the new vs the 'old" processor.
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DMF-JA Data Reporting ...

DMF-JA Data Reporting Input

DMF-JA Data Reporting

U Report Generation (Internal steps)

The JA records stay in the DMF file(s) until re formatted.
DVF File(s)
DVFDFOU O fload of all JA (job
fromDW file(s).
\ Milt. jobs req'd for nult. DV files.
Fil e ESDS1
DFSORT (1) Sort all job step record
partition 1D
\ job nane
start date and tine
Fil e ESDS2
DFSORT (2) Create and Sort job records by
start tine (date, time) (default)
j ob name

SORT E15 exits used
to discard non eligible job steps
\ to deternine job steps/job
to add I/O counts within job steps

Fil e ESDS3 (for eligible devices)
to get job data fromjob step data
JOB REPORT
/
DFSORT (3) Create and Sort job
\% job nane
nunber of job steps
File ESDS4 SORT E15 exits used
to cal cul ate AVG | O CPUSEC for each
job nane occurrence with same

SUWMVARY RPRT
nunmber of job steps

Y
Skel et on SKJOBDMF assumes DFSORT/ VSE to be used for sorting.

name

DMF-JA Data Reporting Program Input

ep) inf

by

records

U Input parameters must be specified via 'PARM='

In any sequence and nunber

If an input paraneter is not specified, the default is taken
Up to 3 PARM statenents, each up to 100 characters
Val ues of a single parameter (which nust be ended by ', END)

can be in any sequence

Short exanpl e:

EXEC ACCTREP, S| ZE=384K, PARMF' STA=F2, BG, END, RANGE=17022000- 13032000,
ECHN=F, END, RECNUM=5, SKI P=0'

U Input Parameter Description

Only list/use specific static partitions:

" STA=PARTI D1, PARTI D2, . . . PARTI D12, END"

E.G: STA=F1, BG F3, END
(Max : 12 partitions)
(Default: all static partitions)

Only list/use specific dynanmic partitions or classes:

by " DYN=CLASS1, CLASS2, SPECCLASS3, SPECCLASS4, END"

E.G: DYN=C, B, G Q1, S3, END
(Max : 25 dyn inputs)
(Default: all dynamc partitions)

Only list/use jobs started in a specific date range:

- DDMMYYYY"
E.G: RANGE=14051999-16071999

(1 day nust al so be specified as range)

OQther SORT products may need adapti on. (Default: all dates)
All ESDSx files are created anew, before used
Al'l jobs are VSE jobs, NOT POAER jobs
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DMF-JA Data Reporting Input ...

Shipped ICCF Members for VSE JA

U Shipped ICCF Members for VSE JA
U Input Parameter Description (cont'd)
VSE/ | CCF nenmbers in Lib 59
How to sort the jobs in the job report: VSE/ ESA VSE/ ESA VSE
" SORT=XXOC" 2.2/2.3 2. 112.2 5 pﬂgﬁg
(JIJNAM= Sorted by Jobname, JDAT= Sorted by Jobdate)
E.G: SORT=JNAM
. JA to SYSLST
(Default: sorted by date) - collection and | skiosacc | skiceacc |siceacct
di spl ay
How many incidents of a job name are required to be Iisted JA to DVF -
in the sunmary statistics: - coll ection phase - SKJADACC |$JOBACCT
" RECNUMEX" - record of fl oad - SKIJADOFF | DFHDFQU
E.G: RECNUM=5
(Defaul t: 10) -
- reporting phase - SKJOBDMF | ACCTREP
How many jobs at the |ower and upper end of |Q CPUSEC - reporting job - SKJADRPT | -"-
shoul d be disregarded in the summary statistics: ~ Before overwiting the shipped $JOBACCT dummy phase,
" - it is saved for later use in PRD2. CONFI G
SKI P=X"
(X= 0 TO 49) X= value in % .
EG: SKIP=15 (% *1 NOTE for VSE/ESA 2.4.0 and 2.4.1:
(Default: 10) The JA to DWF col | ection phase was falsely stored in
SKJOBACC, overwriting the traditional (non-dumy) JA
Wat channel s shoul d not be reflected in the SIO counts Wt ﬁzg{.s;l’hreoglslsgii Iapeldl ngE”(JQig'zp for APAR PQB6445
fromJA use member SKIOBACC of VSE/ESA 2.3 (e.g.) to direct JA
" ECHNEA, B- G, D, END' info to SYSLST.
(Channel val ues, between O-F,
ranges are also allowed, EG 3-4)
Default: no exclusion N PR
( ) U Suggested sequence of activities
Wat devices should not be reflected in the SIO counts 1. Catalog JA routine $JOBACCT (SJADACC)
fromJA (any tinme before JA record collection)
" EDEV=CAA, CBB- CCC, CDD, END" 2. Catalog Report phase ACCTREP (SKJOBDVF)
(Devi ce addresses, (any tinme before report creation)
ranges are also allowed, E G 220-250)
(Default: no exclusion) /111 collect DVF JA records ////1/
3. Ofload DVMF records DFHDFDOU ( SKJADOFF)
4. Create Report ACCTREP  ( SKJADRPT)
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App.B: VSE/ESA Sequential Disk Files

Sequential Disk Files (Summary)

PART .

App.B: VSE/ESA Sequential
Disk Files

Non-VSAM Files (just a reminder)

Sequential and Direct Access Method

Di sk Types Access via
SAM (E) CKD, FBA DTFSD, DTFPH, DTFCP, DTFDI
DAM ( E) CKD DTFPH, DTFDA

In the following, SAMvia DTFSD is considered, besides SAM ESDS and
VSAM ESDS.

Seguential Disk Files (Summary)

DASD |JAccess |Macros] (E) CKD Channel Pgns
Type of Seq. File Space via used (#SAM LBLOCKs/ | O
SAM BAM DTF BAM BAM (1)
(BAM file)
SAM ESDS ( DTF) VSAM DTF BAM BAM (n)
(VSAM managed SAM
SAM ESDS ( ACB) VSAM ACB VSAM | VSAM (n x BUFND) *
(VSAM managed SAM
VSAM ESDS VSAM ACB VSAM | VSAM (n x BUFND) *
(Native VSAM file)

- SAM needs ',SD in DLBL, all ESDS types need ', VSAM

- SAM ESDS can be accessed both via DIF and via ACB.
Sanme record format on disk.

1 SAM Log. Block = multiple Log. Records if Blocked.
(Max.) Nunbers shown hold for READs (n LBLOCKs per Cl)

*

1 VSAM I/ O can transfer at nost 1 CA
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Seq. Disk Perf. Hints (Summary)

Types of Sequential Disk Files

Perf. Hints for Seq. Disk (Summary)

For files accessed sequentially, full DIMbenefits cannot be
achi eved:

No reduction of # |1/ 0s by reaccessing data i n randomaccess node, i.

by keeping lots of data in virtual nenory.

BUT, as for nost type of file accesses:

The nunber of 1/0s can be reduced by using a high
1/0 bl ocksize, i.e. a high #bytes per 1/0

This is nore inportant than a high physical blocksize on disk.

Naturally, if that value is also high, you get
- nore data per track,
- and often shorter channel prograns.
Both items are also of performance benefit.

i Use SAM ESDS (via DTF) for higher I/O blocking

i Use VSAM ACB access (i.e. VSAM channel pgms)

SAM ESDS (ACB) or native VSAM ESDS

provi di ng
- native ECKD (avoids ECKD conversi on)
- ECKD wi th SEQ indication, VSAM READ Ahead possible
- SECTVAL avoi dance
- BUFND in DLBL
- nultiple SAM Logi cal Blocks per I/0O

BUT: Needs change in application.

i For pure workfiles check use of Virtual Disk (FBA)

To reduce the number of FBA-1/0s by higher I/0O bl ocksize,
may not bring el apsed-tinme benefit, BUT ...
may reduce the CPU-time overhead of Virtual vs. Real Disk.

Al t hough nost prograns can use FBA without reprograming,
optional DTF and JCL parameters are available for

- maxi num use of tracks

- optimal performance

e.

Types of Sequential Disk Files

U SAM Files (in BAM Space)
U SAM ESDS Files (in VSAM Space)

Fct. Benefits vs SAMfile:
- Dynanic space allocation on disk
- IDCAMS utilities (BACKUP, REPRO ...) etc

., OPENed via BAM DTF (DTFSD or DTFPH)

BAM macr os used: OPEN, GET/PUT, CLOSE (+EXCP, WAIT for
DTFPH)

OPEN wi || automatically access VSAM catal og, instead of
VTCC.
No change in user programs required (vs SAM

Perf. Benefits vs SAMfile:
- Higher 1/0 bl ocking through Cl's

(NOCI FORVAT SAM ESDSs can only be accessed via DTFPH = EXCP)

., OPENed via VSAM ACB
VSAM nacr os used
Fct. Benefits vs BAM DTF access:

- VSAM Catal og statistics maintained
- Direct Access via RBA and Skip Seq or Backwards

Perf.Benefits vs BAM DTF access:
- VSAM ECKD Channel programns
- Higher 1/0 blocking by multiple Cl's

U VSAM ESDS Files

VSAM nacros used (OPEN, GET/PUT, CLCSE...)

Fct. Benefits vs SAM ESDS ACB access:
- Portable to OS/390

Perf. Benefits vs SAM ESDS ACB access:
- None, but possibility to use VSAM LSR
(though without Read Ahead possibility)
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File Formats

File Formats ...

File Formats

U Terms Used (Hierarchy)

SAM VSAM

SAM ESDS ESDS
- SAM Logi cal Record X X X
- SAM Logi cal Bl ock X X X
- SAM VSAM Control | nterval X** X X
- SAM VSAM Control Area - X* X

* Control Area only used as disk allocation unit
and nax. bl ocksize per VSAMI/O
** FBA Control Interval also applicable to SAMon FBA

U SAM Logical Record

An individual record seen by the application

U SAM Logical Block (LBLOCK)

< SAM Logi cal Bl ock (LBLOCK) >
B R  SAM Log. R SAM Log. R SAM Log.
LL Record 1 L Record 2 L Record 3

BL = Block Length RL = Record Length

i 1 SAM LBLOCK = multiple SAM Log. Records
(1 if unblocked)
For SAM:

(al so SAM ESDS i n NOCI FORVAT)

i 1 SAM LBLOCK = 1 phys. block on CKD disk
For SAM ESDS and VSAM ESDS:

i Control Intervals (Cls) are used
also for SAM on FBA

U Control Interval (CI)

This Cl-concept for SAM ESDS and VSAM ESDS i s the same as the
Cl-concept for FBA, which is also applied to SAMfiles on FBA

di sk.
< SAM VSAM CI >
SAM LBLOCK 1 SAM LBLOCK 2 SAM LBLOCK 3 RRRC
or or or Unused DDD I
VSAM LREC 1 VSAM LREC 2 VSAM LREC 3 FFFD
321F

Record Definition Field
Control Interval Definition Field

RDF
ClDF
i Multiple SAM LBLOCKs =1 ClI

On FBA, 1 Cl consists of multiple FBA 512-byte bl ocks.
Since no ' FBA track boundaries' exist for the SSW VSAM needs
not select separate bl ocksizes as for (E)CKD.

i 1 SAM Logical Block = 1 VSAM Logical Record
(SAM ESDS and VSAM ESDS)

For SAM ESDS:

- Miltiple SAM LBLOCKs are contained in 1 Cl,
usual |y 1 physical block on (E)CKD di sk
(sonmetines multiple to get better track exploitation)

SAM ESDS Cl -size (if NOT explicitly defined via DEF CLUSTER)
is selected during an inplicit DEFINE at first OPEN tine
by VSAM

For VSAM ESDS:

- Multiple VSAM Log. Records (LREC) are contained in 1 C,
usual |y 1 physical block on disk
(sometines multiple to get better track exploitation)
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File Formats ...

Performance Relevant Parameters

U Control Area (CA)

CAs are deternmined fromtracksize, prinary and secondary all ocation,
and by cylinder size.
1 CAis also the nax. anount of data per I/Q

< SAM ESDS CA >
CA 1 a1 a 2 a 3 c 4 c 5
partl
CA2 a5 c 6 a7 Cl 8 c 9
part2

SAM ESDS Cl's can span CAs

< VSAM ESDS CA >
CA 1 a1 a 2 cl 3 Cl 4 unused
CA 2 a s a 6 a7 cl 8 unused

VSAM ESDS Cl's can NOT span CAs

For SAM ESDS:

Control Areas (CA) as in VSAMexist, BUT only are used as
increments for disk space allocation ('non-CA-format').
Cl's can span CAs, resulting in nore data per MB di sk space.

For VSAM ESDS:

Miltiple Cls are contained in a VSAM Control Area.
Cl's cannot span .

Perf. Parameters for Seq. Disk Files (Summary)

SAM SAM
ESDS ESDS | VSAM | Di sk
sam | (DtF) J(AcB) | ESDS |Type
*
3
DLBL BLKSI ZE X X - - (E) CKD}
overrides (if blocked)
DTFSD BLKSI ZE X - - (E) CKD}
DLBL C SI ZE *1 X - - - FBA
overrides
DTFSD CI SI ZE X - - - FBA
DLBL RECORDS, RECSI ZE  *2 - X X - al |l
DTFSD RECSI ZE X X - - al |l
DLBL BUFND, BUFSP - - X X all
DTFSD | OAREA X - - - al |l
VSAM DEF CLUSTER val ues - - - X al |

*1 Only for SAM Qutput files
*2 Only used for disk allocation
*3 Inplicit SAM ESDS DEFI NE by VSAM not consi dered here
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Performance Relevant Parameters ...

Performance Relevant Parameters ...

Performance Parameters for Seq. Disk Files

For applicability of parameters, check previous sumary

U DLBL parameter (VSE JCL)

DLBL BLKSI ZE=n
Size of the 1/O area, allows bigger I/0 blocksize than coded
in DTFSD BLKSI ZE.
Mist be a nultiple of RECSIZE in case of FB.

DLBL C SI ZE=n
Control Interval size for SAM on FBA, overrides DTFSD Cl S| ZE.

DLBL RECORDS=(nl1, n2), RECSI ZE=m
Speci fies the nunber(s) (and avg. size) of |og. records.
Is only used to calculate primary and secondary allocations.

DLBL BUFND=n (or BUFSP=n)
Nurmber of VSAM data buffers used for 1/Gs.
Can overrule (if larger) BUFND in the VSAM ACB.

U DTFSD parameter (‘Application’)

DTFSD BLKSI ZE=n
Size of the I/O area = size of a SAM Log. Bl ock.
Mist be a nultiple of DTFSD RECSI ZE in case of FIXBLK
Can be overruled by DLBL BLKSI ZE if non-VSAMfile is bl ocked.

DTESD CI Sl ZE=n
Size of the Control Interval for FBA (SAV.
In contrast to manual, is also the VSAMCl-size for aninplicit
DEFINE of this file as SAM ESDS for all type of disks.

DTFSD RECSI ZE=n
Size of a SAM Log. record in case of RECFORM-FI XBLK.
Can not be overrul ed by any DLBL specification.

DTFSD | CAREA2=nane
Two |/ O areas are used by BAM GET/ PUT for overl apped BAM I/ Cs.

DTFSD VERI FY=YES
VERI FY is not required/recommended for perfornmance reasons
(WRI TE- cached 1/0O subsystens woul d NOT check on di sk anyhow)

VSAM DEFINE CLUSTER parameter

An explicit DEFI NE CLUSTER can be done for SAM ESDS (DTF or ACB),
besides an inplicit DEFINE for SAM ESDS (DTF) (next foil).

NONI NDEXED
Required for SAM ESDS and VSAM ESDS

RECORDFORNAT
Required for SAMESDS (F, FB, V, VB, NCIF ...)

RECORDSI ZE (avg nax)
Required for fixed record format (F, FB), defaults to
(4089 4089) for V and VB.
Max is the largest SAM | ogical block size and is only used
to calcul ate the Cl-size.

RECORDS (primary secondary)

Nunber of VSAM records, used for primary and secondary
al | ocation

RECOVERY| SPEED

Use SPEED in any case.
Avoids the witing of an enpty Cl after each data Cl.

BUFFERSPACE

Code this value slightly bigger than the default of 2 C's.
Use BUFND in DLBL to further increase.

CONTROLI NTERVALSI ZE
Code this val ue big enough.
Mist be at least 7 bytes larger than the max. VSAM record
size. |If coded, it avoids the selection
- of 2K if VSAM RECORDSI ZE speci fied
- of 4K if VSAM RECORDSI ZE not specified
NOARI TECHECK

Al ways use this default, never use unnecessary WR TECHECK
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Performance Relevant Parameters ...

Sequential Disk 1/0Os

U Implicit SAM ESDS DEFINE by VSAM

A (reusable) SAMESDS file nay be inplicitly defined during SAM
ESDS OPEN, where VSAM sel ects/ determ nes from DTFSD and DLBL

- the record format
- the SAM ESDS Cl -si ze
- the SAM Logi cal Bl ock size (= VSAM Logi cal Record size)
- the SAM Logi cal Record size for FIXBLK
NONI NDEXED, NOWRI TECHECK and SPEED
Al ways used.
RECORDFORVAT
Derived from DTFSD RECFORM
RECORDSI ZE (avg max)

max Derived from DTFSD BLKSI ZE
= SAM | og. bl ocksize (=VSAM | og. recordsize)

avg From DLBL RECSI ZE, otherw se = nax
RECORDS (primary secondary)

Derived from DLBL RECSIZE and DLBL RECORDS
BUFFERSPACE

Default of 2 VSAM data-Cls is used in the catal og.
CONTROLI NTERVALSI ZE

Taken over from DTFSD Cl SI ZE (any type of disk).

If not given in DIFSD, VSAM chooses a Cl-si ze.
Wth DTFSD | OAREA2, >1 SAM | ogi cal bl ocks per Cl.

i It may be straightforward,
to explicitly DEFINE CLUSTER a SAM ESDS file

Though, inplicit DEFINE nay be nore flexible for workfiles since
al ways done anew.

Seguential Disk 1/0Os (Real Disk)

U BAM channel programs (i.e. DTF access) ...

Only 1 SAM logical block (= 1 phys. block on
disk) transferred (read/written) per SSCH

WRITE I/Os are done when buffer (BLKSIZE)
full

CKD channel programs only

nust undergo the ECKD conversion routine
- cannot use a SEQuential indication
- SECTVAL SVCs used (before VSE/ ESA 2.5)

U VSAM channel programs (i.e. ACB access) ...

Multiple Cls (each mult. SAM logical blocks)
can be read per SSCH

VSAM READ Ahead possible for
- native ESDS with NSR (not LSR)
- when OPENed with SEQ AND
GET NEXT used instead of GET(argunment)

Only 1 CI can be written per SSCH
WRITE I/Os are done usually when CI full

SEQ proce55| ng in ACB and addi ng records at EOF cause VSAM
to use 'Delayed WRITE , instead of 'Imediate WRI TE'
(VSAM al ways | oads and extends a SAM ESDS i n SPEED node)

Optimal ECKD channel programs
i Higher 1/0O blocking possible for ACB access

i More effective channel programs for ACB access
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Seq. Disk Performance Hints

Seq. Disk Performance Hints ...

General Performance Hints

U Sequential file performance usually is the better
the more data are read/written per disk 1/O
the bigger the physical blocksize on disk

the better the channel programs used

i Try to use SAM ESDS (DTF) instead of SAM

i Try to use SAM ESDS (ACB) or VSAM ESDS
instead of SAM ESDS (DTF)

Both woul d need an application change vs. SAM
So, if change possible, you may directly use VSAM ESDS

Hints for SAM files

U Select a large(r) DLBL BLKSIZE

Does DLBL BLKSIZE > LBLOCK size help for WRI TEs??

Since all BAMWRITEs are format-WRl TEs, the renminder of the
track is always erased. Even nore reason to use bi gger blocks

Hints for SAM ESDS files (DTF access)

U See hints for SAM, also using DTFSD
U Consider an explicit VSAM DEFINE CLUSTER

U Care for a reasonably big Cl-size

Hints for SAM ESDS files (ACB access)

U Care for a reasonably big Cl-size
U Select a reasonable number for DLBL BUFND

U Avoid a too small CA-size
Per VSAMI/O at nost 1 CAis transferred.

Sel ection of RECORDS and RECSI ZE in DLBL
Sel ection of RECORDS and RECORDSI ZE (meax) in DEFI NE CLUSTER

Hints for VSAM ESDS files

U See all SAM ESDS (ACB) hints
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App.C: VSE/ESA Librarian

VSE Librarian Performance

PART J.

App.C: VSE/ESA Librarian

Backgound Information

, Librarian blocksize on disk is 1K (1 LB block)

Applies to ALL VSE libraries.
Thi s bl ocksi ze of 1K (data + control info)

- is (too) big for small nenbers,
but still "allows' only 1 nenmber in 1 LB bl ock

- is (too) small for DUWP libraries

and gives snmaller track expl oitation for CKD/ ECKD
pl us needs nore CCWs to be setup

. 1/Os to VSE libraries transfer multiple LB blocks

Only in exceptional cases 1 LB block is used
(e.g. the LIBR TEST cnd to check VSE Library integrity)
The nunber of LB blocks per 1/Ois linited by ...

- the nunber of 1/0 buffers avail able

- the nunber of contiguos blocks used for a nenber

- the end-of-cylinder or extent

. whatever comes first

i I/O blocking in LIBR is done well
. 1/Os to VSE libraries

- are done by the Librarian
(EXEC LIBR  BACKUP, RESTORE...)

- are done by Program Load
( FETCH)

If a VSE library is in VSAM managed space,

a difference exists only at OPEN time

Only at OPEN, VSAMis included.
Refer to separate chart
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Librarian Member Scattering

Librarian VS Requirements

Scattering of (Sub-)Library Members

U Scattering only occurs if
., A member is >1K

., Members are cataloged concurrently
(by different tasks) into the same library

or
. Members are cataloged by a single task
into a sub-library AND not enough contiguous
freespace is available

in the Free Chain of LB blocks of that library

i Production or IBM supplied libraries are not
impacted
(libraries wo catal oging nenbers after del etes)

U Performance Impact
. Additional /O at each non-contiguous point

. As arough estimate
e.g. '10% of menbers scatterd, gives

- about 10% nore el apsed tine for BACKUP
- about 1%to 2% nore el apsed tinme for execution (FETCH)

U Should Scattering hurt ...

i Do a LIBR BACKUP/RESTORE of the Library

Sub-library B/R doesn't change anything

Librarian Virtual Storage Requirements

U Librarian Internal Tables in SVA GETVIS-24

At IPL time about the following area is required and kept for
Librarian Tables in System GETVI S-24:

| 8.5K + 0.2K x SUBLIB + 0.8K x NPARTS |

IPL SYS | default shi pped

SUBLIB | 100 100
NPARTS | 12 44

So, a shipped system uses about 64K for Librarian table space.

U Other Librarian areas in SVA GETVIS-24

These areas are used for Level 2 services (Librarian internal)
on a permanent base ('touched since IPL"):

- Contains e.g. Library and Sub-library info
(libr. descriptor, bit map, sub-libr. descriptor)

- These areas are 1K and cal led 'shared buffers'.

U Librarian I/O buffers in Partition GETVIS-24

Used for Level 3 services, i.e. for all LIBR comands:
- Each buffer is 1K
- As many buffers as Partition GETVIS-24 allows are allocated

- These buffers are also called 'private buffers'.
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Library in VSAM vs BAM Space

Librarian Performance Hints

Library in VSAM vs BAM Space

U Libraries in VSAM space are extendable
U Only IJSYSRS must reside in BAM space
U Only performance deltas at OPEN (and CLOSE)

OPENSs are done for a file (= Library),
and passed from BAM to VSAM, if req'd.

(VSAM passes the extent info back to the Librarian).
It is done (only) at first access to a Library,

for every extent (BAM and VSAM, 'clustered', up to 16.
For VSAM in addition at each dynanmic extension

OPEN of a library is followed directly by CLOSE,

except for the last extent if that extent is in BAM space.

U Some observations (VSAM vs BAM space)

i Librarian BACKUP/RESTORE for VSAM space
differs from BAM space only by the small OPEN
part

About 50 nsec CPU-time on a 10 M PS processor,
pl us about 50 I/GCs

i LIBDEFs for VSAM Space require about 2 times
the resources as for BAM space

Refers to El apsed tine, CPU-time, # I/0Cs.

But both are fast enough, so this not an inportant critera.

Performance Hints

i Leave $IJBLBR.PHASE in SVA-24

Phase MUST reside in SVA-24 for functional reasons (about 256K)
No other librarian related phase is mandatory in the SVA (VLA)

i Put Librarian phase names into the SDL

Recommended when // EXEC LIBR is used often.

This will save sonme search effort for the LIBR phase and its
overlays, |F the phase resides in | JSYSRS. SYSLI B,

Just put the phase nane into the SDL, not the phase itself into
the SVA, i.e. wo ', SVA

i Define few -and large- libraries

This will optinize your space nanagenent

i Define many -and small- sub-libs

Reduces the nunber of index-levels for nenbers; and thus the
nurmber of LIBR I/GCs.

Applies to all accesses, except for FETCH LOAD (There, SLDs are
being built).

Use LIBR TEST SUBLIB to see ' NUMBER OF | NDEX LEVELS' .

(Note that this value only changes after a RESTORE, not just by
del eting nmenbers).

Refer to Librarian Hints in 'Hints and Tips for VSE/ ESA .
(Notice:

NO choice for IBM provided libraries, due to service reasons)

i Recommended REUSE= specification:

AUTOMATIC for sub-libs used for production

(local directory lists remain valid after delete)

IMMEDIATE for sub-libs for pgm development

(only minor perfornmance inpact by immedi ate updates
of free chain in VS and on disk, of SLD and SDL)
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Librarian Performance Hints ...

Librarian Performance Hints ...

Performance Hints (cont'd)

i Carefully set up your LIBDEFs

as short as possible
as optimal in sequence as possible

Additional 1/Cs are required for searches in preceding
sub-library directories of the LIBDEF chain
i Put the most used sub-libraries into PERManent
LIBDEFs

OPENs are saved.
A VSE Library OPEN i s done only when the first sublib is touched.
Subsequent LIBDEFs for the sane or other sublibs in that |ibrary
wi Il not require OPEN processing.
It only has to be RE-OPENed, if no started partition has pointed
to any of its sublibs via LIBDEF nmeanwhile.

i For jobs with many job steps, override previous

definition with
/1 LIBDEF obj, SEARCH=(lib.sublib, ...), TEWP

i RESTORE (and COPY/MOVE) is faster, if the target

library (i.e. all sub-libraries) is NOT accessible
from any other partition

In case other partitions have pointers via LIBDEF or via
ACCESS/ CONNECT Li brari an commands ...

Mre effort has to be spent to use the table for sharing DASD
space between sublibraries

Performance Hints (cont'd)

i Reorganize libraries by doing BACKUP/RESTORE

on Library level
Space is shared between sublibs.

Fragnentation is no problemin general, but may occur.

Refer to foil 'Librarian Menber Scattering

i A high number of library extents (up to 16)
only cause a performance degradation at actual
OPEN time

- For FETCH LQAD,
OPEN i s done onl y once (not critical)
- For LIBR commands (incl. LIBDEF),
OPEN is done al so only once.

i Avoid libraries (that are NOT shared between
VSES) on volumes which are defined as shared
OPEN and nenber WRITE ...
wog:d be done via the LOCK-file, instead of only via the LOCK
table.

(Menber WRITE can re-use the freespace inventory, if the library
is al so non-shared across partitions)

Menber retrieval (READ) .
does not require | ocking and thus would be same (FETCH LOAD and
LI BR access).
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LIBRM Macro Interface Hints LIBRM Macro Interface Hints ...

LIBRM Macro Interface Hints

LIBRM Performance (cont'd)

U LIBRM I/F to access data stored in VSE libs
A user APlI, using internal LIBR |evel 2 services

U Some LIBRM functions U LIBRM Performance Hints
LI BRM OPEN OPENs a specific Librarian nenber
LI BRM GET Retrieves data of a menber into the i Always use a big enough caller workarea
LI BRM PUT Wites data out of a callers workarea — i
into a specific Librarian nenber (BUFSIZE_ in LIBRM OPEN)
U Recordformats ;Ihlsg {ﬁea#grhs-s{ggl t?/ E::d?(égc}_gge nunmber of LIBRMcalls and
RECFM= F| S F=fi xed records (80 byte)
S=string ;
U I/O aspects i Always GET and PUT as enough data as

possible
LIBRM uses the sane LIBR buffers as all other LIBR functions.

LI BRM GET: (UNITS= in LIBRM GET/PUT)

If data is not found in the internal LIBR buffers (in partition

GETVI'S), multiple LIBR blocks can be read, (in 1 SSCH if UNI TS=0 should be used for F, that is, exploiting all

unscattered) wor kar ea.
LI BRM PUT: Bi ggest overhead is PUTting single 80-byte records.
Data is immediately witten to disk, multiple LIBR blocks in 1 lhihs ,’Edlucf/séhe nunber of LIBRMcalls and also the
SSCH i s possible. physi cal

U Concurrency
i Tracing LIBRM is possible

1 user program (partition) can at 1 point-in-time only have 1
LI BRM cal | pendi ng.

Wien function i s done, control is being returned to the caller. via LIBR TEST TRACE=LEVEL2
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VSE/ESA Growth -General Remarks-

U Storage Evolution in VSE/SP

A l ook far back:

VSE/ SP Real Storage Virtual # #Addr ess
Ver si on in S/370 node St or age Partitions Spaces
1 8 MB 16 MB 7 to 12 1
2 16 MB 40 MB 12 3
3.1 16 MB 40 MB 12 3
3.2 16 MB 128 MB 12 9
4 16 MB 128 MB 12 9

See also 'Gowth Potential in the VSE Environnent'
GG24- 3358-00, | TSC BOE, 03/89

U VSE/ESA (compared to VSE/SP) has removed or

PART K. mitigated many growth inhibitors
e.g.
VSE/ESA Growth : E%ségoj Etagl Zi?;?“ui?ssfﬁ?ééi VSE/ ESA 1.1
- an
- 2 GB Real

- 31-bit applications + DIM VSE/ESA 1.3
- Data Spaces, Virtual Disk

- n-way support (TD) VSE/ESA 2.1
- VSCR nost rel eases
- LTA of fload many rel eases
- CICS TS (VSCR) VSE/ ESA 2.4

- VSAM LSR Hashi ng VSE/ ESA 2.5

U Since 2000 we have customers exploiting up to
200 and more MIPS with a single VSE/ESA

What ever you can do within VSE (and vendor products) can be done:
nice for you, nice for I1BM
It is by far much nore than everybody woul d have thought, then.

W have not built in any artificial limtations, newlinmts
may/w || energe.

If effort to renove a certain linmit is too high, we search for
circunventions or alternatives
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VSE/ESA Growth ...

VSE/ESA Capacity History

VSE/ESA Growth -General Remarks- (cont'd)

U VSE/ESA growth has received/needed some
smaller focus after VSE/ESA 2.1
- Multi-platformhas becone a reality for nobst custoners
- Interoperability was greatly enhanced (VSE/ ESA 2.5 and up)

- 05/390 is 'closer’ to VSE/ESA (regarding migration)
- Only few current growth problens arose

U 0S/390 (z/OS) is the natural target for fast
growing VSE/ESA systems/customers

U LINUX for S/390 is a very appropriate complement
to VSE/ESA

VSE/ESA Capacity History

Achi evable M PS val ues for high end VSE, for average workl oads
(including sone tuning).

U 04/79: >2 MIPS with regard to VSE/POWER

Resul ts from S370/ 158

U 07/79: >7 to 9 MIPS with regard to 1/O scheduler

Extrapol ati on based on S370/ 168

U 05/85: 15 MIPS actual, VSE/SP 2.1

Reported in SETI flash

U 12/89: >11-15 MIPS for VSE/ESA 1.1
>25-40 MIPS for VSE/ESA 1.3

VSE/ ESA Capacity Analysis study by W Kraenmer

U 12/00: 200+ MIPS actual, VSE/ESA 2.3
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VSE/ESA Hard Limits

VSE/ESA Soft Limits

Hard Limits for VSE/ESA Growth

Not enough VSCR, in spite of all improvements
Many system functions, control blocks, hon-VSAM
buffers etc. still below the line

WIIl remain to be inportant in spite of additional VSCR by CICS
TS and in LE/VSE, since further growth in single VSEs is linited

VTAM IOBUF areas in System GETVIS-24

Non-Parallel-Share (NPS) limits n-way support

Important for those technol ogi es/processors with very linited
M PS per engi ne.

Not a problemon recent CMOS e-Servers with 'enough' MPS per
engi ne.

. Task limitations

Only up to 255 tasks in total for VSE/ESA,
up to 31 VSE subtasks per partition,
up to 208 VSE subtasks in total.

Soft Limits for VSE/ESA Growth

. Missing Integrated System Concept/Functions

- for automation
- for performance monitoring
- for automatic hierarchical data management

. Missing Functions/Applications

- for Java applications
- for device support
- for middleware-type of apps

. Missing Support for S/390 Hi-end Performance
Functions

- Parallel Access Volumes (PAV, on ESS)
- expanded storage
- sort of Library Lookaside

. Limitations in Number of Users per TCP/IP
Partition

- Telnet users
- GPS users
- external sockets
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Other Capacity Related Resources

Other Capacity Related Resources ...

Some Other Capacity Related Resources

NOT being considered to be a current actual limit

U

Number of partitions

The limt is 12 static + 150-200 dynamic partitions,
currently determined by the nunber of VSE tasks.

VSE JCL has a linit of 212 VSE partitions.

Real storage

The limit is 2 GB.

Using an old rule-of-thunb (6MB real / MPS), the VSE/ ESA 2G
limt alone would all ow about 340 M PS to be consuned by a single
VSE/ESA with still some reasonable DIM

Not e that e.g. OPTI-CACHE exploits expanded storage for VSE/ ESA
transparently (for its VSE-wide file buffers)

Total Virtual Storage

The limit for VSE/ESA is 90 GB.

This is a nuch higher limt than the 2Greal limt.

The maxi num size of a VSE Page Data Set is determined by the

maxi mum nunber of |ogical devices (15), with 3390-9's this would
result in 108 GB.

Total number of devices (and ‘channels’)
The linmit is 1024 devices (and 16 'channels').

Wth the usage of SnapShot and Fl ashCopy, the nunber of required
| ogi cal disks may easily double.

16 ' channel s’ are caused by the use of 'CUU for a |logical device
(from 000 to FFF) and by interpretation of the 'C as 'channel'.

So 'channel' in VSE has no relation to physical channels, thus
does not represent any real resource.

Some Other Capacity Related Resources (cont'd)

U Total number of logical units

The linmt is 255 per partition, and 12x255 =3060 in total.

U Dispatching
Turbo Dispatcher has introduced VSE Rel ative Shares.

Allows all partitions to be put into the (single) VSE balanced
group.

U Label Area

Capacity was increased, and put into native Data Space.

Current linmit is about 9000 |abels in total,
and 712 | abel sub-areas.

U Single LTA

Only a problemif still misused.

Refer to 'Enhanced Label Area and LTA" in
' VSE/ ESA V2 Performance Consi derations'
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EOD/HAND

ECD End of Docunent
HAND Have a nice day
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