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Is your Linux Healthy ?

» Definition of health:
Health is the level of functional or metabolic efficiency of a living being.

In humans, it is the general condition of a person’s mind, body and spirit,
usually meaning to be free from illness, injury or pain.

source: http://en.wikipedia.org/wiki/Health
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How Healthy is Your System ?

» health checks help you to maintain and increase health of your Linux
instances

» health checks provide you with expert knowledge
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Health Check

What is a health check?

How does it work?

Can you show me an example?

What is this new health care package for Linux instances?
Why do your Linux instances need health care?

o © o o o ©

How can you manage health?
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Linux HealthChecker

check system configuration and status against best practices

find potential problems before they cause an outage or affect
performance

identify settings that can be optimized

report findings through exception messages

Examples

o

¥

o

¥

configuration errors

deviations from best-practices
available hardware that is not exploited
single point-of-failures
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How Can | Get it ?

» http://Inxhc.sourceforge.net
s prebuild RPM packages
s source files
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How Does the Program Work ?

User
control

Health Check
output

system
information

» collect system information
# analyze collected sysinfo data
# (generate output
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Example

» detect channel pathes which are not available
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What is Health Care for Linux Instances ?

» health care for Linux instances means
s collect data for health checks
s run health checks to analyze the health data of Linux instances
s Inform the user about the result

» use the Linux Health Checker to manage these tasks

©2012 1BM Corporation Introducing the Linux Health Checker
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What is Health Care for Linux Instances ?

» Make Linux expert knowledge available to a wider audience
s provide detailed messages
s allow users to make informed decisions

# prevent problems
s outages
s performance degradation

» extend health care across IBM mainframe operating systems

s 7z/OS Health Checker, z/VSE Health Checker and Linux Health
Checker
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How Does Linux Health Checker Work ?

User
control

. system Health Check
information output
Framework

Plug—-ins

analyze process
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What Can Linux Health Checker ?

# manage installed health checks
s display health checks
s modify check parameters
s run health checks

manage installed result consumers
manage stored system information

manage configuration profiles

s create profiles with different health checks and check parameter
settings

» develop own health checks and help other users

©2012 1BM Corporation Introducing the Linux Health Checker



2012 IBM System z Technical University

Requirements

» Linux Health Checker requires
s Perl - version 5.8 or later
s additional perl modules which are part of standard Linux
distributions

» some health check modules might have additional software
requirements
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What makes it different ?

DBGINFO
monitoring

health checking is like a medical check-up
s analyzes current configuration and status
s identifies weaknesses
s presents you with actions to take before problems might occur

monitoring is like a long-term ECG
s Observes selected data points in your system over time
s discovers trends and otherwise interpret the results

use health checking and monitoring in combination

©2012 IBM Corporation
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Checkers

Verify that the bootmap file is up-to-date

Screen users with superuser privileges

Check whether the path to the OpenSSL library is configured correctly
Identify network services that are known to be insecure

ldentify unusable 1/O devices

Identify multipath setups that consist of a single path only

Check for CHPIDs that are not available

Confirm that automatic problem reporting is activated

Identify I/O devices that are in use although they are on the exclusion list
Ensure that panic-on-oops is switched on

Identify I/O devices that are not associated with a device driver

Check whether the CPUs run with reduced capacity

® o © o © © © © © © © o o

Check for an excessive number of unused I/O devices
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Checkers

Spot getty programs on the /dev/console device

Check Linux on z/VM for the "nopav”’ DASD parameter

Ildentify unused terminals (TTY)

Check file systems for adequate free space

Check file systems for an adequate number of free inodes

Check whether the recommended runlevel is used and set as default
Check the kernel message log for out-of-memory (OOM) occurrences

o o © o © o o o

Identify bonding interfaces that aggregate geth interfaces with the same
CHPID

Check for an excessive error ratio for outbound HiperSockets traffic
Check the inbound network traffic for an excessive error or drop ratio
Identify geth interfaces that do not have an optimal number of buffers

o o o o

Confirm that the dump-on-panic function is enabled
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# 1lnxhc run

Creating user directory ’/root/.lnxhc’

Collecting system information

Changing user to ’root’ for command ’/sbin/multipath -11°

Running checks (24 checks)

CHECK NAME RESULT

boot_zipl_update_required r3515039 SUCCESS
css_ccw_availability r3515039 SUCCESS
css_ccw_chpid r3515039 SUCCESS
css_ccw_ignored_online r3515039 SUCCESS
css_ccw_no_driver r3515039 SUCCESS
css_ccw_unused_devices r3515039 EXCEPTION -LOW

>EXCEPTION css_ccw_unused_devices .many_unused_devices (low)
0f 24 I/0 devices, 19 (79.17%) are unused

dasd_zvm_nopav r3515039 SUCCESS
fs_disk_usage r3515039 SUCCESS
fs_inode_usage r3515039 SUCCESS
init_runlevel r3515039 SUCCESS
mm_oom_killer_triggered r3515039 SUCCESS
net_bond_dev_chpid r3515039 NOT APPLICABLE
net_hsi_tx_errors r3515039 NOT APPLICABLE
net_inbound_packets r3515039 SUCCESS




net_qeth_buffercount r3515039 EXCEPTION -MED

>EXCEPTION net_qeth_buffercount.inefficient_buffercount(medium)
These mnetwork interfaces do not have the expected number of
buffers: ethO

ras_dump_on_panic r3515039 EXCEPTION-HIGH

>EXCEPTION ras_dump_on_panic.no_standalone (high)
The dump-on-panic function is not enabled

sec_non_root_uid_zero r3515039 SUCCESS
sec_services_insecure r3515039 SUCCESS
storage_invalid_multipath r3515039 NOT APPLICABLE
sys_sysctl_call_home r3515039 NOT APPLICABLE
sys_sysctl_panic r3515039 EXCEPTION -MED

>EXCEPTION sys_sysctl_panic.no_panic_on_oops (medium)
The panic-on-oops setting is disabled

sys_sysinfo_cpu_cap r3515039 SUCCESS
sys_tty_console_getty r3515039 SUCCESS
sys_tty_usage r3515039 EXCEPTION -MED

>EXCEPTION sys_tty_usage.unused_ttys(medium)
These terminals are unused: /dev/hvc, /dev/ttyS
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Running Health Checker

o subcommands
s check
display, configure and manage health checks
s consumer
display, configure and manage consumers

s devel
access support functions for developing new health check plug-ins

s profile
display, modify and manage configuration profiles
s un
run health checks
s Sysinfo
display and manage health check input data
called system information
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Running Health Checker

# seperate man pages for subcommands
s I1nxhc-check(1)
s 1lnxhc-consumer (1)
s I1nxhc-devel(1)
s 1nxhc-profile(1)
s Inxhc-run(1)
s 1nxhc-sysinfo(1)
# additional documentation
s 1nxhc_writing_checks(7)
1nxhc_check_definitions(5)

Inxhc_check_descriptions(5)

e o o

1nxhc_check_exceptions(5)

1nxhc_check_program(7)

°
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Analyze Multiple Instances

# asingle host can perform analysis for multiple remote hosts
# ensure the Linux Health Checker is installed and configured on all hosts

# on each remote host, collect system information

» transfer the system information data to a central host, for example, with
scp

# on the central host, run the Linux Health Checker

©2012 IBM Corporation Introducing the Linux Health Checker
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Problems Reported

o o o o ©

configuration errors

deviation from best practices
hardware running at reduced capacity
unused accelerator hardware

single point of failures

©2012 IBM Corporation
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How Do | Interpret Results ?

® success
check ran and found no problem

# exception
check ran and found problems

# not applicable
Check did not run because a requirement was not met

» failed sysinfo and failed chkprg
Check did not run because system information could not be collected or
there was a runtime error in the health check program

©2012 1BM Corporation Introducing the Linux Health Checker



CHECK NAME RESULT

EXCEPTION -HIGH

>EXCEPTION ras_dump_on_panic.no_standalone (high)

SUMMARY
The dump-on-panic function is not enabled

EXPLANATION
Your Linux instance is not configured for dump-on-panic.

Configure dump-on-panic to automatically create a dump if a
kernel panic

occurs.

SOLUTION
To configure dump-on-panic, complete these steps:

1. Plan and prepare your dump device.
2. Edit /etc/sysconfig/dumpconf and configure the dump-on-
panic action.
Possible actions are dump, dump_reipl, or vmcmd with a CP
VMDUMP command.
3. Activate the dumpconf service with <chkconfig and then
start the service.
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Detailed Problem Report
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# lnxhc check --info fs_disk_usage
Check fs_disk_usage (active)

Check file systems for adequate free space

Description:
Some applications and administrative tasks require an adequate amount of free
space on each mounted file system. If there is not enough free space, these
applications might no longer be available or the complete system might be

compromised. Regular monitoring of disk space usage averts this risk.

Exceptions:
critical_limit=high (active)
warn_limit=low (inactive)

Parameters:
critical_limit=95
File system usage (in percent) at which to raise a high-severity
exception. Valid values are integers in the range 1 to 100.

Default value is "95".
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# lnxhc check --param critical_limit=60 fs_disk_usage

Setting value of parameter fs_disk_usage.critical_limit to ’60°
Done.

# lnxhc run fs_disk_usage

Collecting system information

Running checks (1 checks)

CHECK NAME RESULT

SUCCESS

1 checks run, O exceptions found (use ’lnxhc run --replay -V’ for details)
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# lnxhc check --param critical_limit=30 fs_disk_usage

Setting value of parameter fs_disk_usage.critical_limit to ’30°
Done.

# lnxhc run fs_disk_usage

Collecting system information

Running checks (1 checks)

CHECK NAME RESULT

EXCEPTION-HIGH

>EXCEPTION fs_disk_usage.critical_limit (high)
The critical threshold of 307 disk space usage is exceeded on
some file systems (/ 39%)

1 checks run, 1 exceptions found (use ’lnxhc run --replay -V’ for details)
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Configuration Error

©2012 IBM Corporation Introducing the Linux Health Checker



# 1lnxhc devel --create-check ./my_check
Health check creation dialog

This dialog supports the creation of a new health check. It queries the user
for answers to several questions. Once the dialog is finished, a directory
containing a skeleton of files will be created.

Some questions provide default answers which are shown in square brackets
("[1"). These answers are used if an empty value is entered. All answers can
be modified at the end of the dialog.

The following input options are available to control the dialog:
show help text for the current dialog question

save data and end dialog, restart the dialog to continue

Generic health check characteristics

What programming language will be used to implement the check program?
.5)

. .Perl

. .Bash

.C

.0ther scripting language
.0ther compiled language
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Enter the name and e-mail address of the check author:
Stefan.Reimbold@de.ibm.com

Enter the name of the component that is being checked:
password

Should the check run regularly? (y/n) [n]

Does the check require data from multiple hosts at once? (y/n) [n]

Does the check require data from multiple points in time at once (y/n) [n]

List all paths to additional files provided by the check relative to the check
directory (empty input to continue):

Does the check produce meaningful results with default parameters on a standard
Linux installation? (y/n) [yl

Is the component being checked part of a standard Linux installation? (y/n) [yl




System information

A health check requires data about a system to perform its check function.
This data must not be collected by the check program itself. Instead you need

to specify this data as so-called "sysinfo items" so that the lnxhc framework
can obtain the data and provide it to the check program.

Enter the ID of a sysinfo item that is required by the check program:
password

What is the type of sysinfo item ’password’?

File
Program
Record
Reference
External
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Specify the absolute path to the file to be read for file sysinfo item
’password’:
/etc/shadow

Specify the user-ID that has access permissions to obtain the data of sysinfo

item ’password’ (empty ID if no special permissions are required): []
root

Enter the ID of an additional sysinfo item that is needed by check (empty ID
to continue):




Exceptions

A problem that can be reported by a health check is called an "exception".
Each health check must be able to report at least one exception.

Enter the ID of an exception that the check can report:
empty

What is the severity of exception ’empty’? (1..3)

1.. Low
2.. Medium
3.. High

3

Enter the ID of an additional exception that the check can report (empty ID to
continue):

Health check parameters
Parameters are untyped string values which can be modified by users and
which are passed to the health check program. Parameters can be used to

allow users to customize some aspects of health check execution.

Enter the ID of a health check parameter (empty ID to continue):




Finalization dialog

Below is the summary of information entered for the new check. You
adjust each data item or finalize the check.

Programming language

Check author : Stefan.Reimbold@de.ibm.com

Checked component : password

Run regularly

Multiple host data

Multiple time data

Extra files : <empty list>

Works without configuration...: Yes

Works with default software...: Yes

Sysinfo item ID : password
External

1.
2.
3.
4.
5.
6.
7.
8.

Exception ID
Severity
. Parameter 1ID : <empty list>
)
Creating check in directory ’./my_check’.
Check was successfully created.
Use ’1lnxhc run ./my_check’ to run this check.
Please see each file for specific TODOs.
Done.
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# 1lnxhc run ./my_check

Collecting system information

Changing user to ’root’ for command ’/bin/cat /etc/passwd’

Running checks (1 checks)

CHECK NAME RESULT

EXCEPTION-HIGH

>EXCEPTION my_check.empty(high)
TODO: Write a short summary of the problem which includes all
relevant information needed by advanced users to implement a

solution.

1 checks run, 1 exceptions found (use ’lnxhc run --replay -V’ for details)
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TODO :

1. Check parameters for correct values (param\_x*).

2. Access sysinfo data (filenames available in sysinfol_x*).

3. Perform analysis.

4. If an exception is found, write its ID and values for exception
template variables to file ex\_file.

See ’man lnxhc_check_program’ for more information.

H OHF H H OH HF H R R

Sample exception reporting. TODO: call this only if an exception
was identified.

#
#
#
#

lnxhc_exception ($LNXHC_EXCEPTION_EMPTY);




TODO :

1. Check parameters for correct values (param\_x*).

2. Access sysinfo data (filenames available in sysinfol_x*).

3. Perform analysis.

4. If an exception is found, write its ID and values for exception
template variables to file ex\_file.

See ’man lnxhc_check_program’ for more information.

H OHF H H OH HF H R R

Sample exception reporting. TODO: call this only if an exception
was identified.

#
#
#
#

my @password = ‘cat /etc/shadow®
foreach (@password) {
chomp;
if (/~Q\w+):(\s*):/) A
lnxhc_exception ($LNXHC_EXCEPTION_EMPTY);
+
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# 1lnxhc run ./my_check

Collecting system information

Changing user to ’root’ for command ’/bin/cat /etc/shadow’

Running checks (1 checks)

CHECK NAME RESULT

EXCEPTION-HIGH

>EXCEPTION my_check.empty(high)
TODO: Write a short summary of the problem which includes all
relevant information needed by advanced users to implement a

solution.

1 checks run, 1 exceptions found (use ’lnxhc run --replay -V’ for details)




# cat ./my_check/exceptions

[summary empty]

TODO: Write a short summary of the problem which includes all relevant
information needed by advanced users to implement a solution.

[explanation empty]

TODO: Write a detailed text containing answers to the following questions:
- What is the problem?

- What is the impact on the checked component?
- What are the steps to manually verify that the problem exists?

[solution empty]
TODO: Write a detailed text describing how the problem can be solved.

[reference empty]

TODO: List references to documentation which can help in understanding and
solving the problem.
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How to write a check

o Example to look at
s boot_zipl_update_required
s indirectory /usr/1ib/1nxhc/checks

©2012 1BM Corporation Introducing the Linux Health Checker
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Summary

» Linux Health Checker provides health care for your Linux instances
s for Linux on System z and other Linux platforms

# You can use the Linux Health Checker to
s mMmaintain and increase the health of your Linux instances
s manage health checks and run them regularly

©2012 1BM Corporation Introducing the Linux Health Checker
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Summary

» share your expert knowledge and contribute your health checks
s develop and share your health checks with other users
s help us to improve health care for Linux instances

» see the Inxhc project for guidelines and how to register as a contributor
s http://Inxhc.sourceforge.net/

©2012 1BM Corporation Introducing the Linux Health Checker
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» Project page of the Linux Health Checker on SourceForge
http://1lnxhc.sourceforge.net

» Linux Health Checker User’s Guide
http://www.ibm.com/developerworks/linux/1inux390/documentation_dev.html

# Linux on System z - Tuning Hints & Tips
http://www.ibm.com/developerworks/linux/1inux390/perf/index.html

o developerWorks
http://www.ibm.com/developerworks/linux/1inux390

©2012 1BM Corporation Introducing the Linux Health Checker
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Thank You !

For starting out with their very good presentations

o Peter Oberparleiter
# Hendrik Brickner
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Questions ?

Dr. Stefan Reimbold Schoenaicher Strasse 220

Diplom-Physiker D-71032 Boeblingen
Mail: Postfach 1380

Linux on System z Service D-71003 Boeblingen

Phone +49-7031-16-2368
Stefan.Reimbold@de.ibm.com
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Check boot_zipl_update_required (active)

Verify that the bootmap file is up-to-date

Description:
With a backlevel bootmap file, you might no longer be able to boot your Linux
instance.

This check compares the file metadata to verify that none of the boot data
that is referenced by the bootmap file has been modified after the bootmap
file was created. The boot data typically includes, a kernel image, initial
RAM disk (initrd), and a kernel parameter file.

A backlevel bootmap file can be the result of upgrading the kernel with a new
kernel image without running "zipl" to update the bootmap file accordingly.

This check applies only if the following assumptions are all true: - The boot
device is a disk device. - The bootmap file has been created from
specifications in the "zipl" configuration file, /etc/zipl.conf. -
/etc/zipl.conf describes a single boot configuration that can but need not
provide a boot menu.

Distributions tools typically use "zipl" according to these assumptions when
creating a boot disk.

Exceptions:
outdated_bootmap=medium (active)
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Check crypto_openssl_ibmca_config (inactive)

Check whether the path to the OpenSSL library is configured correctly

Description:
If the libibmca.so path is not specified correctly in the openssl.cnf
configuration file, "ssh" commands fail. An incorrect specification can also
prevent logins to Linux.

Exceptions:
so_file_path_not_correct=high (active)
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Check css_ccw_availability (active)

Identify unusable I/0 devices

Description:
This check examines sysfs information to identify I/0 devices for which the
availability status indicates that they cannot be used.

Exceptions:
unusable_device=high (active)




Check css_ccw_chpid (active)

Check for CHPIDs that are not available

Description:

Unavailable CHPIDs can cause I/0 stalls and errors and might result in
required I/0 devices that are not visible within Linux. This check analyzes
sysfs status information to identify CHPIDs that are unavailable because of a
"configure standby" or a "vary offline" operation. These operations are

commonly performed as part of hardware maintenance procedures and need to be
reverted after maintenance has finished.

Exceptions:
unused_cfg_off=1low (active)
unused_vary_off=1low (active)
used_cfg_off=high (active)
used_vary_off=high (active)
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Check css_ccw_ignored_online (active)

Identify I/0 devices that are in use although they are on the exclusion 1list

Description:
The I/0 device exclusion list prevents Linux from sensing and analyzing I/O
devices that are available to Linux but not required.

An initial exclusion list can be included in the boot configuration using the
"cio_ignore" kernel parameter. On a running Linux instance, the list can be
changed temporarily through the /proc/cio_ignore procfs interface or with the
"cio_ignore" command. Rebooting restores the exclusion list of the boot
configuration.

I/0 devices that are in use (online) might be required and should then not be
on the exclusion list. If these devices become unavailable and reappear after
some time, they are ignored and remain unavailable to Linux. If they are added
to the cio_ignore parameter in the boot configuration, they will also be
unavailable after rebooting Linux.

Exceptions:
online_devices_ignored=medium (active)
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Check css_ccw_no_driver (active)

Identify I/0 devices that are not associated with a device driver

Description:
When an I/0 device is sensed, the associated device driver should
automatically be loaded. I/0 devices that are not associated with a device
driver cannot be used properly.

Possible reasons for this problem are that the required device driver module
has been unloaded, that an existing association between the device and the
device driver has been removed, or that the device is not supported.

This check identifies devices that, in sysfs, do not have a symbolic 1link to
device driver.

Exceptions:
no_driver=medium (active)
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Check css_ccw_unused_devices (active)

Check for an excessive number of unused I/0 devices

Description:
Even when they are unused (offline), I/0 devices consume memory and CPU time

both during the boot process and when I/0 configuration changes occur on a

running system. In particular, when new I/0 devices or I/0 paths become
available or when existing I/0 devices or I/0 paths become unavailable,
resources are wasted to unused I/0 devices.

This check uses the "lscss" command to identify unused I/0 devices.

Exceptions:
many_unused_devices=1low (active)
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Parameters:
device_print_limit=5

Threshold for the absolute number of unused (offline) I/0 devices. If
the number of unused I/0 devices exceeds this threshold, an exception is
issued. Valid values are positive integers.

Default value is "5".

ratio_limit=50
Threshold for the percentage of unused (offline) I/0 devices. If this
threshold is exceeded, an exception is issued. Valid values are integers

in the ramge 1 to 100.

Default value is "50".
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Check dasd_zvm_nopav (active)

Check Linux on z/VM for the "nopav" DASD parameter

Description:
This check examines the Linux on z/VM configuration for occurrences of the
"nopav'" DASD kermel or module parameter. The "mnopav" parameter disables
parallel access volume (PAV and HyperPAV) for Linux in LPAR mode but has no
effect for Linux on z/VM. For Linux on z/VM you cannot disable PAV through
Linux settings; configuration steps on z/VM are required instead.

Exceptions:
nopav_in_dasd_param=low (active)
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Check fs_disk_usage (active)

Check file systems for adequate free space

Description:
Some applications and administrative tasks require an adequate amount of free
space on each mounted file system. If there is not enough free space, these
applications might no longer be available or the complete system might be
compromised. Regular monitoring of disk space usage averts this risk.

Exceptions:
critical_limit=high (active)
warn_limit=low (inactive)




Parameters:
critical_limit=30
File system usage (in percent) at which to raise a high-severity
exception. Valid values are integers in the range 1 to 100.

Default value is "95".

mount_points=
A 1list of mount points, separated by colons (:). The file systems
mounted at the specified mount points are to be checked for free space.

If the list is empty, all mounted file systems are checked.

Example:

/mnt:/home/mymnt/usr/data/myapp

Default value is "".
warn_limit=80
File system usage (in percent) at which to raise a low-severity

exception. Valid values are integers in the range 1 to 100.

Default value is "80".




b S2/0, WHR
¢ z -_a Y

Check fs_inode_usage (active)

Check file systems for an adequate number of free inodes

Description:
Many Linux file systems maintain metadata about file system objects (for
example, files or folders) in inodes. Each object has a separate inode. When a
file system runs out of free inodes, no further files or folders can be
created, even if plenty of free disk space is available.

Some applications and administrative tasks require an adequate number of free
inodes on each mounted file system. If there are not enough free inodes, these
applications might no longer be available or the complete system might be
compromised. Regular monitoring of inode usage can avert this risk.

Exceptions:
critical_limit=high (active)
warn_limit=low (inactive)
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Parameters:
critical_limit=95
Usage of the available inodes of the file system (in percent) at which
to raise a high-severity exception. Valid values are integers in the
range 1 to 100.

Default value is "95".
mount_points=

A 1list of mount points, separated by colons (:). The file systems
mounted at the specified mount points are to be checked for free inodes.

If the list is empty, all mounted file systems are checked. Example:
/mnt :/home/mymnt:/usr/data/myapp

Default value is "".

warn_limit=80
Usage of the available inodes of the file system (in percent) at which
to raise a low-severity exception. Valid values are integers in the
range 1 to 100.

Default value is "80".




Check init_runlevel (active)

Check whether the recommended runlevel is used and set as default

Description:
Running Linux with an unsuitable runlevel can mean that required services are
not available, or it can mean that unnecessary processes degrade performance
or security.

Linux runlevels are usually expressed as integers in the range 0 to 6, where O
and 6 are reserved for halt and reboot. The meaning of runlevels 1 to 5 differ
between distributions. See the "init" man page of your distribution for
details.

Exceptions:
current_runlevel=medium (active)
default_runlevel=medium (active)

Parameters:
recommended_runlevel =3
The recommended runlevel for the Linux instance. Valid values are
integers in the range 1 to 5.

Default value is "3".




Check mm_oom_killer_triggered (active)

Check the kernel message log for out-of-memory (00M) occurrences

Description:
When a Linux instance runs out of memory, the 00M killer recovers memory by
killing one or more processes. If important process get killed, they might
need to be restarted and protected from the 00M killer.

Frequent O00OM occurrences indicate that too little memory is available for a
given workload or that an application is consuming an undue amount of memory.
Awareness of 00M occurrences can disclose resource shortages or help identify
malfunctioning applications.

Exceptions:
processes_killed=medium (active)
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Check net_bond_dev_chpid (active)

Identify bonding interfaces that aggregate qeth interfaces with the same CHPID

Description:
Bonding setups are mainly used to increase availability or performance. A
bonding interface is a logical interface that aggregates multiple slave
interfaces. Slave interfaces that are configured with the same CHPID do not
offer path redundancy or increased bandwidth, so neither goal can be achieved.

Exceptions:
same_chpid_devices=medium (active)




\D/i;l /ﬁi \\v,\-ﬁ:ﬁ? \ |

Check net_hsi_tx_errors (active)

Check for an excessive error ratio for outbound HiperSockets traffic

Description:
This check examines the transmit (TX) error ratio for HiperSockets network
interfaces (hsi). A high TX error ratio can be caused by one or more slow
receivers that require attention.

Exceptions:
slow_hsi_receivers=medium (active)

Parameters:
txerror_ratio=1
Threshold for the percentage of TX errors by total TX packets for
HiperSockets network interfaces. If the ratio of TX errors exceeds this
threshold, an exception is raised. Valid values are integers in the
range 1 to 100.

Default value is "1".
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Check net_inbound_packets (active)

Check the inbound network traffic for an excessive error or drop ratio

Description:
This check examines network interfaces for a high received (RX) error ratio or

high ratio of dropped RX packets. Problems with received packets lead to
performance degradation as packets have to be resent by the originator. High
RX error and drop ratios can be caused by insufficient memory.

Exceptions:
rxpkts_dropped=medium (active)
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Parameters:
rxdrop_ratio=1
Threshold for the percentage of dropped RX packets by total RX packets.
If the ratio of dropped RX packets exceeds this threshold for a network
interface, an exception message is issued. Valid values are integers in
the range 1 to 100.

Default value is "1".

rxerror_ratio=1
Threshold for the percentage of RX errors by total RX packets. If the
ratio of RX errors exceeds this threshold for a network interface, an
exception message is issued. Valid values are integers in the range 1 to
100.

Default value is "1".
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Check net_qeth_buffercount (active)

Identify geth interfaces that do not have an optimal number of buffers

Description:
The most suitable number of buffers for a particular interface depends on the
available memory. To allow for memory constraints, many Linux distributions

use a small number of buffers by default. On Linux instances with ample memory
and a high traffic volume, this can lead to performance degradation, as
incoming packets are dropped and have to be resent by the originator. This
check uses a set of rules that correlate memory size and number of buffers to
evaluate the settings for each qgeth interface.

Exceptions:
inefficient_buffercount=medium (active)




Parameters:
recommended_buffercount=<=500MB:16 ,<=1GB:32,<=2GB:64,>2GB:128

The rule set used to evaluate the interface settings. The rule set
comprises a set of comma-separated rules. Each rule specifies a
particular memory size or implies a range of memory sizes and the number
of buffers to be used. The rules are evaluated from left to right. The
first rule that applies to the available memory defines the number of
buffers demanded by the check.

Each rule has the form:

<operator ><memsize>:<buffer_count>

Where: <operator> is one of these comparison operators: == (equal), <=
(equal or smaller), >= (equal or greater), < (smaller), > (greater)

<memsize> specifies an amount of memory. Valid values are numbers
followed by one of the units KB (for kilobyte), MB (for megabyte), or GB
(for gigabyte).

<buffer_count> is the number of buffers to be used for the specified
memory size. Valid values are 16, 32, 64 and 128.

Example:

<=500MB:16 ,<=1GB:32,<=2GB:64,>2GB:128

The rule set of the example demands 16 buffers if the memory is 500 MB
or less, 32 buffers if the memory is more than 500 MB but not more than
1 GB, 64 buffers if the memory is more than 1 GB but not more than 2 GB,

and 128 buffers if the memory is more than 2 GB.

Default value is "<=500MB:16,<=1GB:32,<=2GB:64,>2GB:128".




Check ras_dump_on_panic (active)

Confirm that the dump-on-panic function is enabled

Description:
With the dump-on-panic function enabled, a dump is automatically created if a
kernel panic occurs. Without this function you have to create a dump yourself.
Dumps can only be created if dump tools and possibly dump devices are in
place.

Exceptions:
no_dumpconf=high (active)
no_kdump=high (active)
no_kdump_dumpconf=medium (active)
no_kdump_standalone=low (active)
no_standalone=high (active)




Check sec_non_root_uid_zero (active)

Screen users with superuser privileges

Description:
This check examines the output of command '"getent passwd" to identify user
names that run with numerical user ID (UID) O. These users have superuser
privileges that are conventionally associated with user "root".

Users with UID O and the processes started by these users can inadvertently or
maliciously disrupt, damage, manipulate, or destroy a system. Gemnerally, UID O
must be assigned sparingly and only to trusted user names. Security policies
often restrict UID O to user name "root".

Exceptions:
non_root_uidO=medium (active)

Parameters:

trusted_superusers=root
A list of user names that are trusted to run as superusers with UID O.

In the list, the user names are separated by blanks.

Default value is "root".




Check sec_services_insecure (active)

Identify network services that are known to be insecure

Description:
This check finds network services that are active but known to be insecure.
Such services can compromise your data and system security. An example of an
insecure network service is a network file system service that does not
provide user authentication. Any user who can reach this service can access
the data. Other network services might be considered insecure because they do
not encrypt credentials and data. If network traffic from such services is
intercepted, data might be disclosed to unauthorized parties and the system
might become vulnerable to intrusion.

Examples of insecure network services are ftp, rsh, rlogin, and telnet.

Exceptions:
insecure_services=medium (active)

Parameters:
insecure_services=tftp telmnet rsh rlogin
A list of insecure network services to check for. In the list, services
are separated by blanks. The default includes the most commonly used
insecure network services Add any services that are installed on your
system and that you consider insecure.

Default value is "tftp telnet rsh rlogin".
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Check storage_invalid_multipath (active)

Identify multipath setups that consist of a single path only

Description:

Through a correctly configured multipath setup, a Linux instance has two or
more independent connections to the same physical storage device. This path
redundancy can be used for load balancing and to maintain availability if one

of the paths fails. Multipath setups with only a single path cannot achieve
either of these goals.

Exceptions:
single_path=medium (active)




Check sys_sysctl_call_home (active)

Confirm that automatic problem reporting is activated

Description:
When Linux experiences a kernel panic, the automatic problem reporting feature
sends collected problem data to the IBM service organization Hence a system
crash automatically leads to a new Problem Management Record (PMR), which can
be processed by IBM service.

Omit this check unless a hardware support agreement with IBM is in place and
the hardware is enabled for the Remote Support Facility.

Exceptions:
call_home_inactive=low (active)
call_home_not_avail=low (active)




Check sys_sysctl_panic (active)

Ensure that panic-on-oops 1is switched on

Description:
If the Linux instance experiences a kernel oops, the instance can no longer be
trusted to work correctly. The panic-on-oops setting ensures that the Linux
instance is stopped if this occurs.

Exceptions:
no_panic_on_oops=medium (active)
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Check sys_sysinfo_cpu_cap (active)

Check whether the CPUs run with reduced capacity

Description:

External events or reconfigurations might cause CPUs to run with reduced
capacity. This check examines the CPU capacity-adjustment indication and
capacity-change reason codes of the System z mainframe.

Exceptions:
reduced_cpu_capacity=high (active)




Parameters:
acceptable_cap_adj=100
The lowest acceptable CPU capacity-adjustment indication. The default
value is 100, for regular capacity. Lower values indicate reduced
capacity. An exception is raised if the System z mainframe reports a
capacity-adjustment indication below this value.

Change this value only if your System z mainframe intentionally runs
with reduced capacity, for example, in power-saving mode. Valid values
are integers in the range 1 to 100.

Default value is "100".

expected_cap_rs=0
The expected capacity-change reason. The default value is 0, for regular
operations without capacity changes. An exception is raised if the
System z mainframe reports a capacity-change reason other than this
value.

Change this value to 1 if your System z mainframe runs in power-saving
mode .

Default value is "O".
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Check sys_tty_console_getty (active)

Spot getty programs on the /dev/console device

Description:
In Linux, /dev/console is a generic device node that, depending on the
environment and setup, is mapped to one of the available terminal devices
(TTY). This terminal device is then represented by its own, specific device
node and by /dev/console. If getty programs are configured for both device
nodes, they interfere with each other, so that users cannot log in.

Exceptions:
prg_on_console=medium (active)




Check sys_tty_usage (active)

Identify unused terminals (TTY)

Description:
Verify that terminal (TTY) devices are used, for example, by login programs.

Terminal devices are intended to provide a user interface to a Linux instance.
Without an associated program, a terminal device does not serve this purpose.

Exceptions:
unused_ttys=medium (active)

Parameters:
exclude_tty=tty
A list of blank-separated terminal devices to be exempt from this check,
for example, because they are deliberately unused.

Terminals are specified by their device node without the leading /dev/.
Use an asterisk (*) to match any string of characters. For example,

"ttyS3 hvc*" excludes /dev/ttyS3, /dev/hvcO, /dev/hvcl,

Default value is "tty".
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