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Agenda

Data-consolidation – more important than ever

Decisions for a future oriented Data store

DB2 integration, experiences from last projects / Redbook  

A good solution is not standard in detail
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Bad Data Can be Costly

Inaccurate or incomplete 
data is a leading cause 
of failure in business-
intelligence and CRM 

projects 

83% of data integration 
projects either overrun or fail 

Low data quality costs 
companies $611 billion 

annually

Undetected defects will cost 10 to 
100 times as much to fix upstream 

25% of time is spent 
clarifying bad data 

Lack of consumer 
confidence

Lost 
opportunities

Scrap and rework
Increased costs
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The big Data store

Data Integration – the Base for the future and BI   

IBM System z  

z/VM or LPAR LPAR or z/VM  

z/VSE

Environment

+ CICS

+ TCP/IP

+ VSAM
+ COBOL

IFL Engine (s)  Standard CP Engine (s)

Linux on

System z

Connection

via

HiperSockets

Windows/
Linux

DB2

Windows/
Linux
DB2

    DB2 

DB2  
UDB

DB2 LUW
+ DB2
+ DL/I

DL/I

VSAM
DB2  
VSE/VM

DB2  
UDB
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� What are the top business challenges?

• Streamline and improve efficiency of business processes

• Better understand and meet customer expectations

• Increase employee productivity

� Key challenges to making information available:

• Volume: Data & content are doubling each year

• Variety: It’s not just the transaction data, it’s e-mails, 
document libraries, etc.

• Velocity: The pace of business and business users who need 
information now, in real time

• Complexity: The average $1B company has 40 financial 
systems; 78% of all companies have 2 or more repositories, 
25% have more than 15 repositories.

Complexity

The road to information availability is filled with 
challenges 
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and 

more…

abc…DB2

IBM 
Content
Manager Oraclexyz…

Heterogeneous Applications & Information

Insight

Information as a Service
Optimize, Virtualize, Integrate, Accelerate

Data & 
Content

Business
Context

Insightful
Relationships

Extracted or Real-time
Insight

• Master Data
• Entity Analytics
• Information Warehouses
• Industry Data Models

Standards-based

• SQL

• XQuery
• JCR
• JDBC
• Web Services...

Processes PeopleTools & Applications

Information as a Service
From a project based approach to a Service Oriented 
Architecture based on business needs
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A New Generation Data Server for 
A New Generation of Applications

Data Server

Data Server
Services that manage, secure and provide 
access to the database.

Database

Logical View of storage
• Tables
• Views

Hybrid Data Server
DB2 supports both relational and pureXML®

storage and provides all the necessary 
services to support both data structures.

Relational Storage

Data stored in a row 
and column format

pureXML® Storage

Data stored in a pre-
parsed hierarchical 
format, not as a single 
text object (CLOB)

DatabaseDatabase

Physical storage

Database Files

Physical

Storage

Hybrid Data Server
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DB2 with

XML Support

SQL Person… "I see a 
world class RDBMS that 

also supports XML"

XML Person… “I see a world 
class XML repository that also 

supports SQL"

New XML applications benefit from:

• Ability to seamlessly leverage relational investment

• Proven Infrastructure that provides enterprise-class capabilities

DB2 XML integration is seamless

Offers the Best to Both SQL and XML Worlds
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B2B

Web

Services

XML

XML

XML

XML

XML

XML

XML

XML

XML

XML

Life
Insurance

YTP
Pensions

ITP
Pensions

Investments

Banking

Mortgage

Business

Services

Call

Center

Data

Warehouse

Process

Management

Customer

Data

Server

Web
Services

Private
Portal

3rd Party
portal

Corporate
Sales system

Private
Sales system

Corporate
Portal

Clients 
Systems

XML XML

Powering a Flexible Approach
XML and SOA are the Keys
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Top Scenario: Linux on System z as data hub
Consolidate, Integrate, Evaluate, Decide, 
Base for Business Intelligence (BI)   

IBM System z  

z/VM or LPAR LPAR or z/VM  

z/VSE V4.x

Environment

+ CICS

+ TCP/IP

+ VSAM

+ COBOL

IFL Engine (s)  Standard CP Engine (s)

Linux on

System z

Connection

via

HiperSockets

Windows/

Linux
DB2

Windows/
Linux
DB2

     DB2 
DB2  
VSE/VM

VSAM

Data Warehouse

Cognos BI

DB2 LUW

+ DB2

+ DL/I

DL/I

data

data
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A. PULL scenario - VSE Connector

- access VSE resources from remote

B. PUSH scenario – VSE VSAM Redirector

- VSE applications to access remote data

Connector  – Data integration
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Solutions with PULL scenario

� Access VSAM data from Linux/UNIX/Windows with Web applications

� Access DL/I data from Java applications or Web applications 

� Access the data from Office applications via SCRIPTS

� Access Librarian for Editing members with modern Editors 

� Access POWER queues and look at the members and Reports

� Generate dynamic JOBs from a Java environment and get output back   

� drive remote applications/processes from VSE with VSE Script 
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z/VSE

web client

�HTML

�Java applet, servlet, EJB, JSP 

�JDBC

�VSEScript

�specialized graphical tools      
(Navigator, Healthchecker, etc.)

VSAM

Power

LIBR

Console

DL/I

ICCF

TCP/IP 

Connector 

Server

VSAM

Web Application Server

Java Program

TCP/IP

Connector  Client

To:

From:

F ile
I BM  W e bE xplo r er  - I BM  S ys tem /3 90  H om e  P ag e
O ptio n s C o nfig u reN a vig at e Q uic klis t H elp

h t tp :/ /w ww .s 39 0.ib m . co m /

System/390

mapped files

JDBC

(VSAM)

(A) PULL scenario:  Real time access to z/VSE Resources

with the Java–Based Connector

ƒreal time access to VSE resources from remote systems ,

ƒreal time access to VSAM data, Librarian

ƒmonitoring and analyzing possibilities using console or statistic values   

VSEScript

PULL-
scenario
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Column:

�title: Name

�Offset:25

�length:35

�type: STRING

�Descr: Person name

VSAM Record Mapping 

Name

0 25 60 n

Mapping characteristics:

ƒNo changes to VSAM data 

ƒMapping information stored in a repository in VSAM  (VSE.VSAM.MAPPING.DEFS)

ƒMultiple maps and views (subset of map fields) supported 

ƒPossible data types: STRING, binary, signed number, unsigned number, packed data  

VSE/VSAM Record structure from EMPPROG.COBOL

MY.VSAM.CLUSTER

Mapping Repository
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VSAM Record Mapping 

Name

Mapping characteristics:

ƒNo changes to VSAM data 

ƒMapping information stored in a repository in VSAM  (VSE.VSAM.MAPPING.DEFS)

ƒMultiple maps and views (subset of map fields) supported 

ƒPossible data types: STRING, binary, signed number, unsigned number, packed data

VSE/VSAM Record structure from EMPPROG.COBOL

Name

Map1

Map2

View1Map1        

Map3

View1Map3    (subset of columns, changed order)
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using VSAM JDBC Driver

�Based on VSE Connector Client

�Translates SQL into VSE/VSAM calls

�Standard JDBC API

�Requires VSAM Record Mapping

SELECT NAME,STREET,CITY FROM 

MY.USER.CATALOG\MY.VSAM.CLISTER\MY_MAP

WHERE PERSNR=4711

ORDER BY NAME

SELECT NAME,STREET,CITY FROM 

#VSAM.#CICS.DBDCCICS\CLUNAME\MY_MAP

WHERE PERSNR=4711

ORDER BY NAME

Access VSAM via batch interface - read / (or SHAREOPTION 4 for write)

Access VSAM via CICS (DBDCCICS) – read/write

Accessing VSAM data from remote systems
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IBM InfoSphere Federation Server 

� Integrating at the data layer – Federation of data

– Read from and write to federated mainframe data sources using 
SQL

– Standards-based access via JDBC, ODBC, 
or Call Level Interface

• Including for VSAM

– Multithreaded with native drivers 
for scalable performance

– Metadata-driven means...

• No mainframe programming required 

• Fast installation & configuration

• Ease of maintenance

– Works with existing and new...

• Mainframe infrastructure

• Application infrastructure

• Toolsets

DB2 
LUW

MS 
SQL

DB2 
VM/VSE

VSAM 
IMS Data

Oracle

InfoSphere
Federation Server

CA 
Datacom

SQL
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A. PULL scenario - VSE Connector

A. - access VSE resources from remote

B. PUSH scenario – VSE VSAM Redirector

A. - VSE applications to access remote data 

from Linux

1.  Connector  – Data integration
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Solutions with PUSH scenario

� Push VSAM data to relational databases with VSAM applications

� Synchronize VSAM data with a DB2 data Warehouse 

� Collect changes in VSAM files with Redirector Capture

� Enable MQ Series for VSAM applications without application change 

� Data consolidation with DB2 Linux on System z
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(B)PUSH scenario: VSE/VSAM applications, 
access remote relational databases

z/VSE Server

TCP/IP 
VSAM

Redirector 

Client

LE/VSE

CICS

Batch

VSAM

DB2 LUW

DB2

VSAM 

Redirector

Server

Handler

(1) Real time access VSAM to relational databases 

a) synchronization (two phase commit of VSAM and DB2)

b) Real time access to DB2 (no VSAM access anymore)

(2) VSE local data collection for VSAM 

a) Capture Exit and Incremental FTP, processing 

b) MQ Exit and MQ Series solutions

PUSH-
scenario

Details in Redirector session
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VSE/VSAM applications, access remote relational databases

z/VSE Server

TCP/IP 
VSAM

Redirector 

Client

LE/VSE

CICS

Batch

VSAM

DB2 UDB

DB2

VSAM 

Redirector

Server

Handler

Oracle

VSAM 

Redirector

Server

Handler

DB2

VSAM 

Redirector

Server

Handler
z/OS
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Agenda

Data-consolidation – more important than ever

Decisions for a future oriented Data store

DB2 integration, experiences from last projects / Redbook  

A good solution is not standard in detail
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From Planning to the Implementation and tuning

SG24-7690
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DB2 Redbook

� Overview

– Strategical Decisions

• The decision for a modern Data Management System can 
enhance your business value substantially

– Advantages (Business Requirements)

• Business processes can be simplified a lot 

– Possible architectures

• Data stores can be homogenous or heterogeneous, 

– Technical prerequisites

• DB2 Server for VM&VSE (Server & Client)

• DB2 Server for VM and VSE Client Editions   
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DB2 Scenarios – with DB2 LUW on Linux on System z   

IBM System z  

z/VM V5

IFL Engine Standard Engine

z/VSE Test System 
LPAR

z/VSE 

Production

Environment

+ CICS

+ VSAM

+ COBOL

z/VSEz/VSE

z/VSE 

Test

Environment

+ CICS

+ VSAM

+ COBOL

z/VSEz/VSE

z/VMz/VM

Linux on System z 

Connection

via

HiperSockets 

AS/400
Linux
DB2

AIX / Linux
SAP
ORACLE /
DB2

DB2  
UDB

DB2  

UDB

DB2
UDB

(*) DB2 VSE Client – the client functionality only, can be obtained 
with DB2  Server for VSE & VM 7.5 Client Edition

+ DB2 VSE
Client*

z/VM V5

DB2  
VSE/VM
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Applications on z/VSE
access ‘any’ remote relational databases

z/VSE Server

TCP/IP 

DBCLI 

Client
CICS

Batch

DB2

DBCLI

Server

ƒ Real time access to Relational databases 

ƒ two different ways from batch and CICS

ƒ Access based on z/VSE DBCLI  interface AND / OR DB2 Client 

JDBC v3+

T
C

P
/I
P

 

Java Server

MS  

SQL

Oracle

DB2

Server

DB2 

Client

New in
z/VSE 5.11
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� For ALL z/VSE applications (batch, CICS)

� COBOL, PL/I, C, ASM 

� Pure, Direct access to various Relational databases

� Oracle, MS SQL, MySQL, DB2

� Full SQL functionality (transparent newest SQL)

� Transactional access 

� Access through JDBC

� No dependency to (existing) DB2 precompilers 

z/VSE Database Call Level Interface ‘DBCLI’
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Planning

– Capacity Planning
• CPU load depends on many factors (parallel workload, IP traffic, application design)

• z/VM virtualization increases flexibility and connectivity  

– Storage planning
• The most advanced possibilities of the System z Architecture

– use LVM (in Linux) or striped storage function (in DS8000)

– use ECKD for system and FCP/ SCSI disks for large databases  

• High Availability

– Mirroring / Redundant Connections

– Database Planning on Linux 
• use LVM, Container Striping, PAV

– Network
• Hipersockets the fast communications

• Shared OSA and VSWITCH the alternative Communication 

– Transition Phase
• ‚Step by Step‘ always better instead of ‚Big Bang‘!     
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Network alternatives

DB2 AR
VSE

DB2
Server

TCP/IP

Linux on System z

TCP/IP

OSAX

Application

z/VSE

External 
network

LPAR (CP) LPAR (IFL)

z/VM

DB2 data

Hipersockets 

VSWITCH,LFP

2

3

1
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Linux Fast Path in a z/VM-mode LPAR
Faster communication between z/VSE and Linux applications under z/VM

n
e

tw
o

rk

n
e

tw
o

rk

Without LFP With LFP

System z10, z196, or z114                                   

z/VSE Supervisor

HiperSockets

IUCV

System z10, z196, z114

Application

HiperSockets

Application

TCP/IP Stack

Kernel

Application

TCP/IP Stack

z/VSE Supervisor

z/VM z/VM z/VM

n
e

tw
o

rk

Application

TCP/IP Stack

Kernel

LFP Daemon
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z/VM

z/VSE 4.3: z/VM-Mode LPAR and Linux Fast Path 
communication from z/VSE
� LFP is a new function within z/VSE 4.3 ( since 4Q 2010) 

� It enables for a short access path with Linux on System z

– Reduces the IP stack path length and uses the Linux IP only

– Transparent to socket applications

LFP connection through z/VM in a 

z/VM LPAR

z/VSE 
Appl.

IP Stack

IP Stack

z/VSE Linux

Linux 
App.

DB2

OSAX Device
Driver

OSAX Device
Driver

( IP ) Linux Kernel

IUCV

z/VSE supervisor

LFP 
Daemon
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z/VSE z/VM IP Assist (VIA) - Supported by z/VSE V5.1
No Linux on System z is needed to utilize the LFP advantage

n
e

tw
o

rk

n
e

tw
o

rk

Without LFP With LFP + VIA

System z10, z196, or z114                                   

z/VSE Supervisor

HiperSockets

IUCV

z196, z114

Application

HiperSockets

Application

TCP/IP Stack

Kernel

VIA

Application

TCP/IP Stack

z/VSE Supervisor

z/VM z/VM z/VM

n
e

tw
o

rk
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Fast Path to Linux on System z (LFP) in LPAR

� Allows TCP/IP applications to 
communicate with TCP/IP stack on Linux 
w/o using a TCP/IP stack on z/VSE

� Provides (for example) fast access to a 
data base server on Linux   

� LFP in a z/VM guest environment 
available since z/VSE V4.3 – now LPAR 
support is added with z/VSE V5.1 + 
PTFs

� LFP in LPAR requires HiperSockets 
Completion Queue function of 
zEnterprise

z196, z114
HiperSockets CQ

n
e

tw
o

rk

z/VSE Supervisor

Application Application

TCP/IP Stack

Kernel

LFP Daemon
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– DB2 Linux on System z

• Database-Definitions need to be adopted for the workload

– Codepage (SBCS / Unicode)

– EBCDIC versus ASCII Sort order ‘Collating Sequence’

– Federation to implement complex requirements

– DB2 VSE (Application Requestor)      

• Client Edition (AR only!) or Server & Client for VM/VSE 

– DRDA Communication

• DRDA Performance is dependant on the application

• Connection Pooling / Buffered Insert helps

• TCP/IP Setup tuning for the workload (MTU, Window size)

Setup and Customization
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Federated access for EBCDIC considerations 

DB2 Client
VSE

Linux on System z

Application

z/VSE

Application

Federated DB

vselnxdb
EBCDIC sorted

biglnxdb

DB2

Server

biglnxdb

1) Linux applications
can access the
database as ASCII 
database

2) z/VSE applications
access the database
via vselnxdb as 
EBCDIC collated
database
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DBMS Migration

– Data Migration

• Data Migration: small effort  / repeatable solution recommended 

• Federation is very effective 

– Package Migration

• Bind Files build! (CICS or ‚Batch Binder‘) 

• Export of DB2/VM&VSE Packages and Import in DB2 Linux 
possible (not recommended)     

– Application Considerations

• Applications may need adaptions (ASCII-EBCDID, HEX-Sort)

• Dynamic SQL uses functionality of the server

– Transition / Coexistence Environment

• with Replication or ‚Federation‘, a coexistence is possible
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Data migration to DB2 Linux with DB2 federation feature

Linux on System zz/VSE

z/VM

Application

biglnxdb
Federated DB

VSEDB2

VMDB2

DB2 / VSE

DB2 / VM

DB2
Server

1) Linux applications
can access the
databases using
Federation feature

2) z/VSE applications
access the database
in z/VM or Z/VSE 
local
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IBM InfoSphere Federation Server 

� Integrating at the data layer – Federation of data

– Read from and write to federated mainframe data sources using 
SQL

– Standards-based access via JDBC, ODBC, 
or Call Level Interface

• Including for VSAM

– Multithreaded with native drivers 
for scalable performance

– Metadata-driven means...

• No mainframe programming required 

• Fast installation & configuration

• Ease of maintenance

– Works with existing and new...

• Mainframe infrastructure

• Application infrastructure

• Toolsets

DB2 
LUW

MS 
SQL

DB2 
VM/VSE

VSAM 
IMS Data

Oracle

InfoSphere
Federation Server

CA 
Datacom

SQL
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DB2 Coexistence pre-production scenario

Linux on System z

OSAX

z/VSE

pre-production

LPAR (CP, IFL)

z/VM

External 
network

DB2 Data

Application

z/VSE

production

CAPTURE APPLY

DB2 Replication

DB2 

VSE

DB2

Server

DB2 Data

Application

DB2 AR

VSE
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Monitoring and Tuning

– Monitoring is prerequisite for Tuning   

– DB Monitoring

• Status-quo of the DB2/VM or DB2/VSE Servers !!!

• Monitor–Tools necessary 

• DB2/Linux – Snapshots, DB2 Expert, Omegamon XE

– Application Monitoring (DB)  

• CICS Monitor is recommendable     

– Network Monitoring

• Network monitors help a lot

• Troubleshooting – analyze DB2 behavior with Network tools
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Monitoring and Tuning

� Monitoring and Tuning includes ALL parts

– Workload dependant tuning

• Hipersockets – it’s a network

– Increase nr of Buffers in Linux for Hipersockets network

• IUCV  – should be defined with 32K 

• MTU size should be max 32k (depends on packet size) 

• Retry Time in TCP/IP VSE lowered:

– Link level 

– Route Level
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Customer success samples with DB2 on Linux on System z

� US: 

– Supreme Court of Virginia

� Germany: 

– Wessels & Müller

– Public Sector

� Slovenia:

– Impol / Alcad

� Belgium:

– Securex

� Sweden:

– Pulsen

� Italy:

– Olio Carli.
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Customer implemetation(1): Public sector customer,Germany
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DB2 UDB

Federated Option

VSE Customer References(1) Impol /ALCAD Slovenia
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Customer Refrence (2): Pulsen, Sweden
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Customer Refrence (3): Securex, Belgium
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The Magistrate Environment Today

125 locations
2,800 processes per day

Direct interface with CMS application systems

Customer Refrence (5): Supreme Court, USA
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The Lessons Learned (a work in progress)

� Have a plan!  Linux on System z gets along well with everyone 

so long as you involve them.... Network, remote apps........

� Document and then document some more

– WAS settings

– Passwords (root, wasadmin, wasmon, db2inst1 etc etc)

– FAQs – build and maintain to help the next in line 

� Managing and controlling changes for application deployments 

and system fix packs?

– Test / QA / Production – keeping things in sync
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The Lessons Learned (con’t)

� Have a good monitor and know what it’s telling you

– Helps with sizing and tuning

– Quickly pinpoints out potential or growing problems areas

– Virtual Disk works great for swap volumes

– Shows management they are getting their money’s worth
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Z9 BC  Ibm 2096  mod. G01

CP engine IFL engine

z/VM for IFL engine

Test Hist Prod Remo

Tcp/ip
VM

Tcp/ip
VM

Vswitch

Contr
2

Tcp/ip
VM

Vswitch

Contr
1

Test

DB2

Viper

Prod
DB2

Viper

Test
DB2

Viper

Prod
DB2

Viper

Tcp/ip
VM

Tcp/ip
VM

Vswitch

Contr
2

Tcp/ip
VM

Vswitch

Contr
1

Internal Connections

HiperSocket Connection

z/VM
for CP engine

Customer Refrence (6): Olio Carli, Italy
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� DB2/Linux on System z 

http://www.ibm.com/developerworks/linux/linux390/perf/tuning_rec_database.html

http://www.ibm.com/developerworks/data/library/techarticle/dm-0509wright/

� DB2 Server for VM and VSE

http://www-01.ibm.com/software/data/db2/vse-vm/

� Documentation

http://www-01.ibm.com/software/data/db2/vse-vm/directory.html#VSE7.5

http://www-01.ibm.com/support/docview.wss?rs=71&uid=swg27009727

� Redbooks: 

http://www.redbooks.ibm.com/

More information


