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Topics
• Some History
• Direction
• Functions

– Basic Mode
– Performance Monitoring
– Batch Mode
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Some History

RealTime Monitor

• Dependent on CP control blocks

• Recompile on system

VMPRF

• Required PL/I or LE

• Slow

FCON/ESA

• Most of the function of the others

• Plus...TCP/IP, LINUX, Web, Graphics....
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Performance Product Strategy

VMPRF and RTM phased out

• high development costs

FCON/ESA phased in as Performance Toolkit for VM

• adds significant new function

• focus on a single product

Synergy with other IBM Offerings

Continue to encourage vendor activity

• competition breeds excellence

• greater percentage of customer needs met
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Program Functions
• System Operation in Full-Screen Mode 

(Full Screen Operator CONsole)

• Realtime Performance Monitoring

Central monitoring facility for multiple systems

Multiple (remote, WWW) access to realtime performance data

• Performance History Data Processing

• "BATCH" processing similar to VMPRF
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Performance Toolkit Naming
• FCON = Full Screen Operator Console

– FCON/XA, FCON/ESA
• FCX = 3 letter module prefix

– used in messages, displays, etc.
• Performance Toolkit for VM = full name
• PERFKIT = module that invokes it
• PERFSVM = default userid it runs in
• FCXRES00 = default APPC resource name
• 5VMPTK10 = installation userid for FL510
• 5VMPTK20 = installation userid for FL520
• 5VMPTK30 = installation userid for FL530
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Control Files
• FCONX $PROFILE

– Invoked at startup
– Contains setup and commands

• FCONX REPORTS
– List of reports to be automatically generated

• FCONRMT SYSTEMS
– Used for Central Data Collection
– Identifies Systems from which to collect data

• FCONRMT AUTHORIZ
– Used for Central Data Collection, APPC and WEB
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Usages

• Real time Monitor
– Allows viewing of current status of the system
– Scheduled report generation
– Recording for historical records

• MONSCAN
– View MONWRITE Data as if you were looking at live system

• BATCH or VMPRF 
– Post processing of MONWRITE data

• Re-display of historical records
• Systems Operations
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Time Periods Example

• CP MONITOR SAMPLE INTERVAL 5 MIN
• CP MONITOR SAMPLE RATE 1 SEC
• FC MONCOLL RESET 08:30R_P 16:30P
• FC MONCOLL RESET 09:00R_S 12:00S 13:00R_S 16:00S (MERGE
• FC MONCOLL RESET 08:00R_T 17:00T (MERGE
• FC MONCOLL RESET 08:30R_I 09:00I 09:30I 10:00I … (MERGE

– Or use FC SETTING INTERIM 30
• FC SETTING BYTIME 15
• Results:

– Reports automatically generated at 16:30 covering 8:30-16:30 along with Interim 
reports of 30 minute periods.

– Two Summary files created spanning 9:00-12:00 and also 13:00-16:00
– Trend file appended to with data spanning 8:00-17:00
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Time Periods Picture
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Time Periods
§Most data based off of monitor data

Sample Interval – default of 1 minute

Sample Rate – default of 2 seconds high frequency sampling rate

Controlled by CP MONITOR command

§Toolkit Related time frames
CURRENT – most recent monitor interval

AVERAGE – average overall reporting period

BYTIME – data rows for each monitor interval or as set

INTERIM – multiple reports for each interim period as set

SUMMARY – summary period for historic recording

TREND – large granularity for historic recording

Controlled by Performance Toolkit FC MONCOLL RESET command
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Basic Mode - Operator's console
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Performance Monitoring
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Performance Monitoring –
USER Display
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Context Sensitive Help
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FC UCLASS FTP* FTP
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Back to USER screen
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USER Details

2007 System z Technical Conference

®

© IBM Corporation 2007

USER Details – page 2
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Device Details 
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Device Details – page 2
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USERLOG userid
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DEVLOG devno
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LINUX Selection Screen – Option 29
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LINUX CPU Screen
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LXCPU LOG userid Screen
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LINUX MEMory Screen
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LINUX MEMory LOG Screen
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LINUX NETWRK Screen



17

2007 System z Technical Conference

®

© IBM Corporation 2007

LXNETLOG Screen
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LINUX RMF Selection Screen
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LINUX RMF Selection Screen
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LINUX RMF CPU Screen
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LINUX RMF Memory Screen
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LINUX RMF Network Screen
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LINUX RMF Filesys Screen
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TCPIP Menu – Option 3K
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HIPSOCK
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TCPACTLG – TCPIP Activity Log
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TCPBPLOG – TCPIP Buffer Pool 
Mgmt Log
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TCPCONF – TCPIP Server Configuration
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TCPICMP – TCPIP ICMP Messages Log
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TCPIOLOG – TCPIP I/O Activity Log
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TCPLINKS – TCPIP LINK Activity Log
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TCPDATLG – TCPIP Gen’l Data Trans Log
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TCPDOSLG – TCPIP Denial of Service Log
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Accessing performance data from 
other userids

While PERFKIT is running in the PERFSVM machine, you can view performance data without

signing directly on using:

• VMC in a PIPE

• VMCX for a full screen view using VMCF

• FCONAPPC for a full screen using APPC (Prefered)
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FCONAPPC setup information

PERFKIT uses the FCONRMT AUTHORIZ file to determine who can do what.

NODEID USERID authorizations

Where authorizations can be:

• DATA

• CMD

• S&FSERV

Care must be taken when allowing CMD, any CP command that PERFSVM is allowed 

can be issued from the FCONAPPC session
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FCONAPPC resourcename

The PERFSVM machine ships using APPC resource name FCXRES00

To access data from another userid start PERFKIT in that userid then

enter FCONAPPC FCXRES00

The menu screen will be shown: 
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FCONAPPC resourcename
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Central Data Collection

§ Allows efficient central performance monitoring for my remote systems

§ Concurrent multiple access to the central machine’s data

§ Performance data retrieval from local and remote machines similar to native monitoring
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Central Data Collection
NODE1 Setup Files

*System Definition file for remote monitoring

*Node-ID PERFKIT-ID VM_Type Append Nickname 

*|              |                    |               |          | 

NODE2    PERFSVM   z/VM5.3    N         FCXRES02 
NODE3    PERFSVM   z/VM5.2    N FCXRES03

NODE4    PERFSVM   z/VM5.1    N

*Authorization file for local and remote data retrieval and 

*command execution

*Node-ID User-ID Authorized for ..

* NO ENTRIES NEEDED FOR COLLECTION

File FCONRMT SYSTEMS File FCONRMT AUTHORIZ

NOTE: To enable the Web Server, you will need entries for node 1

NODE1    PERFSVM   z/VM5.2    N         FCXRES00 NODE1         PERFSVM       S&FSERV  DATA
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Central Data Collection
NODE2 Setup files

*System Definition file for remote monitoring

*Node-ID PERFKIT-ID VM_Type Append Nickname 

*|              |                    |               |          | 

*NO ENTRIES NEEDED 

*Authorization file for local and remote data retrieval and 

*command execution

*Node-ID User-ID Authorized for ..

NODE2 PERFSVM S&FSERV  DATA

IUCV *IDENT FCXRES02 GLOBAL

IUCV ALLOW

:nick.FCXRES00  :luname.*IDENT

:tpn.FCXRES02 

:security.SAME

Directory Entry for PERFSVM at NODE2

File FCONRMT SYSTEMS File FCONRMT AUTHORIZ

UCOMDIR NAMES A
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Central Data Collection
NODE3 Setup files

*System Definition file for remote monitoring

*Node-ID PERFKIT-ID VM_Type Append Nickname 

*|              |                    |               |          | 

*NO ENTRIES NEEDED 

*Authorization file for local and remote data retrieval and 

*command execution

*Node-ID User-ID Authorized for ..

NODE3 PERFSVM S&FSERV  DATA

IUCV *IDENT FCXRES03 GLOBAL

IUCV ALLOW

:nick.FCXRES00  :luname.*IDENT

:tpn.FCXRES03 

:security.SAME

Directory Entry for PERFSVM at NODE2

File FCONRMT SYSTEMS File FCONRMT AUTHORIZ

UCOMDIR NAMES A
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Central Data Collection
NODE4 Setup Files

File FCONRMT SYSTEMS File FCONRMT AUTHORIZ

No entries needed in either of these files, just need:

FC MONCOLL REMSEND ON RSCS nodeid userid

In FCONX $PROFILE or entered manually
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Central Data Collection

Summary:

• PERFKIT FL520 will “pull” data from other PERFKIT FL520 systems using APPC/VM when that system is 

Identified in the FCONRMT SYSTEMS file with a resource name

• PERFKIT FL520 will receive data “pushed” from other PERFKIT FL510 systems using RSCS
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Web Access
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Web Setup
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Web Setup

Performance Toolkit for VM includes an internet interface intended to: 

• Provide a graphical user interface based on standard web browsers, thus automatically allowing it's use from any of the 

common supported platforms 

• Allow the use of the interface with a minimum of additional prerequisites 

The PERFKIT web interface is designed to process only the subset of HTTP requests it expects for a performance 

retrieval session. 

The internet interface works directly with the "store and forward" logic. 
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Web Setup
To setup web access you need to: 

1. Implement S&F Server - See Central Data Collection

2. Implement IUCV connection to TCPIP machine 

3. Activate the interface 

4. Test the interface 
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Web Access
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Web Access
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Web Access
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Example - Performance Data Display

Hyperlink

selection 
of:

Sort sequence

Context help

Device details
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Web Setup
2. Implement IUCV connection to TCPIP machine

• Decide on a TCP/IP port number to be used

• Update the PROFILE TCPIP on the TCPIP machine

PORT

…..

nn TCP PERFSVM NOAUTOLOG; Performance Toolkit for VM Internet Server

Or for SSL:

nn TCP PERFSVM NOAUTOLOG SECURE filename/label; Performance Toolkit for VM Internet Server SSL

….. 

• Update FCONX $PROFILE to activate the webserver interface

FC MONCOLL WEBSERV ON TCPIP TCPIP nn IDTEST CP

Or for SSL:

FC MONCOLL WEBSERV ON SSL TCPIP TCPIP 81 IDTEST RACF

SEE The PERFKIT book for more information on userid verification in the “Internet Interface” Section

• Activate the interface – Restart PERFKIT, you should see messages similar to:

FCXTCP571I  Connected to TCP/IP server TCPIP on path 0004

FCXTCP575I  Host IP address is 11.22.33.44:nn

FCXTCP590I  WebServer interface activated

• Activate your web browser and select the URL for Performance Toolkit

http://11.22.33.44:nn or for SSL  https://11.22.33.44:nn
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Graphics
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Graphics
PERFKIT Graphics include:

• PLOTS – using 3270 and characters like *, o, =, /

• GDDM Graphics – using 3270 and GDDM 

• Browser – using your web browser

Graphs can be created from:

• Storage – using data just collected 

• History Files – using data saved from an earlier time

Enter GRAPHICS from monitor mode or select option 31 
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Graphics
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Graphics - PLOT
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Graphics - GDDM
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Graphics - WEB
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Graphics – Detailed 
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Graphics - Summary
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Graphics – Variable Correlation
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Cumulative Graphs

2007 System z Technical Conference

®

© IBM Corporation 2007

Cumulative Graphs
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Graphics - review
Option 31 or GRAPHICS

Select Format 

- LINE for PLOT for WEB

- GDDM or PLOT for 3270

Select Data Origin

- Storage or history files

Select Type – Detailed, Summary or Correlation

Select Period, Days (ALL, M-F, MON …), Hours

Select Variables – from pulldown or REDISP headings
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Batch Processing
• BATCH MODE

– PERFKIT BATCH masterfn masterft masterfm DISK fn ft fm
– specify master file to use 
– specify MONDATA file to be used as input

• VMPRF "migration aid" MODE
– PERFKIT VMPRF masterfn masterft masterfm DISK fn ft fm
– specify VMPRF MASTER file to use 
– Creates masterfn FCXEQUIV file with PERFKIT REPORTS
– Creates fn RUNFILE similar to VMPRF with PERFKIT Settings

• Real time mode of operation
– Create REPORT, TREND, SUMMARY data throughout the day
– using FC MONCOLL RESET settings in FCONX $PROFILE
– Use BATCH mode to post process as needed
– Use MONSCAN or TRNDSCAN to "walk through" history data  
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Batch Mode – MASTER file

• Input files
– SETTINGS FCONX SETTINGS *
– REPORTS FCONX REPORTS *
– SUMREC FCONX SUMREC *
– TRENDREC FCONX TRENDREC *
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Batch Mode – MASTER file

• Output files
– LOG BATCH LOG B
– LISTING BATCH LISTING B
– RUNFILE BATCH RUNFILE B
– SUMMARY BATCH SUMMARY B
– TREND BATCH TREND B
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BATCH SETTINGS file
* Perfkit Settings File
* Limit reduction to Noon to 15:45
FC MONCOLL RESET 12:00r_p 15:45p            

* Interim reports generated for every 15 minute period          
FC SET INTERIM  15 MINUTES                     

* The log-like reports show a row for every minute
FC SET BYTIME  1 MINUTES

* Detailed reports (logs) for these users and devices           
FC BENCHMRK USER BITNER
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Perfkit feature levels
• FL440 – with z/VM 4.4.0 – no longer in service

– First introduction
– Mostly RTM replacement

• FL510 – with z/VM 5.1.0
– Added BATCH mode
– Mostly VMPRF replacement
– Linux Appldata support

• FL520 – with z/VM 5.2.0
– Mostly 64 bit
– New/Changed reports for system execution space

• FL530 – with z/VM 5.3.0
– New virtual network reports
– New/changed reports for mixed engines
– Passphrase support
– Sharing data with OMEGAMON XE
– Use of VMDUMPTL
– Ship text
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Performance Toolkit for VM FL440
• z/VM Version 4.4 provides monitor data for

– Virtual Switch activity
– VM Resource Manager operation
– Processor type information

• New Displays
– VSWITCH display
– VMRM display with VM Resource Manager data
– PROCSUM display 

• Modified Displays
– Processor type added on LPAR and LPARLOG displays
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Performance Toolkit for VM FL510
• LINUX APPLDATA support

– Use APPLDATA
– Reduce dependence on RMF/DDS

• VMPRF replacement function
– "BATCH" mode
– "VMPRF" migration aid mode

• Support new z/VM capability
– New report for SCSI devices 

• Web access thru Secure Socket Layer (SSL)
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Performance Toolkit for VM FL520

• Changed Reports
– PAGELOG was split into PAGELOG, STORLOG, 

AVAILLOG
• New Reports

– QEBSM, QEBSMLOG
– UQDIO, UQDIOLOG
– DEMANDLOG
– SXSAVAIL, SXSPAGE, SXSDEFER, SXSUTIL
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Performance Toolkit for VM FL530

• Changed Reports
– CPU, LPAR, LPARLOG, PROCLOG,SCHEDLOG, 

SCSCONF

• New Reports
– LOCKLOG
– GVSWITCH, EVSWITCH
– GVNIC, VNIC, EVNIC
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Performance Toolkit for VM FL530 
continued

• VMDUMPTL formatted dumps
• Shipping text files to reduce the size of the service 

packages
• WEB signon using DMSPASS for authentication with 

passphrase support
• FC MONCOLL SEGOUT used by OMEGAMON XE
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