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* Registered trademarks of IBM Corporation

The following are trademarks or registered trademarks of other companies.

LINUX is a registered trademark of Linus Torvalds
Tivoli is a trademark of Tivoli Systems Inc.
Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and 
other countries
UNIX is a registered trademark of The Open Group in the United States and other countries.
Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.
SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.
Intel is a registered trademark of Intel Corporation.
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Trademarks
Trademarks

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.  For a complete list of IBM Trademarks, see 
www.ibm.com/legal/copytrade.shtml:  AS/400, DBE, e-business logo, ESCO, eServer, FICON, IBM, IBM Logo, iSeries, MVS, OS/390, pSeries, RS/6000, S/30, VM/ESA, VSE/ESA, z/VSE, 
Websphere, xSeries, z/OS, zSeries, z/VM, System z

The following are trademarks or registered trademarks of other companies

Lotus, Notes, and Domino are trademarks or registered trademarks of Lotus Development Corporation
Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries
LINUX is a registered trademark of Linux Torvalds
UNIX is a registered trademark of The Open Group in the United States and other countries.
Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.
SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.
Intel is a registered trademark of Intel Corporation
* All other products may be trademarks or registered trademarks of their respective companies.

NOTES:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that 
any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the 
workload processed. Therefore, no assurance can be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have 
achieved. Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject 
to change without notice. Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the 
performance, compatibility, or any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject  to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your geography.

References in this document to IBM products or services do not imply that IBM intends to make them available in every country.

Any proposed use of claims in this presentation outside of the United States must be reviewed by local IBM country counsel prior to such use.

The information could include technical inaccuracies or typographical errors.  Changes are periodically made to the information herein; these changes will be incorporated in new editions of 
the publication.  IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The materials at those 
Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.

http://www.ibm.com/legal/copytrade.shtml
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Today's  IT Infrastructure 

The Role of modern solutions is the 
Integration and Optimization 

Intranets

Value
Chain

Extranets

Databases

Customers

Transactions

Internet

Networks

Legacy Systems 
and Applications

IT environments are heterogeneous and complex

Suppliers & 
Partners Heterogeneous Platforms

Mobile 
Devices
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  IBM System z                 
Enterprise Server                                                                             

Web

Business Services

Connectors

Clients Tran/Data Services

IBM System

System i
System p 
System x 
System z
BladeCenter 

CICS Transaction Gateway ECI 
DB2 Connect
WebSphere MQ Series
VSE e-business connectors 
VSE Web Services

  IBM TotalStorage                                                                   VSE Strategy
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System z Storage Options for z/VSE

Yes YesYesFCP/SCSI

YesYes Yes FICON

YesYes Not Avail ESCON 

DS8000ESS 750, 
800, 

800Turbo

DS6000IBM 
TotalStorage   

IBM TotalStorage DS8000IBM TotalStorage DS6000

New Standard in 
Pricing and 
Packaging

New Standard 
in Functionality,

Performance, TCO

ESS 750 / 800
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Enterprise Storage solutions – disaster recovery
(Peer to Peer remote Copy - PPRC)

FICON
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 zSeries or S/390 Server  

z/ VM

        z/VSE               
     Production
    Environment

   + TCP/IP
   + CICS
   + VTAM
   + COBOL

   + VSAM   
   (+ DB2 VSE)
   

       z/VSE
      Backup
   Environment

    + VTAM
    + VSAM
    (+ DB2 VSE)

z/VSEz/VSE

z/VSEz/VSE

z/ VM

IBM Storage System
ESS, DS6000, DS8000

FD1

FD2 D2

D1

Flashcopy

PPRC
(Peer to Peer Remote Copy)

D2

D1

Disaster Recovery Site -
IBM Storage System IT Environment Needs for  

24x7 Availability 

( offline backup process)

§ minimal 
interruption,
§ immediate 
access to  

source and 
target 
§ feature 
available for 

zSeries and the 
open  

system servers
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IT Environment Needs for 24x7 Availability

ûinhibitors of online processing time
Fbackup-window 
Fbatch-window  

Typical processing time-line:

ONLINE......................OFFLINE....................ONLINE   

BACKUP

23:00 6:002:30

BATCH

§ modern Storage solutions can reduce OFFLINE time:
§eliminate backup window – using FLASHCOPY
§disaster recovery solution with PPRC
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IT Environment Needs for 24x7 Availability

Typical processing time-line:

ONLINE.......OFFLINE......ONLINE              

BACKUP process (after 
Flashcopy) running in parallel to 
batch from Flashcopied volumes

23:00 6:002:45

BATCH

23:05

§ modern Storage solutions can reduce OFFLINE time:
§eliminate backup window – using FLASHCOPY
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• First encrypting tape drive - IBM System Storage TS1100 tape 
drive family

– Standard feature on all TS1120 Tape Drives
– Chargeable upgrade feature for existing TS1120 Tape Drives

• A new, innovative IBM Encryption Key Manager component for 
the Java platform™ component supported on a wide range of 
systems including:

– z/OS, i5/OS, AIX, HP, Sun, Linux (incl System z), and Windows
• Integration with IBM tape systems, libraries
• Enhancements to Tivoli Storage Manager to exploit TS1120 

encryption 
• Integration with System z encryption key, policy management, 

security and cryptographic capabilities 
• Complements existing System z Encryption Facility for z/OS 

program product
• New services and consulting for tape data encryption and key 

management

Encryption Key 
Manager

TS1120 
500 GB     

100 MB/sec

IBM TS1120 Tape Drive Encryption
The industry’s first comprehensive end-to-end tape encryption
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§ Highly secure 

§ High performance 
archive encryption

§ Transparent to existing 
processes and 
applications

§ Can help provide audit 
compliance

* All statements regarding IBM’s future direction and intent are subject to change or 
withdrawal without notice, and represent goals and objectives only.

Data Encryption 
in the Server 

Enterprise scope

Data
Encryption in 

TS1120

TS1120 encryption

Protected Encryption Keys

§Help protect and 
manage encryption 
keys

§ Highly secure and 
available key data store

§ Long term key 
management

§ Disaster recovery 
capabilities

§Single point of control

§ Non-VSE, Java-based  
platform

§ TCP/IP connection to 
tape control unit

Centralized key 
management

SOD*: “z/VSE V3.1 support of the TS1120 Tape Drive with 
encryption is planned for first half 2007. It is also IBM's intent 
to support z/VSE V4.1 (when made available) using Systems 
Managed Encryption with the TS1120.  z/VSE support will 
require the Encryption Key Manager component running on 
another operating system other than z/VSE using an out-of-
band connection.”

IBM TS1120 Tape Drive Encryption – SOD for z/VSE
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(1) Concepts of Disaster Recovery (DR)

(2) One active production site and one for DR 

(3) Two active sites with production and test

(4) Borrowed Resources for Disaster Recovery

Scenarios for Disaster Recovery with VSE
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Concepts of Disaster Recovery with VSE
A Disaster Recovery is needed if the main systems are unable to 
work.
ØMain machines 
Ø Storage subsystems 
Ø Communication of people with Data Center

Reasons for failures:
ØOutage of power 
ØNatural catastrophe (Water, Wind, earthquake,…)
ØTechnical failures 
ØHuman error
ØHardware errors and outages 

ØPolitical (terror) 

Impact: Inability to be productive – loss of money 
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• Possible Systems affected 
– Type of systems, relation, how many systems participate in the DR 

scenario

• System positions – Geographically
– Distance between them for data mirroring

• Connectivity and attachments
– Ability to replace each other w/o application/user adjusatments

• Separation of Data Stores
– Logical connected data should reside on same side 

• Network topology
– Types of networks to be interconnected 

• Operating Systems and application Landscape
– Application execution based on operating systems

Major discussion areas
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Objectives for Disaster Recovery with VSE

Following Objectives are the same for Systems and Storage

•Minimize time of outage (0-25 min)

•Minimize affected systems in case of a disaster 

•Minimize effort for a restart

Required knowledge in case of a DR:

•Special Communication hardware for the DR case – to avoid 
busy lines from users  

•Documentation of DR Process
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System environment Agreements for DR 
IBM special Agreements for Recovery: 

ØIBM Customer Agreement (ICA),
ØIBM Agreement for Programs (IAP),
ØInternational Program License Agreement (IPLA) 

ØThe level of use acquired is documented in a Proof of Entitlement (PoE) 
Ø“one install”, (w/o other restrictions), allows a copy of the program on more than 
one machine under the customer’s control, but only one program is authorized to be in 
use at any given time. Or customer may use the program temporarily on another 
machine, if the Designated Machine is inoperable.

It applies to all programs licensed under these agreements for:

• Backup use, 

• Disaster Recovery (DR), 

• BRS when a backup and recovery service is involved
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System environment Agreements for DR 

IBM defines 3 types of situations for programs running or resident on backup 
machines: "cold"; "warm"; and "hot".

Accepted actions concerning the copy of the program used for backup purposes:

v cold - a copy of the program may be stored for backup purposes on a machine as        
long as the program has not been started.  

vThere is no charge for this copy.

v warm - a copy of the program may reside for backup purposes on a machine  
and is started, but is "idling", and is not doing any work of any kind.

vThere is no charge for this copy.

v hot  - a copy of the program may reside for backup purposes on a machine,  
is started and is doing work.  However, this program must be ordered. 

vThere is a charge for this copy.
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For the ‘warm’ situation - "Doing Work", includes: 
Øproduction, 
Ødevelopment, 
Øprogram maintenance, 
Øtesting
Ømirroring of transactions, 
Øupdating of files, 
Øsynchronization of programs, data or other resources (e.g., active 
linking with another machine, program, data base or other resource, etc.) 
Øany activity or configurability that would allow an active hot-switch or 
other synchronized switch-over between programs, data bases, or other 

resources to occur.

ØA scheduled hardware outage, such as preventive maintenance or 
installation of upgrades, is NOT considered a backup situation.

System environment Agreements for DR - continued
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Preparation for emergency backup situations requires periodic tests – based 
on the requirements of system availability.  

No extra program charges apply for these tests if:
ØThe number is appropriate (e.g., 1-3 tests per year)
ØThe duration is adequate, (e.g. 2 to 3 days per test).  
ØFor more frequent tests required (e.g. for on-line systems running 24x7 
critical customer business operation)
Øa shorter duration without exceeding the total hours of above 
guidelines.  

There can be no productive output or work done from the tests and no 
development, program maintenance or testing as part of the tests. IBM has the 
right to review the customer's rationale for not licensing the IBM Program 
copy for the backup environment.

System environment Agreements for DR – continued (2)
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 zSeries or System z  

z/ VM

        z/VSE               
     Production
    Environment

   + TCP/IP
   + CICS
   + VTAM
   + COBOL

   + VSAM   
   (+ DB2 VSE)
   

       z/VSE
      Test / Dev
   Environment

    + VTAM
    + VSAM
    (+ DB2 VSE)

z/VSEz/VSE

z/VSEz/VSE

z/ VM

IBM Storage System
ESS, DS6000, DS8000

D2

D1

PPRC

(Peer to Peer Remote Copy)

D2

D1

Disaster Recovery

 zSeries or S/390 Server  

z/ VM

        z/VSE               
     Production
    Environment

   + TCP/IP
   + CICS
   + VTAM
   + COBOL

   + VSAM   
   (+ DB2 VSE)
   

       z/VSE
      Backup
   Environment

    + VTAM
    + VSAM
    (+ DB2 VSE)

z/VSEz/VSE

z/VSEz/VSE

z/ VM

Disaster Recovery Site -
System and Storage

Production Site -
System and Storage 
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(1) Concepts of Disaster Recovery (DR)

(2) One active production site only and one for DR 

(3) Two active sites with production and test

(4) Borrowed Resources for Disaster Recovery

Scenarios for Disaster Recovery with VSE



IBM STG Technical Conference

© 2007 IBM Corporation24

v DR System 
v An IBM agreement is done to start this machine with the same power as 

the production site in Case of Recovery
v An additional agreement can be made for increased capacity, to shorten 

the startup time of the VSE systems  
v A COLD environment setup - the System is switched off
v A WARM environment setup - the System is idling 
v Both Systems are are able to connect to both Storage subsystems
v (on the production and DR site)  

v Storage Systems
v The Production Storage system is connected to the one for DR
v The DR Storage system is connected to the production Storage 
v Data is mirrored via PPRC (real time or asynchronous)
v Enablement to switch the PPRC direction

v Network
v Possibility to switch between the productional and DR network

(1) One active production site only and one for DR
Environment setup for disaster Recovery 
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 zSeries or System z  

z/ VM

        z/VSE               
     Production
    Environment

   + TCP/IP
   + CICS
   + VTAM
   + COBOL

   + VSAM   
   (+ DB2 VSE)
   

       z/VSE
      Backup
   Environment

    + VTAM
    + VSAM
    (+ DB2 VSE)

z/VSEz/VSE

z/VSEz/VSE

z/ VM

IBM Storage System
ESS, DS6000, DS8000

D2

D1

PPRC

(Peer to Peer Remote Copy)

D2

D1

One active production site only 
and one for DR

 zSeries or S/390 Server  

z/ VM

        z/VSE               
     Production
    Environment

   + TCP/IP
   + CICS
   + VTAM
   + COBOL

   + VSAM   
   (+ DB2 VSE)
   

       z/VSE
      Backup
   Environment

    + VTAM
    + VSAM
    (+ DB2 VSE)

z/VSEz/VSE

z/VSEz/VSE

z/ VM

Disaster Recovery Site -
System and Storage 

Production Site -
System and Storage 
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One active production site only 
and one for DR
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1. Emergency phones and messaging methods  have to be enabled

2. Start z/VM on the Recovery Site (on a COLD environment)
1. Start the CBU (Capacity Backup Upgrade) if defined – to 

accelerate start of VSE systems

3. Switch the OSA Adapter Network Connectivity

4. Start Online VSE machines (all CICS partitions should start 
automatically)

5. After all productional machines are running – the capacity can be 
reduced to the normal productional capacity

Note: These Steps must be tested and trained periodically to have a well 
functioning process in case of a disaster Recovery failure. 

Steps in case of a disaster Recovery 
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(1) Concepts of Disaster Recovery (DR)

(2) One active production site and one for DR 

(3) Two active sites with production and test

(4) Borrowed Resources for Disaster Recovery

Scenarios for Disaster Recovery with VSE
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v DR System 
v An IBM agreement is done to increase the machine for DR capacity

with the power of the production site, using CBU (Capacity Backup 
Upgrade)

v In a WARM environment setup - the System is idling 
v In a HOT Environment setup – the system is very fast ready to take 

over the production workload
v Both Systems are able to connect to both Storage subsystems
v (on the production and DR site)  

v Storage Systems
v The Production Storage system is connected to the one for DR
v The DR Storage system is connected to the production Storage 
v Data is mirrored via PPRC (real time or asynchronous)
v Enablement to switch the PPRC direction

v Network
v Possibility to switch between the productional and DR network

(1) Two active sites with production and test
Environment setup for disaster Recovery 
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1. Emergency phones and messaging methods  have to be enabled

2. Start the CBU (Capacity Backup Upgrade)

3. Switch the OSA Adapter Network Connectivity

4. Start the Online VSE machines if not already started (all CICS 
partitions should start automatically)

5. After all productional machines are running – the capacity can be 
reduced to the normal productional capacity

Note: These Steps must be tested and trained periodically to have a well 
functioning process in case of a disaster Recovery failure. 

Steps in case of a disaster Recovery 
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(1) Concepts of Disaster Recovery (DR)

(2) One active production site and one for DR 

(3) Two active sites with production and test

(4) Borrowed resources for Disaster Recovery

Scenarios for Disaster Recovery with VSE
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A Disaster Recovery Site can be made offsite on other customers with 
IBM equipment.

Necessary Agreements are required:

Ø An contract with HW details

ØThe DR procedure must be well defined and described

Ø Data for the DR case are provided periodically to the DR Center

ØTraining is done periodically and the DR procedure is verified

Borrowed resources for Disaster Recovery 
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      Test / Dev
   Environment

    + VTAM
    + VSAM
    (+ DB2 VSE)

z/VSEz/VSE

z/VSEz/VSE

z/ VM

IBM Storage System
ESS, DS6000, DS8000

D2

D1

D2

D1

 zSeries or S/390 Server  

z/ VM

        z/VSE               
     Production
    Environment

   + TCP/IP
   + CICS
   + VTAM
   + COBOL

   + VSAM   
   (+ DB2 VSE)
   

       z/VSE
      Backup
   Environment

    + VTAM
    + VSAM
    (+ DB2 VSE)

z/VSEz/VSE

z/VSEz/VSE

z/ VM

Disaster Recovery Site -
System and Storage

DR company
i.e. IBM

Borrowed resources
for Disaster Recovery

Depending on failure, 
not all actual running processes
can be redone entirely.  
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z/VSE on the web 

FNew Web presence: ibm.com/servers/eserver/zseries/zvse/solutions

z/VSE Solutions
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Additional Informations
lz/VSE Home Page 

http://www.ibm.com/servers/eserver/zseries/zvse/

lz/VSE Solutions and Utilities
http://www-1.ibm.com/servers/eserver/zseries/zvse/solutions/

le-business Solutions for VSE/ESA SG24-5662 

le-business Connectivity for VSE/ESA           SG24-5950

lCICS Transaction Server for VSE/ESA 
CICS Web Support SG24-5997-00 

lWebSphere Handbook  (Connectors to z/OS and VSE)      SG24-7042

z/VSE Contact:    zvse@de.ibm.com

http://www.ibm.com/servers/eserver/zseries/zvse/
http://www-1.ibm.com/servers/eserver/zseries/zvse/solutions/
mailto:@de.ibm.com

