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Abstract

You want to optimize your TCO with an Oracle consolidation on IBM Z or IBM
LinuxONE platforms? But you don't know how and where to start?

This session will give you an overview of the latest Oracle solutions and
architecture that are available on IBM Z platforms.

Through IBM Oracle Center projects, you will see how to meet your needs in
terms of performance, high availability, resource optimization, simplification of
infrastructure and maintenance processes.

The IBM Oracle Center will share its experience of building the right solution
architecture with Oracle, through real life examples.

1

© Copyright IBM Corporation 2017.



Agenda

Introduction: Server consolidation
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Introduction

Why consolidate?

Utilization on x86 systems
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Consolidate underutilized
servers through
Server \iatwalizati

Mixed Utilization on IBM
High End Servers

-

Server consolidation

% Resolve the
server sprawl
problem

% Simplify
% Reduce costs

*VM: Virtual machine

** LPAR: Logical Partition

IFL*= IFL IFL IFL ++ IFL: Integrated Facility for
inux
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IBM and Oracle
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IBM and Oracle

A Shared Commitment to Client Value

IBM and Oracle have been
working together since 1986

¢ 170+ Oracle Alliance professionals
(executive-led)

¢ 60+ people for product development
and sizing

A continuous collaborative certification process

* An important investment
e Several international competency centres

Joint technical support organization
to simplify problem resolution

Collateral covering Oracle
topics, best practices and
issues
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IBM and Oracle
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Oracle on IBM z Systems

* Within Oracle, there is a dedicated team to support

Oracle database on Linux on IBM Z (including z/VM) ‘\\

- Examples of collaboration: [

« IBM RedBooks and RedPapers; Joint IBM and Oracle Publications

« Example: Oracle on IBM z Systems Redbook:
https://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/sg248397.html?0Open

« Joint webcasts (Doc ID 1456176.1 Oracle 12c In-Memory Database Tips with Linux
on IBM z System)

¢ SIG conférence 2017: The International Oracle on z Systems Special Interest Group
(SIG) is an organization of companies licensed for Oracle on IBM System z hardware.
The latest conference was held in the US on June 13th and June 14th 2017:
www.oraclezsig.org

« More information on IBM Web site
http://www.ibm.com/solutions/oracle

* More information on Partner Relationship on Oracle Web site :
http://solutions.oracle.com/partners/ibm
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Oracle support for IBM Z and LinuxONE platforms

Oracle support cross-platform team
- Oracle cross-platform teams can handle any SR that doesn't have platform specific dependencies - as it's the
same Oracle code running the same underlying operations, the platform isn't relevant, and thus support staff is
specifically trained to handle 99.9% of the issues.

- Platform specific issue — those that only occur on, or are caused by, a specific problem in the Linux on System z
Architecture, are extremely rare.

A team dedicated to IBM Z
- Oracle provides, in addition to thefgeneric Support, a team of dedicated Linux on System z Engineers - not
because we expect platform specific issues, but because there are some features of the platform which require
skilled, knowledgeable engineers to assist at time - a prime example is z/VM, which is not something
encountered on any other platform, and an SR involving interaction between z/VM, Linux and Oracle

Issues that require such knowledge, for example, are:
» Installation - it helps to know that the Java JDK is provided by IBM, not by Oracle Sun as on other platforms

>  Performance: greatly assisted by these technical specialists. This team usually works in collaboration with the generic teams, to
provide specific relevant technical expertise and customer knowledge to a broader generic issue.

»  Clustering - specific knowledge of vswitch or Hipersocket architecture may be required.

An SR could benefit from this team's input, by simply requesting in the SR that the Linux on System z team are engaged:
“Please request the assistance of the Database Specialized Mainframe/Linux on System z team*

° When opening a new SR, i you choose the options below, then the SR should be routed directly to the specialist team:
»  The correct platform: IBM System z with Linux
»  Problem Type: Issues on Linux on zSeries
»  Problem Clarification:

Database Install Issues on Linux on zSeries

General Issues on Database running on Linux on zSeries

Performance Issues on Database running on Linux on zSeries

RAC on Linux on zSeries

Refer to Oracle 11g Redbook (SG24-8104-00 - Appendix C) - Written by D. Gallagher from Oracle support
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Oracle Publicly Acknowledges our relationship

This certifies that

IBM CORPORATION

has achieved the level

B Diamond
ORACLE Partner
IBM—A Diamond Level Partner in the
Oracle PartnerNetwork.
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 QOracle Database: Latest certifications on Z
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A View of Oracle Solutions Delivered:
Linux on IBM Z
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Oracle databases certifications

* Oracle has been delivering database solutions on Linux on z/VM since
2002

« Execution on a certified Linux Distribution in a LPAR or under z/VM (My
Oracle Support, Doc ID 417770.1)

Latest certifications:

| SLES 11 |SLES 12 | RHEL 5 | RHEL 6 | RHEL 7

OracleDB122.0.1 | — | »¢ | =— | »¢

Oracle DB 12.1.0.1 o€ = =2 5 —
Oracle DB 11.2.0.2 < = =3 — =

June 6, 2017: Oracle Database 12c¢ Release 2 available running Linux on
IBM LinuxONE Z servers!

Oracle certification and support: See My Oracle Support website
Release Schedules of Current DB Releases: Doc ID 742060.1
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Are the Oracle versions delivered at the same time on IBM Z ?

- Patchsets are delivered at the same ..., s
QOracle Critical Patch Update for October 2017
platforms

Dear Oracle Customer,

The Critical Patch Update for October 2017 was released on October 17th, 2017.
Oracle strongly recommends applying the paiches as soon as possible.

. L]
Examp le. If you are new to this process, please review Oracle's Security Fixing Policies and the Critical Patch
Update Advisory. After reviewing these resources, if you are unable to determine if you require a
PatCh 2671 0464 . DATABAS E R E L E software update, or how to apply it, please contact Oracle Support.
' The Critical Patch Update Advisory is the starting point for relevant information. It includes the list of
° A Vallable Sam e day as O th er pla tfo rn products affected, pointers to obtain the patches, a summary of the security vulnerabilities for each

product suite, and links to other important documents. Supported products that are not listed in the
"Affected Products and Components” section of the advisory do not reguire new patches fo be applied.

Also, It is essential to review the Critical Patch Update supporting documentation referenced in the

o TO C h eC k p I'Od U Ct aval la. b | llty Advisory before applying patches, as this is where you can find important pertinent information. Critical

FPatch Update Advisories are available at the following location:

¢ GO to ‘My OraCle’ Support Oracle Technology Metwork:

http:/ifeww.oracle.comitec hnetworkitopicsfsec urity/alerts-08626 1. html

We bs Ite The Critical Patch Update Advisory for October 2017 is available at the following location:
https://support.oracle.com/epmos/faces/PatchHomr
Cracle Technology Metwork:
Y C h 0 O S e t h e t a b hitp-ifwww. oracle.comitec hnetworkisecurity-advisory/c puoct201 7-3236626. html

Important information can also be found at: hitps:/fblogs oracle comisecurity/

€ )
PatCheS and U pdates Ora;le's Security Fixing Policies are available at thg_fnlluwing_lo;ation: _ .
° LOO k fo r 2671 0464 O r hitp-/fwww oracle.comisupport/assurancefvulnerability-remediation/security-fixing. html

The next four dates for Critical Patch Updates are:

Recommended Patch Advisor ey 16,2013

= April 17, 2018

* Check the last updated date for - w2

« Qctober 16, 2018

the different platforms Thark you,

Customer Support of Oracle Corporation
http:ifeww.oracle.comfus/support/contactindex. htmil

https://support.oracle.com/epmos/faces/KMConsolidatedSearch? adf.ctrl-state=iz2f6uque 9& afrLoop=370861723623672*
© Copyright IBM Corporation 2017.
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 Why Oracle on IBM Z?
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Why Choose IBM Z for Running Oracle DB ?

Virtualisation technology — z/VM
* Do more with less

¢ ~100% utilization of system resources (oracle support for z/VM:
http://www.oracle.com/technetwork/database/virtualizationmatrix-172995.html)

* Native LPAR, z/VM guests

(™
Disaster Recovery Requirements -
High Availability Requirements
Simultaneous Multi-thread + UP to 32 TB memory available
Highest security rating or classification for any commercial server
Manage growth and complexity
« Purchase desired number of active cores
* Add cores later with no minimum limit
« Scale from 1 to 170 cores and without service disruption ; 2 A
I I|[A I

Active
cores

Inactiv
e cores

Processing chip —representation on z System
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What is Oracle DB on IBM Z or LinuxONE Systems?

» Same procedures as on other platforms
- Installation : runInstaller, silentInstall, dbca, netca, ...
« Migration : Data Pump, CTAS, Stream, Golden Gate, IBM Infosphere CDC (Change
Data Capture)
Monitoring : OEM Cloud Control agents
Disaster Recovery : Data Guard
High Availability RAC, RAC ONE Node
Backup/Restore : rman

» Pre-requisites need to be filled, as for any other platform

» Infrastructure design is key, especially at the storage level

Linux (s Linux is Linux...

Oracle is Oracle is Oracle...
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Why High-End Servers?

Top 10 reasons excluding TCO:
Agility/flexibility

Availability — virtually no downtime (99.999%)
Highest level of Security
Staffing / productivity / Skills / simplicity

[V T o« T I RO IR < 6 R 6

10. IBM support

Scalability — supporting exponential growth with linear costs

Disaster/Recovery — RPO, RTO, and single version of truth
Performance — response time consistency — latency elimination and best price/performance
Stability - elimination of constant change which causes human errors; change control
. Investment protection — no x86 obsolescence cost and lowest initial and total cost

LinuxONE Savings

40.0%

-

30.0% “’

20.0% P

10.0% 'j|
0.0%

10.0% =¥——0o \

Bhardware
HDeploy
OProvision
OWarranty
BEAdmin

S Admin training
Bsoftware
Omaintenance
BEpower & cooling
Bfacilities

59,000,000
$8,000,000

TCO LinuxONE vs x86 Servers

57,000,000

56,000,000

55,000,000
54,000,000
53,000,000
52,000,000
51,000,000

-
year 1

86 Option

s=Ce] | nuxDNE OpHion

year 2 year 3 year 4 year 5

10 Reasons LinuxONE is the Best Choice for Linux Workloads

: Robert Frances Group 2015
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Agenda

Running a successful consolidation project
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Method proposed for consolidation projects

1. Scope of the project delimitation — feasibility study

2. Architecture design and sizing exercise

3. Proof of Concept

4. Pre-production tests

5. Put to production

19
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Consolidation study:
Validating Oracle product support for Linux on IBM Z

« Log into My Oracle Support Website : https://support.oracle.com
« (Go to “Certification” Tab

* Provide “Oracle Product Name” , “Release” and “Platform”

« Click “Search”

It will display the Oracle Support Statement and certified versions related to the
Oracle products and specific releases being considered for consolidation

For example:
«  Verify the O/S version is certified on Linux on IBM Z for each Oracle product:

— My Oracle Support website result => Oracle Database Release 12.2.0.1.0 is certified on
SUSE Linux Enterprise12 and Red Hat Enterprise Linux 6 and 7 on IBM: Linux on
System z

For release schedule of all current and planned Oracle Database releases please see:
— Doc ID 742060.1
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Consolidation study: Which information to gather ?

« System information
« List of the servers models with details (constructor, model, CPU, cores, processor...)
* Are the servers virtualized and if yes, number of cores allocated to the virtual server

« Workload information

* Need to have an idea of the type of workload, if we have no information we take DB
production

« Software version (to check support)

 Memory information
*  AWR reports (SGA, PGA, Connections, Advisories,...)

* CPU information
* Bestis to have vmstats, collected 1 or several days during a relevant period.
* Collect interval should be at most 10min or less, if possible, with either
-  VMSTAT
— SAR data
— NMON

o If n_otOPossible to get the vmstats we need an estimation of CPU utilization during the peak
perio

21
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° T
Consolidation study: Sizing exercise
Note: Fractional values Peak Uilization
Defined User Ex- must be less than 1.00 Casel | Case2
Sequence Desired | clude # OEM Servers Default Values ‘Workload Assignment
Row Number Sequence| (1) Application Name Vendor Server Hardw are Description and Lookup |dentification Enter # Result 90.0% | 65.0% | No. Description
1 1 1 dHntellinx I1BM BladeCenter H522V Xeon E5649 Hex Core 2.53GHz (2ch/12co) 0.08 0.08 20.0% 65.0% 33 DB: Production
z z 2 dw-bot IBM BladeCenter H522V Xeon E5649 Hex Core 2.53GHz (2ch/12co) 017 017 20.0% 65.0% 33 DB: Production
3 3 3 IFNPROD 1BM BladeCenter H521 Xeon 5150 Dual Core 2.66GHz (1chf2co) 1.00 1.00 50.0%% 65.0%% 33 DB: Production
4 4 4 IFNT IBM BladeCenter HS522V Xeon E5649 Hex Core 2.53GHz (2ch/12co) 017 017 10.0% b5.0%5 33 DB: Production
5 5 5 INTELLINX I1BM System %3850 (3U) Xeon EMBAT 3.66GHz 1MB (4ch/4co) 1.00 1.00 50.0% 65.0% 33 DB: Production
B G b twindbal IBM BladeCenter H522V Xeon L5638 Hex Core 2.0GHz (2ch/12co) 1.00 1.00 10.0% 65.0% 33 DB: Production
7 7 7 managegrid 1BM BladeCenter H522V Xeon Eb645 Hex Core 2.4GHz (2chf12co) 0.33 0.33 20.0%% 65.0%% 33 DB: Production
] g Li] ORANT1 1BM BladeCenter H521 XM Xeon E5345 Quad Core 2.33GHz (2ch/Bco) 1.00 1.00 10.0%% 65.0%% 33 DB: Production
9 9 9 ORANTS 1BM BladeCenter H522V Xeon Eb649 Hex Core 2.53GHz (2chf12co) 0.33 0.33 20.0%% 65.0%% 33 DB: Production
10 10 10 ORASTI IBM BladeCenter HS522V Xeon E5649 Hex Core 2.53GHz (2ch/12co) 0.08 0.08 50.0% b5.0%5 33 DB: Production
11 11 11 ORASTS I1BM BladeCenter H522V Xeon E5645 Hex Core 2.4GHz (2ch/12co) 017 017 10.0% 65.0% 33 DB: Production
12 12 12 OraTest] IBM BladeCenter H522V Xeon L5640 Hex Core 2.26GHz (2ch/12co) 017 017 20.0% 65.0% 33 DB: Production
13 13 13 OraTest3 1BM BladeCenter H522V Xeon X5675 Hex Core 3.06 GHz {2chf12co) 0.08 0.08 30.0%% 65.0%% 33 DB: Production
14 14 14 OraTesth IBM BladeCenter HS522V Xeon L5640 Hex Core 2. 26GHz (2ch/12co) 017 017 20.0% b5.0%5 33 DB: Production
15 15 15 PCTHCON I1BM BladeCenter H522V Xeon X5675 Hex Core 3.06 GHz (2ch/12co) 0.08 0.08 10.0% 65.0% 33 DB: Production
16 16 16 pdw-boxi IBM BladeCenter H521 XM Xeon Eb420 Quad Core 2.5GHz (2ch/8co) 1.00 1.00 10.0% 65.0% 33 DB: Production
17 17 17 PGL 1BM BladeCenter H522V Xeon X5650 Hex Core 2.66 GHz {2chf12co) 017 0.17 10.0%% 65.0%% 33 DB: Production
15 18 1 pisrdbl 40.0% 33
14 19 1 pisrdb2 50.0% 33
an 18 20 poralnx 01 I1BM BladeCenter H522V Xeon X5650 Hex Core 2.66GHz (2ch/12co) 1.00 1.00 30.0% 65.0% 33 DB: Production
a1 14 21 poralnx02 IBM BladeCenter H522V Xeon X5650 Hex Core 2.66GHz {2ch/12co) 1.00 1.00 30.0% 65.0% 33 DB: Production
2z 20 22 poralnx03 1BM BladeCenter H522V Xeon X5650 Hex Core 2.66 GHz {2chf12co) 1.00 1.00 30.0%% 65.0%% 33 DB: Production
23 21 23 PRIORITY IBM BladeCenter H522V Xeon X5650 Hex Core 2. 66GHz (2ch/12co) 017 017 10.0% b5.0%5 33 DB: Production
24 a2 24 ptm-oradbl.ext I1BM BladeCenter H522V Xeon E5649 Hex Core 2.53GHz (2ch/12co) 017 017 40.0% 65.0% 33 DB: Production
2h 23 25 qaoral IBM BladeCenter H522V Xeon E5649 Hex Core 2.53GHz (2ch/12co) 0.33 0.33 40.0% 65.0% 33 DB: Production
26 29 26 qaoralnx1 1BM BladeCenter H322V Xeon X5650 Hex Core 2.66GHz {(2ch/f12co) 017 0.17 30.0%% 65.0%% 33 DB: Production
a7 2h 27 qasrvl I1BM BladeCenter H522V Xeon X5670 Hex Core 2.93GHz (2ch/12co) 0.08 0.08 30.0% 65.0% 33 DB: Production
28 28 1 risrdbl 10.0% 33
29 29 1 risrdb2 10.0%% 33
30 26 30 saoralnx 1 IBM BladeCenter H522V Xeon X5650 Hex Core 2. 66GHz (2ch/12co) 017 017 40.0% b5.0%5 33 DB: Production
3 a7 A gtoralnx1 IBM BladeCenter H522V Xeon X5650 Hex Core 2.66GHz (2ch/f12co) 1.00 1.00 10.0% B5.0% 33 DB: Production
3z 28 32 storalnx 2 1BM BladeCenter H522V Xeon X5650 Hex Core 2.66 GHz {2chf12co) 1.00 1.00 10.0%% 65.0%% 33 DB: Production
33 29 33 storalnx 3 IBM BladeCenter H522V Xeon X5650 Hex Core 2. 66GHz (2ch/12co) 1.00 1.00 10.0% b5.0%5 33 DB: Production
34 30 34 TGL I1BM BladeCenter H522V Xeon E5649 Hex Core 2.53GHz (2ch/12co) 017 017 60.0% 65.0% 33 DB: Production
35 35 1 tisrsdb?2 15.0% 33
36 Kl 36 toralnx1 1BM BladeCenter H522V Xeon X5650 Hex Core 2.66 GHz {2chf12co) 0.67 0.67 20.0%% 65.0%% 33 DB: Production
37 32 37 pmoveZprod I1BM BladeCenter H522V Xeon E5645 Hex Core 2.4GHz (2ch/12co) 0.08 0.08 10.0% 65.0% 33 DB: Production
38 38 1 TSYS5DB2 5.0% 33
39 33 19 ttm-oradbl_ext 1BM BladeCenter H522V Xeon Eb649 Hex Core 2.53GHz (2chf12co) 017 0.17 20.0%% 65.0%% 33 DB: Production
40 34 40 pemquestpaora 1BM BladeCenter HS522V Xeon E5645 Hex Core 2. AGHr (2ch{12co) 0.33 0.33 20.0% b5.0% 33 DB: Production
1 1 1 Tmobidb 33
4z 35 a2 tsysdbal - 1.00 1.00 10.0%% 65.0%% 33 DB: Production
T e I Summary of Servers to be Conszolidated o
e e BT Servers Chips Cores Applications 5
46 36 46 TPRIORTY 36 35 172 36 0.33 0.33 10.0%% 65.0%% 33 DB: Production

© Copyright IBM Corporation 2017.
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Consolidation study: Methodology example
Total MIPS Consumed for All Servers
for 24 hours each day in 10 minute intervals
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Consolidation study: Provide accurate values!

Model Sockets Cores per Socket Processor Speed

InEl(R) Xeon(R) CPU X5650 2

 Before consolidation =————
Workload on Intel Xeon
« After consolidation |

Workload on IBM Z

b 267GHz

Fargent Busy (5

20
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Agenda

Client cases

25

© Copyright IBM Corporation 2017.



End to End consolidation project with Oracle Database: The
challenge

* Pain points in current Oracle application environment:
Current HW end of life
«  Unsecure future of current platform
. No real dual site D/R setup
«  Complex Environment
« Long Outages
Many Scheduled downtime (maintenance windows)

Future setup must support
*  High Availability
*  High Resilience
 Easyto Scale
Reduced Maintenance Hours
« Improved test Environment for Developers
Improve TCO including software, hardware, resources...
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End to End consolidation project with Oracle Database: Logical
overview
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End to End consolidation project with Oracle Database: Project

steps
Awareness Sizing Solution PoC and Pre-|| Migration || Performance
Design Production Analysis
Tests and
Capacity
o o Planning
Oracle DB and Perfomance | |Based on sizing|| Performance Data migration

Linux workshop,
first architecture
overview

data collection
and resources

estimation

and non

functional
requirements
and technical
questions...

issues solved

Migration project

with limited
downtime, tests

In
production!
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End to End consolidation project with Oracle Database: Results

* Oracle databases run smoothly with excellent response time and throughput
« Continous availability since migration

* Recent additional capacity to sustain the growth without interruption nor

migration (just add processors)

« Consolidation project is carrying on!
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Customer Success Story: L3C LLP

L3C is an UK based company offering enterprise cloud services with IBM
System Z at the core.

L3C: Consulting, Cloud, Collaboration ...

Deliver extreme reliability, security and cost.

“We bring the performance, reliability and security of the mainframe to our
partners offering dev/test, POC, Pre-Prod and production environments. Our
z/Linux is also an ideal platform to consolidate Oracle database where up to
12:1 license savings can be achieved.”

https://www.ukoug.org/2016-events/ukoug-licence-management-event/exhibition/

“Our clients want an environment that’s flexible and cost-effective while also
meeting the highest standards for reliability and security”

Lubo Cheytanov, founder and co-owner, L3C LLP
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L3C LLP — delivers reliability and cost savings to cloud customers
with IBM z Systems

by making IBM Z capabilities more
widely available

Saves customers
money

by eliminating hardware
acquisition and licensing costs

The transformation: Using an Infrastructure-as-a-Service
Reduces Customers’ (IaaS) model, IBM Business Partner L3C LLP provides the
.. robust reliability, security and affordability of a System
economlc r'_Sk z server running Linux for its cloud customers.
through an innovative “proof of Now, midsized companies can benefit from mainframe-
concept” engagement caliber services at a cost that’s sized for their business.

“System z hosting a virtualized Linux environment differentiates L3C in level and quality of service.”
—Lubo Cheynatov, founder and co-owner, L3C LLP

L3C delivers mainframe as a service with IBM z Systems : https://www.youtube.com/watch?v=NNIxxpmeG-s
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Consolidation & Open Source Software Aids
Met Office Forecasting to Save Property and Lives

Customer Value: Reduced complexity, improved uptime, capacity for
analytics, innovate with open source software for mission critical functions with
enterprise grade QoS

Success Story: Building on the previous success of consolidating Oracle from
204 x86 processor cores to only 17 IFLs, UK’s national weather service (Met
Office) runs mission critical functions on open source

Read more about this client success story:
https://www-03.ibm.com/systems/uk/references/system-z/met-office.html

‘The IBM Z platform delivers resiliency, reliability,
and it’s just a platform that we’re able to trust and
make our business depend on’. —

— Richard Lawrence, Enterprise Architect Met Office Consolidating from 204 x86 processor cores to 17 IFLs
allowed to improve the TCO and optimize the Software

o cost. Fewer physical servers means a more manageable
F@ MEt Oﬂ:“-:E Linux landscape and lower hardware lifecycle costs.
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Oracle and Linux on z Systems
IBM & Oracle working together

* Linux on System z is Oracle’s platform for the mainframe
* Oracle database 12c available on Linux on IBM Z

@ Arbooks

Oracle on LinuxONE
Experiences

Database 12 on Linux for System z

1 (
on Linux on . racle11gR2 |....
. jx on n environment for

"--‘—
Setting up Linux for Oracle DB 12c R4

e Experiences with
W Oracle 11gR2 on
Linux for System z

" Instaling Deacte 11g82 o0 Linux o
System

=41
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le Solutions on
for IBM System z

Managing m Grack: covironmest - A — J

ibm.com/redbooks
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The IBM Oracle Center (IOC) - How we can help you?

OUR MISSION
Help IBM customers to deliver integrated solutions with Oracle Software
Products on IBM Infrastructures

OUR STRENGH
Cross platform team with strong knowledge on Oracle products and a wide
network within IBM and Oracle ecosystem

* Convince : Briefings & Conferences

* Build : Architecture, Design, Sizing

* Demonstrate : Proof-of-Concept, Benchmarks
* Deliver : Publications & Workshops

COVERED PRODUCTS

* IBM Platforms (z Systems, IBM Z, Power, Total Storage)

* Oracle Technologies (Oracle DB, RAC, ASM, Dataguard)

* Oracle Applications (EBS, Siebel & OBl & OWI)

* Entry point to other on Industry Solutions (BRM, iFlex, RETEK,
* Weblogic...)

I Unified IBM / Oracle Architectures I

Contact: ioc@fr.ibm.com
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