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Megatrends in the Storage Market

Software Defined Storage
Cloud/Hybrid Cloud
Transition to Flash

(Hyper-) Converged Systems
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Bimodality in Storage oM Storage & SDI

...transformation to adapt new business models while preserving core IT operation
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IBM Storage Portfolio Q4 2017:

IBM SDS und SDI
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Software-defined Flexibility agility, efficiency and performance
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Software-defined Flexibility

Optimize Efficiency/Automation

Workloads

Service
Level
Objectives

agility, efficiency and performance

Storage Infrastructure

Infrastructur,

Virtualization

5333

EMC IBMHE HDS IBMMR

o _on Efficiency

Media

_) IBM Spectrum Computing
- pe puting

High- High- New-Gen
Computing " Analytics
p— 1
2 D |2
-
1BV 1BM 1BM
Spectrum Spectrum Spectrum
LsF Symphony Gonditor
Scale-out File Scale-out Object
~
r"- IBM Cloud
) Object Storage
= AR
BM
Spectrum

Computing



Software-define IBM Cloud Object Storage
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Hybrid Cloud/Object Storage Integration

= Tiering to the Cloud
= DS8000
= Spectrum Scale
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IBM Copy Data Management

Copy Data Management (CDM) is an IT modernization technology that focuses on
making use of existing data in a manner that is efficient, automated, scalable and
easy to use, delivering the data access that is urgently needed to transform IT.
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IBM Spectrum Copy Data Management

Software-Defined

Copy Data Management

Platform

* Discover
+ Search
+ SLA compliance

* Policy-based

* Cloud integrated
* DevOps enabled

LEVERAGE

Automated Copy
Management by
SLA

Automate
Test/Dev

Hybrid Cloud

DevOps

@000 O

Improved
Protection &
Disaster Recovery

Applications
\, J

“There’s a couple different approaches to
CDM that are out there. If you can, you don’t
want to create a whole other separate storage
silo. Because that’s not really saving you in
terms of capital savings.

The more you can do to manage data “in-
place” is really going to give you an edge up in
terms of economics.”

Laura DuBois
IDC — VP of Storage
June 10, 2015
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IBM Storage & SDI

/ Persistent Storage for Docker \

Orchestration for IBM Cloud Private,
Kubernetes and Docker Swarm

The IBM Storage solution: Ubiquity
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Preview: Cognitive Storage ManagementgigRig[zX®i(elile!
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IBM Spectrum Control Storage Insights Foundation

Storage Harmony

SaaS based Supportservice
for IBM Storage Event Feed v & Al Storage Systems

1 A
XIV_ABCD

* Inventory IBM Storage-
Systems

(X) 109439W: Node failure

« IBM Support has Access to
Logs and Performance-Data

Get Support Get Support

* Best-Practice Performance
KPIs, Comparisons

« Simple Creation and
Management of PMIRs

* Next: Cognitive Analysen
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Transition to Flash



Why Flash?

Fast
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Fast

Stable
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Much lower
Fewer
Lower
Lowered
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‘secondary
economic
benefits of flash
deployment at
Scale”

INDUSTRY DEVELOPMENTS AND MODELS
Justifying Investment in All-Flash Arrays
Eric Burgener
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The Power of All Flash Swiss Bank

Before: Today:

10x840 = %2 Rack per location
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FIaSh # FlaSh IBM Storage & SDI

Flash Storage
90us 2ms
DRAM

IBM Flashcore
Optimized for highest

performance and
durability

v
4

General Purpose,
focussed on
SW/functions

A 4

SSH" Enterprise

", High Capacity
Iash

Optimized for packaging,
capacity density, power
consumption, Parallel
Design,COST

v
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We offer differentiation...

PSS
k’:y IBM Spectrum Virtualize

FlashSystem
A9000

FlashSystem
V9000

Storwize
V7000F

Storwize
V5030F

Mid-Range Virtualizing the
DC

Mid-Range Cloud service

Simplified management providers

Full time data
reduction

Flexible consumption model

Virtualized, enterprise-class, flash-optimized, modular storage
Workloads: Cloud,

VDI, VMware

Enterprise class heterogeneous data services and selectable data
reduction

FlashSystem 900

SvC 15 .
Application acceleration

@ |IBM Spectrum Accelerate E@j IBM Spectrum Scale @

FlashSystem
A9000R

Large
deployments

Full time data
reduction

Workloads:
Mixed and
cloud

Extreme performance

Targeting database

=3 acceleration & Spectrum

Enhanced data storage functions,
economics and flexibility with
sophisticated virtualization

IBM FlashCore™ Technology Optimized

IBM Storage & SDI

Heterogeneous
IBM Power IBM Z 9

flash storage

DS8888F

Systems

Analytic class
with superior
performance

Business Enterprise

Big Data

class class

Consolidates file
and object
workloads

Business Critical, deepest integration with IBM Z, superior
performance, highest availability, Three-site/Four-site replication

Faster data and industry leading reliability

analysis
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FlashSystem 900

Optimize CapEx and OpEx with low latency, ultra-dense flash

Announcing
October 24

« 3X capacity to 180TB effective capacity with new 3D TLC
in 2U
* Inline data compression (2:1) with no performance
impact
= Next generation FlashCore technology
» High performance you can count on
= Consistent response time; latency as low as 90 microseconds

 Enhanced user experience = Dttt

= Consistency (cross-generation familiarity) ag | rerormance
= Visualization of effective capacity ofl 125w . o
« Centralized encryption key management oy
= SKLM (AES 256); backwards compatible - s
° 7_year fI aS h Wear g u arantee ( Capacity Compression Rzl\oif:1 Gompression Saving: 5 TiB
Physical Capacity Effective Capacity Capacity Provisioning
* Foundation of the entire FlashSystem family and 4x_ 96: 8 92¢ 90« 104
FlashSystem based Versastack = = =

Show Historical Chat  + ‘

20



IBM Flash Awards and Recognition

CRN

IBM FlashSystem

A9000/A9000R
2016
Top 10
Coolest Flash Products

IBM FlashSystem

900/v9000
2015
Top 10
Coolest Flash Products

IBM FlashSystem
V9000
2015
Tech Innovator Award
Runner-Up
Storage Category

Gartner

IBM FlashSystem
2014 - 2016
A Leader:
Magic Quadrant for Solid
State Arrays'

FIas N0

I SuUMMIT |

IBM FlashSystem 900
2016
Best of Show
Most Innovative Flash Memory
Enterprise Business Application

IBM Storage & SDI

STORAGE
MAGAZINE

_—=z ID( : PRODUCTS
OF THE YEAR 2015

IBM FlashSystem
2015 - 2016
A Major Player in All-
Flash Array by IDC

IBM FlashSystem V9000
2015
Product of the Year Finalist:
All-Flash Systems

MarketScape?
IBM FlashSystem 840
IBM All-Flash Arrays 2014
2014 Product of the Year Finalist:
#1 Market Share Enterprise All-Flash Storage
Canada® Systems
. }1 IBM FlashSystem
4 rophee
&4 innovation [T v] 2015
a7 France CRIP IT Innovation
Bric Forum Winner: Cloud,
m Infrastructure & Storage Category

21



Storage Media...the future in Sight IBM Storage & SDI

<o = EXPRESSS

1

rocessor TOCCSSOT A oy DRAM Memory
o o N 7 (DDR3/DDR4)
imy b PCle G2/G3 Cards
= A DIMM & m.2
Stackable Cores Cores 3 =
These thin 12 of memory can be il 8637 Drives
stacked to further boost density. PCle Via Si Oblog.com
AHCI SCSI NVMe
(SATA) (SAS) Various
6 Gbps 12 Gbps speeds
Selector Single queue =) Single queue = NVMe e
N Volatil 1 Whereas DRAM requires a tra 32 Commands* = 64 Commands‘% 54%45 Queuez . %@ %g
on-Volatile eac ell—making it big ommands’
3D XPoint™ Technolog ‘ the amount of (More and faster 888853
non-volatile 2 C SR traffic lanes)
C Tt gO aw 8 P : >;
SreystRenela CIOCR TES one : a transistos SATA Devices SAS Devices NVMe Devices

* Protocol Specification, see vendor, device or driver specific implementation notes |

High Endurance

Unlike other storage memory technologies, 3D XPoint™ Mem ory Cell
Technolo nificantly impacted by the number Each memory cell can store a single
of write cycles it can endure, making it more durable. bit of data

22
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Storage Ultility Model



Benefits

IBM Storage & SDI

The Storage Utility Offering program provides End Users with the ability to pay for storage capacity based
on their actual monthly usage, which may increase or decrease monthly.

It is designed for End Users with high rates of storage growth needing storage capacity immediately

available who can’t afford the time required to go through the procurement process each time they need to

increase capacity.

« Capacity is ready to use whenever needed
» Pay for what you use, when you use it
* Flex-up and flex-down the variable charge

» Asset title remains with IBM
* Implemented as OPEX via an IGF Lease

* Model promotes increased utilization with
decreased costs

Capacity

A

Variable capacity used

- >
Time 04
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DS8880
Family of Products




The DS8880 Family

IBM Storage & SDI

DS8884 and DS8884F
Hybrid and All-Flash Block Storage
Lowest entry cost for midrange enterprises

256 GB Cache (DRAM)

64 16Gb FICON or FCP Ports

192 High Performance or High Capacity Flash

or 768 HDD plus 96 HP/HC Flash
19" Rack

Single phase Power

DS8886 and DS8886F
Hybrid and All-Flash Block Storage
High performance for large enterprises
2 TB Cache (DRAM)

128 16Gb FICON or FCP Ports

384 High Performance or High Capacity Flash

or 1536 HDD plus 192 HP/HC Flash
19" Rack

Single / three phase Power

DS8888F
Fastest All-Flash Block Storage

Industry’s fastest T1 Subsystem
2 TB Cache (DRAM)

128 16Gb FICON or FCP Ports

768 High Performance or High Capacity
Flash

19” Rack

Three phase Power

26



DS8880 Success IBM Storage & SDI

During 1Q17, DS8000 increased leadership by 2% in the external storage market for
mainframe environments

Calculations based on data from IDC WW Quarterly Enterprise Storage Systems Tracker file, June 8, 2017 27



IEM D3daal Highlights

Bulletoroot hybrid- and /l-flash data systems, made for the cognitive business in the digital era

PERFORMANCE

4

All-flash configuration

Low latency storage to open up new business
opportunities

Up to 2.5 million IOPS

Built on Power8 platform

SYNERGY

AVAILABILITY

Deep synergy with IBM z Systems and integration
with IBM Power servers

The most robust FICON connectivity

Integration with spectrum control, spectrum
virtualize, GDPS and OpenStack

Thin provisioning for maximum utilization and
reclamation of capacity from deleted data *

SupET PAY SECURITY

o
) 4

Self-encrypted flash drives

Key Interoperability Management
Protocol (KMIP)

Syslog protocol

More than six 9’s availability

Flexible replication (IBM FlashCopy, Metro Mirror,
Global Mirror, Metro/Global Mirror, Global Copy &
Multiple Target Peer-to-Peer Remote Copy (MT-PPRC)
3-site replication

EFFICIENCY

o
v

/ Intuitive graphical user interface (GUI)
Innovative DS8880 advanced function license packages

RESTful and OpenStack APIs to move critical workloads
between private & public cloud environments
Three-phase power support for DS8888 and now
optional on the DS8886

Highlighted in BOLD new features of the DS8880 Release
8.1-Thin Provisioning ESE on CKD as Flash Copy Target for DS8884 and
DS8886
Small Extents as Flash Copy Target on CKD and FB for DS8884 and
DS8886



DS8880 Flash Configurations

Manage business data growth with up to 3.75x more flash capacity in the same physical space for storage

DS8884F DS8886F DS8888F

44 HPFE
Gen2 4

Gerd 10 « DS8884F

G| + 192 Flash Drives

LA L | ' | + 64 FICON/FCP ports
“ i i + 256GB cache memory
all I ) mdam - DS8884F

- i (P + 384 Flash Drives

= | + 128 FICON/FCP ports
z s ELEPEE) + 2TB cache memory

“’ - DS8888F AR
Ii » 768 Flash Drives

E | ([ lelae sl || [ el ta | [ftetaoetate + 128 FICON/FCP ports
’ + 2TB cache memory

29



zHyperLink™ delivers extreme data
access acceleration

Metro Mirror Primary
IBM Z Storage Subsystem

Local HyperSwap™ and long distance
asynchronous replication provide the

best combination of performance, high
availability and disaster recovery

zHyperLink <150m’ C
Adapter S
HyperSwap

Metro Mirror
Secondary
Btorage Subsystem

IBM DS8880

< 150m’

zHyperLink §

»
S
=
js3
o

Adapter

IBM DS8880

1zHyperLink™ point to point connections should be lower than 150m

2The initial release of zHyperLink will only support read 10

IBM Storage & SDI

zHyperLink? provides
real value:

Dramatically accelerates the
read access to data with less
than 20us response time;
this represents a 10x
improvement compared to
High-performance FICON
(zHPF)

Cuts the elapsed time of DB2
transaction in half without
requiring application changes

30



Transparent Cloud Tiering for DS8880

Transparent Cloud Tiering improves business efficiency and flexibility while reducing capital and operating
expenses with direct data transfer from DS8880 to hybrid cloud environments for simplified data archiving
operations on IBM Z

On-premises or Off-
premises as a service

Migration?

Off-premises as a

Transparent X
service

Cloud Tiering

On-premises as object
storage target?

IBM Z IBM DS8880

" Migration based on age of data

2 For development and testing environments on this first release.



IBM St & SDI
Just how much CPU? o

CPU consumed to
migrate a 5 GB data set

o N A~ OO

CPU Seconds
mML2 mCloud

* Disclaimer: Based on projections and/or measurements completed in a controlled EC12 environment.
Results will vary by customer based on individual workload, configuration and software levels.

CPU Efficiency Estimator Tool

Uses SMF Type240 records . .
Available at : ftp://public.dhe.ibm.com/eserver/zseries/zos/DF SMS/HSM/zTCT © Copyright IBM Corporation 2017 32




Save the Date: DS8000 Userday Fall 2017

Date: 16. November 2017, 10:30 — 17:30
Location: IBM Kelsterbach
Audience: Kunden, Prospects, BP, IBMer

vIBM DS8880 Release 8.3 Deep Dives
v"Hyperlink
vTCT
v'Performance

v'Roadmap Session
v'Abendveranstaltung
v'TS7700 Userday, 17. November

IBM Storage & SDI
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The future of Tape



Some facts...real facts... IBM Storage & SDI

still the cheapest way to store data
The only technology to keep pace with projected data growth

Relative Costs of Different Platforms
Datenwachstum und Storagetechnologie

&_ Technology Challenges:

Areal Density Slow Down

HDD Exabyte Outlook:
CAGR 35%

e
Demand creating
opportunity for
differentiation

e)
Disk: 40%-50% pa . — 20% pa

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022

Disk ====Data Growth Tape



IBM Lab Ruschlikon: Tape-Technology Demonstration
August 2017

Areal recording density :
201 Gblin?

20x TS1155 areal density

- 330 TB cartridge capacity

Cost advantage of tape will continue to grow!



Why Tape...

Use Case....

IBM Storage & SDI

Cost

Performance (single Stream, Scalability)
Security

Capacity / Floorspace

Roadmap

Archive of ,Content-Rich” Data
Big Data / Much Data

Scientific / Engineering Data, Video, CCTYV,
TV, Automotive

Cold Data
Unstructured Data / NAS (Never Access Storay

Data Protection / Backup
Last Line of Defense (Sicherfeit)

Backup/Restore of big
capacities (Performance)



IBM Tape Drive History and Roadmap

ULTRIUM

LTO Generations

New Format
Capacity
(Native)

Other Format

Capacities (Native)

Native Data Rate

TS1100
Generations

New Format
Capacity (Native)

Other Format
Capacities (Native)

Native Data Rate

LTO-5 LTO-6
2.5TB (L6)
1.5TB (L5)
800 GB (L4) 1.5TB (L5)
(400 GB L3 R/O) (800 GB L4 R/O)
140 MB/s 160 MB/s
2010 2013
2008 2011 2014
TS1130 TS1140 TS1150
10 TB (JD)
4TB (JC) 7TB (JC)
1 TB (JB) 1.6TB (IB)
640 GB (JA)
700 GB (JB) 1 TB (JB) 4TB (JC)
500 GB (JA) 700 GB (JB)
300 GB (JA) (All JA R/O)
160 MB/s = 250 MB/s 360 MB/s

LTO-7

6 TB (L7)
2.5TB (L6)

(1.5 TB L5 R/O)

300 MB/s

2015

2017
TS1155

15 TB (JD)

7 TB (JC)
4 TB read only (JC)

360 MB/s

LTO-8

12.0TB

6 TB (L7)

Up to 360 MB/s

2017

TS1160

18-20TB (JE)
15-17 TB (JD)
10-12 TB (JC)

10 TB (JD)
7 TB (JC)
47TB (JC)

Up to 500 MB/s

LTO-9
Up to 25 TB (L9)

Up to 12 TB (L8)
(6 TB L7 R/O)

Up to 708 MB/s

TS1165 TS1170

~30 TB (JE)
15-17 TB (JD)
10-12 TB (JC)

30-40 TB (JE)

TBD 18-20 TB (JE)
15-17 TB (JD)

10-12 TB (JC)

Up to 1000
MB/s

Up to 500 MB/s



IBM Spectrum Archive

Linear Tape File System (LTFS)

Tape usable like a ,, USB-Stick*
» Tape as a file system
* For Single-Drive and Library

New Use Cases for Tape with LTFS
» Simple Archiving to Tape
» Data Transfer/Exchange

Products:
» Single Drive: LTFS SE (free)
» Library Version: LTFS LE (free)
* Integrated into Spectrum Scale: LTFS EE
= Spectrum Scale & Spectrum Archive

(2 24BAABLS_MOVIES_LTFS Ll=Ed
i Fle FEdit View Favorites Tools Help &
e Back v -d |_f!3 ';H Search ﬁz‘i Folders ' Address ‘b \\)43250m30la‘mainz.da.\bm.comvtfsmzfé\zzul Go J
Folders X Name < Type Size | O
@ Desktop @Heistﬁu.mpg WLC media file {.mpg) 6.223KB 1!
) My Documents | &) 1BMSmarterPlanet_FamilyDinner.mp4 MP4 File 13.391K8 2
' My Computer |£)18Msmarterpianet_FolowThatPil.mo4 MP4 File 13.799K8 2
=] ij My Network Places |£]IBM5martarPIanat_HomeSwaeﬂ—iome.mp4 MP4 File 9.271KB 2
a B Entire Network @ ibm-why-no-fiying-cars-why-why-why.mov  QuickTime Movie L570KE 1!
@ f’ Microsoft Terminal Services
= € Microsaft Windows Network
i+ .}fg Workgroup
= % Unknown
<J %3250-m3-013.mainz.de, ibm, com
e Itfsmz4
=] 298AABL5S-MOVIES_LTFS
[C3) 249AABL5-MORE_MOVIES_LTFS
T ltfsuser
2 Printers and Faxes
Web Client Metwark
2 "Web Sites on MSM
#l Recycle Bin
@ Lotus Quickr
a My Bluetooth Places
5 temp
) test
(€] m £

Policies for Data Distribution, Tiering, Migration to the Cloud




Thank You.

IBM Storage & SD/,
277,
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