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Virtualization in your dally life

= |deas!?

Bathroom Sharing

Q

Money and virtual Money?

=> Sharing ,,a few"“ real resources with ,,many“ users
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Type 1 Hypervisor

TYPE [ VCS

Page 25
VIRTUAL ’ ‘UIHTUAL
) MACHINE BARE WMACHINE
MACHINE
- VMM ——r _ _
' A Type 1 Virtual Machine
Monitor runs as part of the
1 Kernel
VIRTUAL
MACHINE
TYPE I VCS

EXTENDED

MACHINE

EXTENDED
MACHINE

environment running a

time-shared program. The

EM evolved into a modern
OS Process.

~N
“Extended Machine” is the

J
\
MACHINE . .
VMM A Type Il Virtual Machine
Monitor runs as a standard
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FIGURE 2-4 TYPE I vs TYPE II VCS
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Software Interpretation

* EXECUTION
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Hypervisors and Virtualization for z Systems

PR/SM-LPARs

HARDWARE S \
-~ EXPLOITATION

* Virtualization capabilities built into the system

* PR/SM manages and virtualizes all the installed and enabled system resources as a single large
SMP system

» Full sharing of the installed resources with high efficiency and very low overhead
» High scalability with support for up to 40 (for z13s) or 85 (for z13) logical partitions
* IBM Dynamic Partition Manager simplifies management experience

» Ensured workload separation based on highest EAL5+ security certification

zIVM
vQ.4 (previ

T L
m

HEE EHIEm OE EEE |

IBM Wave for z/VM

* Enables extreme scalability, security and efficiency creating cost savings opportunities

» Ease Migration with upgrade in place infrastructure provides a seamless migration path from

previous z/VM releases (z/VM 6.2 and z/VM 6.3) to the latest version

* Operational improvements by enhancing z/VM to provide ease of use
* Improved SCSI support for guest attachment of disk and other peripherals, and hypervisor

attachment of disk drives

* IBM Wave for z/VM simplifies the management of virtual Linux servers from a single user

interface

* Provides the foundation for cognitive computing on z Systems

KVM on z Systems
vli.1l.1

ARV M

» Support new analytics workloads with Single Instruction Multiple Data (SIMD) for competitive

advantage

* Deliver higher compute capacity with support for Simultaneous Multithreading (SMT) to meet

new business requirements

* RAS support enhanced for problem determination and high availability setup to reduce
down time and quickly react to business needs

» Secure and protect business data with Crypto exploitation

© 2016 IBM Corporation
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PR/SM and DPM
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PR/SM or LPAR Hypervisor

= 'Processor Resource/System Manager' (PR/SM) and 'LPAR hypervisor' are commonly used
synonymously.

= However the 'LPAR Hypervisor' is the program itself and 'PR/SM' is the facility of the whole

= S0 PR/SM aka LPAR hypervisor is a Type-1 Hypervisor that manages logical partitions:
- Each partition owns a defined amount of physical storage

Strictly no storage shared across partitions

No virtual storage management / paging done by LPAR hypervisor

Zone relocation lets each partition start at address 0

CPUs may be dedicated to a partition or may be shared by multiple partitions

I/0O channels may be dedicated to a partition or may be shared by multiple partitions (Multiple image
facility, MIF)

- Each LPAR has its own architecture mode (ESA/390 or z/Architecture)
« PR/SM is shipped with z Systems (considered as part of the firmware)

« PR/SM was initially introduced in 1988 with the IBM 3090 processors
= Beginning with z990, the PR/SM is always loaded (no Basic Mode anymore)

= Separation of logical partitions is considered as good as having each partition on a separate
physical machine (Evaluation Assurance Level 5)

11 N ==, —
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Dynamic Partition Manager (DPM) — At a Glance

FIE

Initial focus on First In
Enterprise (FIE) customers
with support for existing
clients in a later stage.

Simplification

Provide simplified, consumable,
enhanced Partition life-cycle
and integrated dynamic I/O
management capabilities.

Linux only

A CPC running in DPM mode is
Linux only. No z/OS, z/VM,
zVSE, zTPF support in Stage 1.
FCP Storage only.

DPM Mode

A CPC can be in non-DPM mode
or DPM mode. Enable DPM
mode with first IML.

Cloud “DPM provides simplified z Systems hardware and
Provides the technology virtual infrastructure management including integrated
foundation that enables laaS dynamic I/O management for FIE customers that run
and secure, private Clouds. KVM on z as a hypervisor and/or Linux on z as a

Partition-hosted operating system.”

© 2016 IBM Corporation
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Partition and |I/O device management at the
HMC

* Linux partitions or KVM partitions correspond to
LPARs under standard PR/SM

» Supports only Linux and Linux based hypervisors

 Creation of I/O Configuration Data Set (IOCDS) is
“‘under the covers”

— Supports dynamic updates of I/O

« Hardware and operating system message displays
are unchanged

* Problem determination and maintenance continues
to exist on the System Element (SE)

« On/Off Capacity on Demand (OOCoD) and
Customer Initiated Upgrade (CIU) supported for
Linux

15
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How DPM helps in a new Linux Environment

JCP ICPO70I SERRCH FOR '*ICF' TO FIND EACH IOCF MESSRGE

ID M5G1="ICDFO0",M5G2="5¥51.ICDF00 - 2014-07-22 16:18°', =
- S t d PR/SM . HW SYSTEM= (2828, 1), LSYSTEM=P0O08B&57T, *
RESCURCE PARTITICN=((CS35(0), (Z051,2), (ZVM1,1), (*,3), (*,4), (*, 5%
Z yS emS an reqUIre a ].I".SJ.(".7],[".-3].I‘.S‘].["fm.(".3].(".C].I",D].(*.El.*
d f t (*;FJ:),t555(1);E*.ZLJ;(".ZJ;(‘,SJ:(‘AJ;E*.SJ;(‘,GJ.(".TJ"
eriniuon A A A e L AN A W T L L S
PCHID=160,TYPE=FC
. CHPID ?H=(C55(0],25],SHARED,PRRTITION=((ZOSl,ZVMl],(=]], *
= Dynam IC IO - One Of the key CHPID PAT,IZIEEE’(ET?E;?(,:E?E;RED,PARTI'[‘IDN=( (ZOS1,2ZVM1), (=)}, *
. . PCHIDX161,TYPE=FC
differentiator of the platform would be CHPID EATH- (885 (0) 26)  SHARED, BARTITION- (2081, 20t1), (), *
PCHID=11
. CHPID PATH= ,F8) ,SHARED, PARTITICN=( (ZOS51,ZVM1), (=)), *
n ICe CHPID PATH=(CS5(0) ,E_??ngD,PRRTITION=( (ZOS1,ZVHL), (<)), *
PCHID=104,TYPE=RSD
CNTLUNIT CUNUMBR=0030,PRTH=((C55(0),F8)),UNIT=0SA
- - T =3 = BER= =
= Havi ng the opt|0n to have a GUI- LT CONUMIEC00s0. PRTRN( (G50 0y wer) OHTooga T Ok
ICDEVICE ADDRESS=(070,064), UNITADD=00,CUNUMER=(0070) , UNIT=CSA
based administration e MLTADD= (00, 0331 7, CUADD R, UNTTo2108
ICDEVICE ARDDRESS=(300,032), CUNUMBR=(0300),STADET=Y, UNIT=3330
CNTLUNIT CUNUMER=0320,PATH=((C55(0\25,26)), *
. . . UNITADD=( (00,032)),CUADD=2,UNIX=2105
L[] T =3 > > = BER= = =" *
| Ove rcome the preJ ud Ice : Z IS Old IODEV leizggggs (320,032), UNITADD=00,QUNUMBR=(0320) , STADET=Y,
. CNTLUNIT CUNUMBR=0340,FATH=((C55(0),25,26N , *
school and com pl icated ODEVICE ADDRESS= (340 052) . UNTAPD00, CONGMBRS (0340) , STADET=Y, *
CNI‘LUNE?L‘IIEISE';QI;R=OSGO,PATH=( (C55(0),25,26)), *
= Everything is scripted (that's why we TonsICE ooRESae (550,48 RETRD oo (036 :
UNIT=3330
need GUIs ;-)) e T (oo (o) 2z :
ICDEVICE RDDRESS=(320,032),UNITADD=00,CUNUMBR=(0380) , STRADEY=Y,
UNIT=3330
CNTLUNIT CUNUMER=0400,FATH=((C55(0),25,26)),
UNITADD=( (00,032)),CUADD=A,UNIT=2105
ICDEVICE RADDRESS=(400,032), CUNUMBR=(0400), STADET=Y, UNIT=3330
short version: No Texteditor
required to get started, dynamic 10 available
18 <. == e, =1 © 2016 I1BM Corporation
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How DPM looks like

m New Partition - new_server_1

General

Status

Processors
Memory
Network
Storage
Accekrators
Cryptos
Boot

Controls

Relled Tasks
System Details
Marage Adapters
Menitor System

=

- Gereral

Name: | mew_sener1

Description:

R —

Pantition 1D || Genermie automat ically
[] Reserve msourss o snsue they e ausisble when the parilion & started 2

- Slalus

Peceplable sialuses:
v Bclive

] starting

(] Teminaed

(] status check

- Processors

Processorfype: @ Central Processor (OF) () Imegratzd Facilty for Lins (IFL)
Processor mode: @ Shard () Dedicated

Processoms

Processing weight:

an JL
w0 L verhgn
o |l Hen
w0 L meaun
ao 4L vow

[] Enforce weight capping 2
[] Enorce sbsolue processor capping &)

Mumbe ref processors ([0.01-255.0): l:l

] Stepped
] Stepping
[] Paused
] Communicatiors not active

Processoms

[] Degrackd
[] Reseration eror

Shared Pocessoms

-- Entitied (3)
W Decicated (B
W rew_server
W @

Active Processing Weighls

Virlual Phys cal-400.00% ()

W serert
Wzcoudb

[Htmec40 |
W zkvmz |

[ mesers

[_ETlE]

Il e serve
W =TSMserver
[ tmes40

W vavesen
[ zkvmios

B zkvm230

oK. Carcel Hep
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& Q 3 Systems Management > Z13S
Partitions | Topology | Monitor
] Welcome
B [{ systems Management I @ j':*,j‘ "?‘ ‘j =4 @‘ Jf' (v | Fiter ) ‘ l Tasks v ” Views: Puritscher v I
210
Memory Procassor Network os os )
~ o -
713 S.. J s J pa & J i J cs " J Utiization J Utiization J Na.. J e J S & J o
B ziss [0 & tmecao & Active 4 20| 1% || 0% | TMcca zvMm 6.30- 1601  ZVM 6.3 + RACF +Openstack (CMA)
[[& unmanaged systems
; [ & waveserv W Active 1 g0 ] 8% || 0% | ZLIN104 Linux 31262 sks12sp1 wth IBM Wave for VM
Ensemble Management
i 0 & zxioudb & Active 4 w0 [ 100% || o% | zvmew zvm 6.40 Z/VM IESP + RACF +Openstack
‘¥ Custom Groups
7 & zomios B Active 1 320 0% || 0% | ZKVM105 KVMIBM  1.1.4 KVM tests with crypto (EP11). TSM client. RoCE ...
R HMC Management &
M |8 zomex W Active 2 o[ 0% ][ o% | test KVM automated install (master workshop system)
35 Service Management =
7 & zomzat & stopped 2 5.0 ZKVM2xx created by Web API.
Tasks Index z
0 & zomesz & stopped 2 5.0 ZKVM2xx created by Web API.
M & zumeas & stopped 2 80 ZKVMzix created by Web API.
0 | & zomess @ Stopped 2 8.0 ZKVM2xx created by Web API.
[ & zumass & stopped 2 8.0 ZKVM2xx created by Web AP,
E O & zoumzss & stopped 2 8.0 ZKVM2xx created by Web API.
7 & zomaar & stopped 2 80 ZKVM2xx created by Web AP,
M & zomess & Stopped 2 8.0 ZKVMaxx created by Web API.
7 & somast & Active 2 so [ _o% ||[ o% | ZKVM2x created by Web API.
[0 & zumeaz @ Active 2 so[ _o%w [ o% | ZKVM2xx created by Web AP
T & zemzso @ stopped 2 8.0 ZKVM2xx created by Web AP,
0 & zinote B Active 2 so [ 1% ][ o%w | Linux 31262 sks12spl
™ & zintor @ Active 1 so[ _o% [ o% | ubuntu 16,10
0 & zinto2 & Active 1 so[ 0% |[ 0% | Linux 3100 rhel7u2 (demoan only)
(| é zhawork 0 Stopped 1 8.0 zinstallsarver VLAN 1747
[0 & zrsmsarver @ Active 1 20 [ 1% || 0% | zKvMios Linux 30.101 TSM server sks11sp3
7 & ameso @ Stopped 4 200 ZUMs40  ZVM 6.40 Z/VM ESP install test
} | MaxPagaSi=fsco | | Total22 Fitarad: 22 Sakctad:0

20 © 2016 IBM Corporation
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@3 Partition Details - zTSMserver

General — v Storage
Status HBAs
Controls @ |% = G : E Actions Search :i .
Processors Mame ~  WWPHN Type Adapter Name Device Card Type Description
Memory Mumber
Metwork ] i Cos07sD7D2000019  FCP SAN-A 7000 FICOM
ExpressiGs

Storage

] e Cos07eD70200001A  FCP SAN-B 7i00  FICON
Accelerators Expressi6s
Cryptos
Boot

Related Tasks
Stop

System Details
Manage Adapters = Accelerators
Monitor System

Total: 2 Selected: 0

Accelerator Virtual Functions

21
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@ Partition Details - zTSMserver

General
Status
Controls
Processors

Memory

Metwork

Storage
Accelerators
Cryptos

Boot

Related Tasks

Stop

System Details
Manage Adapters
Monitor System

C

- Metwaork
MICs
@ ':.; =2 ﬁ E Actions Search _;
D MHame « | Type Adapter Name Adapter Device Card Type Description
Port Mumber
11} demalan OSA DemolLAN 0 EADD (OSA-ExpressSs
1000Base-T
[:I intranet OS5A Intranet i ECO0 OSA-Expressss
1000Base-T
Total: 2 Selected: 0
e Storage
HBAs
Ok Apply Cancel Help

R
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§6% Partition Details - zkvm230

Integrated Facility for Linux (IFL)

Shared Processors

General — « Processors
Status Processortype: (@ Central Processor (CP)
Processor mode: (@ Shared Dedicated
Controls
+ Processors:
Processors it
m 3 | - 2 :
Memory ! 2 4 5 5
Network
Storage

Accelerators

Processors
e ---Entitled ®
5 B Dedicated @
: B zkvm230
2 B Shared @
1
0

Virtual/Physical:375.00% (2)

Il zkvm230
B zloudb

B tmec40

B vaveserv
zlin102
Il zlin101

Active Processing Weights

Cryptos
P + Processing weight: ®
Boot saai g
E 900 o = Very High
700 =~ High
500 -~ Medum
300 () Low
100 —— Very Low
| - -
) o0 O
[[] Enforce weightcapping ®
[[] Enforce absolute processorcapping @
Haluind Tasks Number of processors (0.01-255.0): | 1
Stop
System Details Manage Processor Sharing
Manage Adapters
Monitor System -« Memory

B zkvm230
B zTSMserver
[ tmec40

B vaveserv
[ zkvm105
[l zloudb

OK Apply Cancel

Help
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_@ Partition Details - zTSMserver

General = = Boot

Status Boot from: | Storage Devies (SAN)

Controls HEA Storage Device(SAN)

Processors Metwork Server{PXE)
E:" ALY
FTF sarvar -
Memory
Hame| Hardware Management Consok removablke media cription
Metwork
|53 Image
Storage @ =n Mone
Accelerators () =anb C0s0 760 702000014 7100
Cryptos
Boot
i
ee—————————
Total: 2 Selkected: 1
« Target WWPHN 5005076303000 5AA
« Target LUN 4000400 B00000000
Boot program sslector (0-30); a
Related Tasks
Stop Boot record ogical block address:
System Details 05 lad parameters:
Manage Adapters
Monitor System

24
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m New Partition

General — = Processors
Status Processor type: () Central Processor (CP) (@) Integrated Facility for Linux (IFL)
Processor mode: (@ Shared () Dedicated
Processors
Memory + Processors: Processors Shared Processors
LW ————————) Ertited @ Virtual/Physical:4.76% ()
Network E SERRAUEE L R 7 b
& [ Dedicated (2
50
Storage % [ Easy
20
Accelerators % W shared @
10
Cryptos o
Boot ®
+ Processing weight: Active Processing Weights
Controls
[ Easy
E e I Quick
High
Medium
Low
Very Low
[] Enforce weight capping ®
|:| Enforce absolute processor capping @
Number of processors (0.01-255.0): I:]
Related Tasks
System Details
Manage Adapters
Monitor System =~ Memory
®
25 © 2016 IBM Corporation
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IBM z/\VM Hypervisor

« Z/VM Is the product name of a Type-1 Hypervisor

« ZIVM
« Virtualizes the architecture:

= Guests definitions are completely virtual (and do not necessarily be
consistent with physical HW)

= Support DASD and FCP

= Offers the possibility to choose the solution with the largest convenience
factor

« SSI Clustering for increased avaialbility
« Integration into GDPS

= Since z990 (with the removal of the Basic Mode), z/VM always runs either
In an LPAR or nested on another z/VM systems

27 ¢ o =y —y A~ © 2016 IBM Corporation
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z/VM Version 6 Release 3
Making Room to Grow Your Business

Product General January 14 March 13

Availability / 13 2 oM ST and June 26 January 14
z zlsandz an . ; dynamic PDR
support for Enhancements Scalability Multl VSW'tCh. migration

Link Aggregation :

zEDC Announcement Support Available SIMD support
Express Available
and 10GbE Feb 13
ROCE September 15
Express Base z13 RACH
Available, suppor
ey Available prorated Core 2IVM6.4 GA
Pooling

See

zINVM 6.1

zINNM 6.3

28 ¢ e
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System Programmer & Management Capability

» Upgrade In Place migration enhancements

—Upgrade In Place migration was introduced in z/VM 6.3

— Enhanced to allow migration to z/VM 6.4 from
» z/VM 6.2 or z/VM 6.3 (but not both at same time in cluster)
« Supports migration for clustered or non-clustered systems

33 < o ‘: = N ‘F*\ et NE : © 2016 IBM Corporation
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KVM
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KVM Overview

« KVM (Kernel Virtual Machine) is a Linux kernel-based hypervisor

= Developed and maintained by Avi Kivity / Qumranet,
recently acquired by Red Hat

« KVM turns the Kernel into a hypervisor by loading a kernel module and opening a
device node. The main parts of KVM are:
» Kernel module kvm.ko
» Hardware specific modules
» Device node /dev/kvm (to create/run VMs from userspace with a set of ioctl()s)
= Virtual machines (or guests or domains) appear as normal Linux processes and
integrate seamlessly into the rest of Linux
= AVM has its own memory, that is separated from the user space process

= Virtual CPUs are not scheduled on it's own (vVCPUs are realized as Linux threads,
and are still scheduled by the Linux Kernel process scheduler)

« In full virtualization mode it's possible to run multiple unmodified guest OSes in
parallel, with each having private virtual hardware (network, disk, graphics etc.)

= Exploits 'SIE' hardware instruction on z Systems

35 ¢ o : X Y © 2016 IBM Corporation
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KVM for z Systems

In addition to z/VM, IBM supports a Kernel-based
Virtual Machine (KVM) offering for z Systems that
hosts Linux on z Systems guest virtual machines.

¢ The KVM can be installed on z Systems processors.

¢ The KVM offering co-exists with z/VVM virtualization
environments, z/OS, Linux on z Systems, z/VSE and z/TPF.

¢ The KVM offering is optimized for the z Systems architecture g A HAE
and provides standard Linux and KVM interfaces for operational S g A E E
control of the environment. §
— Enterprises will be enabled to easily integrate Linux servers KVM

into their existing infrastructure and cloud offerings. _
LPARs (PR/SM™

* All statements regarding IBM's future direction and intent are subjegisto
represent goals and objectives only. Any reliance on tStateme
36 and will not create liability or obligatign for IBM.» % =

Nehl— d:

1\~
.— R

change®or, withdrawal without notice; and L?

4 gﬂg tion isat the relyiy's'Fo({’P,ibs_t‘O .
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Qemu/KVM Component Diagram
[

1
®

= - ..
§'8< ngJ 7 5 S
0 E £% iy ) &%
2El (& E
e
OE (@]
I§ T

virsh; virt-manager (via libvirt)

»
»
»
»

<
<

<

<

Linux Ker File System & Block devices
Physical Drivers ...

I
Kernel
mode

37 ¢ e
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Virtualization VS. Containers

ontainer

Container

oS
Hypervisor
HW
=*|nfrastructure oriented: =Service oriented:
= coming from servers, now . ication- i
virtualized application-centric
L = solution decomposed
» several applications per server P
. . |
= isolation DevOps
: . ration tween th f
» Separation between tenants tsee,?;n? ons between the apps of a
39 < o = =2 N X“A - © 2016 IBM Corporation
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Docker and Containers

« Docker in general offers different ways
to access the Linux Kernel and
software resources that allows to
constitute and form Containers:

o libvirt

. Systemd-nspawn
. Ixc and

« libcontainer

« The recently introduced 'libcontainer
library — Dockers own way to access
these resources, like namespaces and

cgroups — seems to prevail and to
become accepted.

Docker

Lo

libvirt Ixc

L

Linux

libcontainer

|

systemd-
nspawn

|

cgroups  namespaces  netlink

selinux

capabilities apparmor

netfilter

40
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z Systems: connecting data and transaction to Hybrid clouds

*docker
openstack:
nedes NGIUX

Hybrid Cloud

N\
n *’"docker

openstack &
nede:l NGIUX

ww |BM Cloudant®

laaS

BaasS

Model Interaction DataSource / Connectors

[B] [ ovensouce [ S Transactions,

< DB2 Data
Others

LoopBack Application
(micro service)

Others

41 © 2016 IBM Corporation
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Workload Orchestration

| 1
OpenShift ||Cloud Foundry| | i Den|
Red Hat SUSE, Ubuntu ! I MeD oyment
1
Platform . _ | VMware IBM ' anagement
i BlueMix (Public) \| VRealize Cloud |
as-a-Service (Based on Cloud Foundry) | _ 1 | Chef Ansible
IBM ' Automation ||Orchestrator |,
1
I ' ] I'| Puppet || SaltStack
! Container Management '
OpensStack i !
' Urb
Infrastructure Nova || Neutron | | Cinder | | | Lxc || Juju Crogg
as-a-Service | T \ | Docker | | Kubernetes | | Mesos ! Deploy
Trove ! LXD
""""""" | :
SLES Ubuntu RHEL
Virtual
Infrastructure
zIVM KVM for IBM z
PR/SM
Physical
Infrastructure \ Ee?end(; o 1BM
. elivered by
~~ Switches B B

42
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Summary
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Architecture of a pservice Based Solution

Systems of

— SptSe S¢ Spr‘IQZ

bw ‘ Spark

IBM API Connect

Enterprise Node.js Analytics

B2

Flight Credit Hotel Traffic
Information Card

Tweets Transaction Database

IBM Cloudant MongoDB
noSQL DBaa$ noSQL !

Weather

Points of interest
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Showing 85 flights from January 6 2014 between 7:30 and 8:00 — 15 Cancelled

Why LinuxONE

In 2014, there were nearly 850 Million US Airline passengers or ~
2.3 millions passengers per day.

On a bad travel day, an average user could generate ~20 page loads
with each page load generating ~100 web events.
This drives a server volume of ~ 4.6 billion web events per day!

Transactio
n DB
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Things to Remember

»HW-accelerated virtualization
—integrates into the existing world
—efficient, secure, scalable
—large benefits in current

environemnts (consolidation,
efficiency) and future (M1 services,
highly scalable, on requirement)

=Choices:
—take what ever is suited best
« What is standard in your IT

« What provides the best match to the requirementg
* Or both

—Remember: OR, not XOR

46
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