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= z Systems — Virtualization

= Virtualization
= Other Hyperv
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Linux on z Systems - z/VM

Hardware

i
s

e
s

-
b

R
-
i
it i

i
.
i
-
o



Server Virtualization Terms

Logical Partition
* Also called an LPAR,

virtual machine, or VM or
guest (z/VM,KVM)

* Runs an operating system
such as z/0S, Linux,
TPF, z/VSE, AlX, IBM i,
Windows, Solaris

Hypervisor

* “Virtualization” software
« Divides real computing into logical computers or LPARs
* Referred to as “PR/SM” on z Systems

Computer Memory

Logical Logical Logical
Partition Partition Partition Virtual
Machines
or
or or or Guests
Virtual Virtual Virtual :
Machine Machine Machine Hypervisor
Hypervisor
Hardware

Ethernet

Memory Virtualization
* Dedicated to an PR/SM LPAR

» Shared by guests within
z/VM & KVM

27 | evel Hypervisor

* Run an Hypervisor inside
of an LPAR

* Provides unique features
* Example: z/VM

1/0 Virtualization — Provided by
* Hypervisor (VMware)

* I/O owning LPAR (PowerVM, Xen)
* Direct hardware virtualization (z)
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Virtualization

Linux on z Systems - z/VM




Virtualization
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» Controls the physical system resources and dedicates them to virtual machines.

» Controls and handles processes of virtual machines which are critical to physical hardware

Isolation of virtual machines
» Switching (context switching) between virtual machines (e.g., exits, time slicing..

)

Supervisor

Supervisor

Q)

Supervisor

Q)

Supervisor

Hypervisor
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Important Terms Concerning Virtualization

= Kernel (Privileged) Mode and User Mode

— Kernel Mode provides full access to system resources. It is the mode of the

operating system which administers and dedicates physical system resources.
— User Mode provides restricted access to system resources (e.g., applications)

— Privileged instructions can only be executed within Kernel Mode

— Sensitive instructions invoke critical hardware areas

= Privileged and Non-Privileged instructions
= Sensitive and Non-Sensitive instructions

Non-Privileged

Non-Privileged

Privileged

Application

Operating

System
Hypervisor

Non-Privileged

Privileged

Application

Operating
System
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Server Virtualization Approaches
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Hardware partitioning subdivides a server into fractions, each of which can run an OS

Hypervisors use a thin layer of code to achieve fine-grained, dynamic resource sharing
Type 1 hypervisors with high efficiency and availability will become dominant for servers
Type 2 hypervisors will be mainly for clients where host OS integration is desirable




Type 1 Hypervisor

Virtual Computer Systems. PhD thesis, National
Technical Information Service, February 1973.

Goldberg, R. Architectural Principles for
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Monitor runs as a standard

OS Process
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~<__ ATypell Virtual Machine
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|
WIRTUAL

MACHINE

TYPE I vs TYPE II VCS

FIGURE 2-4




Software Interpretation

o _ Goldberg, R. Architectural Principles for
Virtual Computer Systems. PhD thesis, National
Technical Information Service, February 1973.

Page 23
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SOFTWARE —— REAL MACHINE ——— : :
ATERRETATION — Non-Virtualized
DXECUTION e \_ J
4 N\
SOFTWARE VIRTUAL MACHINE

INTERPRETATION ™~ e -- - KVM, VMware, Xen,
DIRECT | ... < PowerVM, z/NM

EXECUTION \ j
SOFTWARE HVM ) 4 )
INTERPRETATION ~~"— 1~~~ ~——~— 17
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by hardware. Therefore breaks in isolation will be in VMM

IS en

Mode

Guest Mode
Ring 0/Root Mode

irtual Machine Monitor

Vv
runs in

Ring 3/Guest Mode
Root Mode

User Space runs in
OS runs in Ring 0/Guest

coding errors or Guest privilege escalations.

Hardware Support

*&tht %»mv

e
e
aa
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Isolation of guests from each other and from VMM



Trap and Emulate

Virt Mach * VM runs in user mode

L «—| ¢ All privileged instructions

A cause traps

ST

PrivOp > : -

L Trap Hyperws_or PrivOp

emulation code

Examples CP-67, VM/370
Benefits Runs unmodified OS
Issues Substantial overhead

Translate, Trap, and Emulate

Virt Mach * VM runs in user mode
L . ° Some IA-32 instructions must
A be replaced with trap ops
ST
TrapOp > - -
L Trap Hyperwspr PrivOp
emulation code

Examples VMware workstation
Benefits Runs unmodified, translated OS
Issues May have some substantial overhead

Hypervisor Calls (“Paravirtualization”)

pirtivach * VM runs in normal modes
L +«—| * OS in VM calls hypervisor
A in case of critical Syscalls
ST
Hcall > .
L Call Hyper\(lsor

service
Examples POWER Hypervisor, Xen&KVM (optional),

HP Integrity VM

Direct Hardware Virtualization

. * VM runs in normal modes
Virt Mach - HW does most of the virtualization
L . —1* SIE arch — set architecture of VM,
A provide status, translation & assists)
ST » Hypervisor provides control
PrivO *)1_> : *) ONLY for some
L p( Exit H\;F::";‘i’;or {:())ntrol instructions,
executed rather
infrequent
Examples PR/SM, z/VM (also use hypervisor calls)

for a some functional enhancements

Benefits High efficiency depending of _ _ o
Hypervisor code + eventual HW support Benefits Highest efficiency depending on HW/ucode
Issues OS-Kernel must be modified to issue Hcalls. support. Runs unmodified OS
OS & Hypervisor levels must be in sync Issues Requires HW & ucode support




SR-IOV

Dedicated Adapter

(No Virtualization)

Adapter Shared
Through Intermediary

Natively Shared Adapter

Graphic Depiction

....lll‘-‘

>,

Intermediary Role

‘III»

Configuration

None

Virtualizes physical I/O by intervening on
configuration and data transfer operations

Manages assignment of Virtual Resources by
intervening on configuration operations

Operation Path

)

Data Transfer

Sl direct to Adapter

VI serves as proxy
(Sl to VI; VI to Adapter)

VI serves as proxy
(Sl to VI; VI to Adapter)

Operation Path

Sl direct to Adapter

VI serves as proxy
(Sl to VI; VI to Adapter)

Sl direct to Adapter




SR-IOV in virtual systems

SR-I0V

0S

0S

OS || OS

Hyperviso|pevice
Virtualizes I/{ Driver

I
Storage
Adapter

Sillle
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VF: Virtual function
PF: Physical function

How does it work?

without SR-IOV the hypervisor creates
virtual 1O-adapter which impacts on
performance

with SR-IOV this work is done by the
adapter itself

|IO-devices have physical functions,
each with virtual functions; virtual
functions are mapped to a guest system
of the hypervisor

*via a special device driver the guest can
directly adress the VF of an adapter
without the support of the hypervisor
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VMware Virtual Infrastructure

physical:
320 logical CPU
Consolidated
6 TB RAM Backup
g uest: VirtualCenter Management Server
512vms, 4096vCPU
64-way Virtual SMP
1TB guest memory
Features: _
Unified GUI ESX Servers
VMotion (guest & storage)
DRS
HA
Update Manager
DPM
SRM

Enterprise Servers

Enterprise Storage

Enterprise Network
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Parent
Partition

Hyper-V - Architecture

Child Partitions

physical

320 log. CPU
4 TB RAM
1024vms,

Processes
WMI Provider

2048vCPU

guest
64 vCPUs

1TB

Xen-Enabled
Linux Kernel

Windows Server

VM Service
Windows

S
@)
L
>
S
()
Q
>
L

Aware OS

VSC

Windows

VSP

Windows
Kernel

Hypercall Adapter

Emulation
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Xen

Virtual Machine

Virtual Machi Virtual Machine

Virtual Machine Host Server

ly
paravirtualization

imari
Full virtualization

Pr

Unmodified 08
[ M5 Windows |

Paravirtualized OS
| MetWare |

Paravirtualized OS5
[ Linux |

® ©

NetWare
Kemel

o

1

WM Mgt
Application
{intemal)

|

possible
Citrix uses Xen as

strategic platform

physical

supported

fromn Vi)

Virtual 10 Path

=~
a
o
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E
=

Virtual 1O Path

{Virtual Machine Monitor)

msar

XEN Hype

Direct 1O Path

160 log. CPU

1TB

v

-

500/650* guests

guests

5
£
i

: o

@
1=
=
(]
a
=
™
=
a
=
£
o

5
Hardware

10 & Platform Devi

(Disk, LAN, USE, BMC,

16/32* vCPU

192 GB

IPMI, ACPI, etc.)

* Windows/Linux
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KVM-Architecture

Included in Linux kernel since 2006, maintained by

ty

iINUX securi

the community, utilizes L
Runs Linux, Windows and other operating system

lable

Ivers aval

guests, paravirtualized dr

Advanced features

User

VM

|

User

VM

KVM

User

VM

|

ion

t

ive migra

L

Memory page sharing

Linux

Hardware

in provisioning

PCI Pass-through

Th
physical

no limited number of guests

160 log. CPU
guests

4 1B

160 vCPU

4TB

m




The Market from a Gardner Perspective

VMware @

Microsoft @)

Oracle .

Parallels @
Citrix @
Red Hat @)

Huawei @)

ABILITY TO EXECUTE

COMPLETENESS OF VISION > As of July 2014
Source: Gartner (July 2014)
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Virtualization

Linux on z Systems - z/VM

z Systems




Basic Direct HW virtualization — transparent to applications/OS

Program
Instruction
stream

High
Frequency
Control
Instructions
that require
“emulation’
modifications

Instruction Instructions

(establish L
Interpretation Controls

architecture)

Load, Store,
Add, Move, etc.

Ucode
Firmware

High perform
Instruction
Interpretation
Handling

Start Subchannel, Test
Subchannel, etc.

|

Interception

Guest Jeaves
SIE

Modify
Subchannel
instruction,
etc.

z Systems with SIE

(Start Interpretive Instruction Execution)

*z Systems runs ALWAYS in PR/SM-LPAR
mode under SIE

*LPAR is the “only” game in town,

meaning performance items and other
functionalities is developed accordingly

ZVM invokes SIE to run VM’s
(SIE under SIE)

* Efficient for performance - and new
version of OS and Hypervisor

Positioning of z Systems & Intel/AMD

= z Systems:

the requirement for the underlying HW
supportis NOT an issue for z Systems, -
since the basic z Systems Architecture & HW
design has implemented this for “decades”.

= Intel and AMD

is developing some virtualization HW support
based on a similar structure like the SIE
architecture as it was externally documented
25 years ago.

The amount of HW and SIE assist
functionalities are seemingly rather limited at
this point.




z/0OS — Application Virtualization
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z/0S

LPAR

=)

zAAP

zliP

zliP

zAAP.

Network

/o

z Systems Hardware

CcP

= “Multiple Virtual Storage” (MVS) was the old name for z/OS

» Multiple applications and middleware instances per z/OS system

— Benefits from proximity between components — performance, simplicity, reliability

= Multiple z/OS instances (LPARs) per CEC (box)

= Networking between LPARs with Hipersockets (<------5)
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z/VM Virtual Machines

Guests

Service Machines

lar to daemons)
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z/VM Control Program
z Systems Hardware
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Lin
ux on z Systems — Server Virtualization
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KVM — Tech Preview on z Systems

« KVM on z Systems (s390x)
- Allows Linux hosted and Linux based virtual machines in LPARs
« KVM supports nested virtualization (Intel, AMD)
« KVM provides parity to XEN
* Include virtio-blk-data-plane (QEMU)

- High-performance code path for I/O requests from KVM guests
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acceleration, otherwise QEMU is required to perform emulation steps.

When the target architecture is the same as the host architecture,

KVM is a Linux kernel module that allows a user space program
QEMU can make use of KVM particular features such as

access to hardware virtualization features of various processor

KVM just provide an interface /dev/kvm to set up VMs.
architectures.

KVM means “Kernel-based Virtual Machine”

KVM - Kernel-based Virtual Machine
KVM is no emulator itself.
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dia.org/wiki/Qemu

wikipe

t http//en

iaa

d

ikipe

W

hardware components needed to create a VM (network card,

storage, ...)

relies on dynamic binary translation to achieve a reasonable speed
* various

while being easy to port to new host CPU architectures.
QEMU uses KVM as an accelerator to access hardware features.

QEMU stands for » Quick EMUIator« and is a processor emulator that
QEMU does /0O, KVM does CPU, memory and interrupt controller.

» CPUs, even for different architectures.

QEMU emulates

KVM - QEMU
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Wikipedia at http://en.wikipedia.org/wiki/Libvirt

managing platform virtualization. It can be used to manage Linux KVM,
It runs on host servers and provides remote management "access to libvirt"

Xen, VMware ESX, QEMU and other virtualization technologies. These
The virsh command shell is the command line interface for managing guest

The libvirtd deamon is the server side daemon component of the libvirt
domains. It is an interactive shell and batch scriptable tool.

APls are widely used in Orchestration Layer for Hypervisors in the
virtualization management system.

libvirt is an open source API, daemon and management tool for
development of a cloud based solution.

A directory for configuration data and operational state of VMs

libvirt provides:

KVM - libvirt
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KVM - The big picture

Guest OS
virtual
machine

Guest OS
virtual
machine

Kernel parmline needs an additional parameter

Add 'switch amode=on' to kernel cmdline
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Containers

What is a Container

. An isolated user space within a running Linux OS
. Shared kernel across containers

. Direct device access

. All packages and data in an isolated run-time, saved as a
filesystem.

. Resource management implemented with cgroups

un

. Resource isolation through namespaces

S
5
G
5
o
5
5
5
5
5
5
5
5
5
5
5
5
5
i

L
]
o

e R e i
e s e s e *? s ” SR
i b

b b
R



T
o
: R

i

-
-
i
2

s
L
-

e
S

| ]

|
R
e
e
B
SR
e

app

Containers

-
HHiH

s
na
b
R

0OS kernel
container host

app
-
REE
T
s
-

container
P
L
e
B
S

REE
-
.
i

2

.

e
s
e

i

o
s

i
R

ICe orien

e
G
R

solution decomposed

application-centric
DevOps

Serv

i
i
o
o
e

i

i

R

i

s
i
2

P

Eh
-
i

i
.
o
S

£

R

=
=
i

=
o

i

R
L
i

i

i

=
i

SERnEE
L
-
it
T

i
.
4&

-
=

VS.

s ————————
OS kernel

e
o
P
i
B

i

i
i

P

Eh
-
i

, how
SR
e
s
e
e
s

i
=
2

=
o

i

o
.
o

P
e
e
i
e

¢¢

I

e
e

it

e
.

e

i

SEREE
e
T
i
w¢

R

from servers

i
i
i
i
i

A
-
i
o
.

o
s
o

app
e e
OS kernel

-
HHH

Virtualization

P
-
I

.
it
e

.
e

-
HHH

2
=
o

s
o

i

coming

virtualized
several applications per server

.
R

B

¢¢¢¢
pa

i
i




Virtualization and Containers

Virtual machine separation
between tenants

V|r’FuaI|zat|on management for container
infrastructure
Isolation Docker host more virtual
. een - _ _ server instances:
Containers within one tenant virtual server: tenant more tenants

Container efficiency

Docker management and Hypervisor
ecosystem
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Docker Engine

Build

A portable, lightweight application runtime and packaging

tool built on top of kernel container primitives

Docker Engine

. Open source project
. Supported on every major Linux distro (MS Windows in 2015)
. Client-server architecture with daemon deployed on physical or virtual host

. Uses Linux kernel cgroups and namespaces for process resource management and isolation

. Uses copy-on-write filesystem for git-like image change management




Docker Terminology

. Image - layered file system where each layer references the layer
below

. Dockerfile — build script that defines:
- an existing image as the starting point

- a set of instructions to augment that image (each of
which results in a new layer in the file system

- meta-data such as the ports exposed

- the command to execute when the image is run
. Container — runtime instance of an image plus a read/write layer

container

image

bootfs (Kernel)
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Docker Orchestration

Docker Machine $ machine create
. Provision Docker daemon onto hosts

. Common CLI for all Docker hosts ? e
. 10 integrations, including AWS, VMware... \ﬂ S ==

Local VMs Public cloud Private cloud

Docker Swarm
. Cluster Docker hosts into a single pool

. Schedule Docker container workloads based on
resource availability

=

docker

us-west us-east

Docker Compose I
. Define multi-container distributed apps ===| — s dockerup —»
. Control all containers via single command S




Docker Hub
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z System’s Extreme Virtualization
Built into the architecture not an “add on” feature

— Docker Containers

} Second Level Guest

— First Level Guest via LPAR




A Brief History of IBM and Virtualization

IBM has more than 45 years of experience in server virtualization.
Virtualization was originally developed to make better use of critical hardware.
Hardware support for virtualization has been critical to its adoption.

KVM on z Systems
SOoD*

PowerKVM

IBM increases
KVM investment

Red Hat buys Qumranet

1 1 1 | 1 n‘!-
KVM goes upstream ;
_ 1 1 1 1 1
IBM starts KVM investment J
1 1 1 | 1 1
Red Hat starts KVM investment

Intel adds x86 hardware virtualization
| | | | | | | 1

Virtualization on POWER - LPARs, PowerVM

Virtualization on IBM mainframes — CP/CMS, VM/370, VM/ESA, z/VM

1967 1997 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

* All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, | 4
and represent goals and objectives only. Any reliance on these Statements of General Direction is at the relying
party's sole risk and will not create liability or obligation for IBM.
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BCP: Base Control Program

CBU: Capacity Backup

CEC: Central Electronics Complex

CF: Coupling Facility

CHPID: Channel Path ID

CICS: Customer Information Control System
CP: Central Processor

CSE: Cross System Extensions

CUoD: Capacity Upgrade on Demand
DASD: Direct Access Storage Device
DCSS: Discontiguous Shared Storage
ESCON: Enterprise System Connection
ETR: External Time Reference

FICON: Fibre Connection

FICON-E: Fibre Connection Express
FSP: Flexible Service Processor

GDPS: Geographically Dispersed Parallel Sysplex

HMC: Hardware Management Console
HSA: Hardware System Area

ICB: Integrated Cluster Bus

ISC: Inter Systems Channel

ICF: Internal Coupling Facility

IFL: Integrated Facility for Linux

IMS: Information Management System
ISPF: Interactive System Productivity Facility

A list of terms...

JES: Job Entry Subsystem

LCSS: Logical Channel Sub-system

LIC: Licensed Internal Code

LPAR: Logical Partition

MBA: Memory Bus Adapter

MCM: Multi-Chip Module

MIF: Multi-lmage Facility

MQ: Message Queuing

NIC: Network Interface Card

OSA: Open Systems Adapter

PPRC: Peer to Peer Remote Copy

PR/SM: Processor Resource/Systems Manager
PU: Processor Unit

RACF: Resource Access Control Facility
RMF: Resource Measurement Facility

SAP: System Assist Processor

SE: Support Element

STI: Self Timed Interface

STP: Server Time Protocol

TSO: Time Sharing Option

VIPA: Virtual IP Address

VM: Virtual machine

XRC: Extended Remote Copy

zAAP: zSeries Application Assist Processor
zIlIP: zSeries Integrated Information Processor




