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OpenStack is a global collaboration of developers & cloud computing 

technologists working to produce an ubiquitous Infrastructure as a Service 

(IaaS) open source cloud computing platform for public & private clouds. 

The OpenStack Foundation – Exponential Ecosystem Growth

Platinum Sponsors Gold Sponsors
APR
2012

OCT
2013150 

Contributors

2600 Individuals

1021 

Contributors

12000+ Individuals

Exponential growth in 1 YR
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OpenStack Ecosystem at a glance. 

Area Infrastructure Mgmt Monitoring Orchestration 

open source

Infrastructure and Automation (Orchestration) have more investments,  most hardware companies shifting 
strategically to Openstack.  Hybrid management and Orchestration is emerging as a strong use case. 

Hybrid 
Management
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Cloud Taxonomy

IaaS

PaaS

SaaS

Networking

Storage

Servers

Virtualization

OS

Middleware

Runtime

Data

Applications

Infrastructure is programmatic
you are responsible for OS on up

Runtime / Middleware programmatic
you are responsible for application
and data on top

Application and logic provided by
vendor, some programmability may

be provided
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Cloud Taxonomy - OpenStack

PaaS

SaaS

OS

Middleware

Runtime

Data

Applications

Runtime / Middleware programmatic
you are responsible for application
and data on top

Application and logic provided by
vendor, some programmability may
be provided

IaaS

Networking

Storage

Servers

Virtualization

Infrastructure is programmatic
you are responsible for OS on up
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OpenStack Project Objectives

Mission: 
Create an ubiquitous open source 

cloud computing platform that is  
simple to implement and massively 
scalable

Open - All code is Apache 2 licensed

Simple - Architecture is Modular

Scalable – Massive scale Design 
Goals:

• 1 Million Physical machines, 
60 Million VMs

• Billions of Objects stored

A vibrant ecosystem around the main pillars of 
compute, network and storage. Most major 

vendors already on board, lots of new smaller 
companies gaining traction. 
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OpenStack Compute
Provision and manage large networks of virtual 

machines

OpenStack Projects Cover Many Aspects of IaaS Solutions 

9

Nova

Object Storage
Scalable, redundant http-based put/get object 

store
Swift

Block Storage
Block storage service, create/clone/manage 

volumes
Cinder

Network
Network-connectivity-as-a-service, provision 

and manage L2 networks
Quantum

Identity
Unified authentication system, integrates with 

existing systems
Keystone

Imaging Service
Image registration and (optional) storage

Glance

Dashboard
End-user self-service portal and administrative 

interface
Horizon

Monitoring / Metering
Extendable statistics and metering service

Ceilometer

Orchestration
Combines resources into a running cloud stack

Heat
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OpenStack being deployed broadly

Public Sector *Telecom/Media Retail

Financial Services

* OpenStack becoming table 
stakes for solutions in US 
Public Sector
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New!

Objectives

IBM joins the new OpenStack 
Foundation as Platinum 
Sponsor

• OpenStack is an Infrastructure as a Service (IaaS) cloud computing project that is free open 
source software released under the terms of the Apache License. 

• Managed by the OpenStack Foundation, a non-profit corporate entity established in September 
2012

• More than 150 companies have joined the project among which are AMD, Intel, Canonical, 
SUSE Linux, Red Hat, Cisco, Dell, HP, IBM, NEC, VMware and Yahoo

• It is portable software, but is mostly developed and used on the Linux operating system.

Cloud Computing 
Reference Architecture 

(CCRA)

Cloud Standards
Customer Council

(CSCC)

LinkedData, 
OSLC

TOSCA

Openstack –
Platinum 
sponsor

Openstack – Industry Accepted IaaS Cloud Computing Model

http://en.wikipedia.org/wiki/OpenStack



© 2014 IBM Corporation

System z - Participation in OpenStack

zManagerz/VM

Compute (Nova)
Storage (Cinder)
Network (Quantum)
Provision and 
manage virtual 
resources such as 
servers, networking, 
and storage.

Direct Hypervisor 
Integration
System z support 
(z/VM followed by 
zManager) being 
added to OpenStack, 
in the same manner 
as other hypervisors

FSMPower VM VMwarekvm Hyper-VXen

Cloud Management Application
(including SmartCloud technologies)

Multi-TenantSelf-Service

Billing and Charge-backServices Catalog

http://openstack.org/
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OpenStack Storage-related Components

Object Storage
Scalable, redundant http-based put/get object 

store
Swift

Block Storage
Block storage service, create/clone/manage 

volumes
Cinder

Imaging Service
Image registration and (optional) storage

Glance

OpenStack Compute
Provision and manage large networks of virtual 

machines
Nova

Store Image Files 
(optional)

B
a

c
k
u
p

 
(o

p
ti
o
n
a

l)

Convert
Volume ←→ Image
Store Image Files (optional)

Store Images

Store Image Files 
(optional)

Volume
Provisioning

OpenStack Terminology:
Images: Virtual machine (VM) templates
Instances: VMs created from Images
Volumes: Block storage for Instances
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Cinder – Block Storage Architecture

Nova Compute

Instance Instance

Local StorageStorage Controller

iSCSI target

LVM

Legend
Persistent volume control                          Image control
Persistent volume data Image data

Cinder Cinder

� Enables persistent data store for VMs
– Nova instance disks are ephemeral, deleted when the instance is deleted

– Cinder volume lifecycle is independent of VM

� Supports creating, attaching, detaching, deleting etc. volumes
– Volumes are primarily, but not limited to Block storage in the back-end

• (also NAS, File Systems)

� Supports space-efficient snapshots, cloning (full copy) and backup (early support)
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Why using IBM Storage for OpenStack (1/2)?

� XIV

– Very easy to install

• XIV itself as well as OpenStack driver

– XIV dense packaging well suited for storage-intense cloud

– All storage is deployed automatically with complete 

automation

• Direct attached to VM node

– Supports iSCSI + FC attachment

� SVC/Storwize

– Only Storage solution that supports fully transparent 
live storage migration in OpenStack Havana

• No interaction with the host required

– All advanced Storwize features are supported and exposed 

to the Cinder ecosystem

• Real-time compression, EasyTier

– Supports iSCSI + FC attachment

http://www.youtube.com/watch?v=cwt1n6s83mQ
http://www.youtube.com/watch?v=JWMm6-zwrMw

http://www.youtube.com/watch?v=RgAYTUNrWe0
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Why using IBM Storage for OpenStack (2/2)?

� GPFS
– Single scale-out dataplane for the entire 

datacenter

– Volumes & Snapshots are files in the unified 

namespace

– Localizes & optimizes all volume operations

• Snapshots & Clones are mapped to space-
efficient and high-performant GPFS clone 
operations

– Supports per-Volume replication levels

– Glance integration

• VM instantiation is copy-on-write (COW)

• Volume ←→ Image conversion is COW

– File system features

• Volume auto-formatting and -labeling

– Transparent migration support

• Between GPFS pools or GPFS-nodes

– Supports all enterprise GPFS features

• FPO, de-clustered parity (GNR), policy-based 
ILM/HSM, Tape support

GPFS NSD Servers / SAN

GPFS GPFS GPFS

GPFS: Enterprise Shared File System for storing
Compute images, Volumes, Objects, Files

OpenStack Controller and Compute Nodes

http://www.youtube.com/watch?v=q-O-VPs0K8w
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Cloud computing service Layers

Infrastructure as a Service

Platform as a Service

High Volume

Transactions

Software as a Service

Servers Networking Storage

Middleware

Collaboration

Business 
Processes

CRM/ERP/HR

Industry 
Applications

Data Center 
Fabric

Shared virtualized, dynamic provisioning

Database

Web 2.0 Application
Runtime

Java
Runtime

Development
Tooling

User

= smaller 
costs VIRTUALIZATION +STANDARDIZATION AUTOMATION+ higher 

flexibility
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IBM SmartCloud Orchestrator

Solution benefits

� Accelerate deployment of cloud services using reusable workload 
patterns and IT process automation

• Self-service portal allows for selection of cloud services 
from a predefined menu of offerings

• Intuitive graphical orchestrator  helps compose and 
customize workflows quickly and easily

� Deliver interoperable open cloud services with support for open 
standards

� Governance Services (OSLC support)
• Eases coordination of complex tasks and worklflows, 

leveraging existing skills, processes and tools
� Platform Services (TOSCA Support)
• Simplifies deployment and lifecycle management of 

middleware and application patterns
� Infrastructure Services (OpenStack Support)
• Provides support for highly flexible, scalable infrastructure 

on heterogeneous resources

� Extensibility
• Pre-built images, patterns, process / configuration 

automation through the Cloud Marketplace
• Take advantage of patterns built for IBM’s PureApplication

System

� Measure the cost of cloud services,  keep track of cloud service

health, perform capacity management of the cloud resources 

Reduce IT costs and accelerate delivery of business applications with an open and extensible orchestration 
platform that fully automates the delivery of IT services in a cloud environment

Capabilities

• Cloud Orchestration
• Provisioning
• Usage & Accounting  / Metering
• Monitoring 
• Capacity Management 

Continuous delivery pipeline
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Software Defined Systems - spans across all 
domains for maximum agility & efficiency

Software 
Defined 
Storage

Software
Defined

Compute

Software
Defined

Networks

IBM 
Compute

IBM 
Storage

IBM 
Network

IBM Platform Resource Scheduler

Software Defined 

Compute
• Hypervisor choice

• Leadership performance 

and scalability

• Rich virtualization feature 

set

Software Defined Storage
• Advanced tiering, migration, 

and compression services

• Leadership storage 

virtualization

• Elastic storage software for 

massive scalability

Software Defined 
Networks

• Multi-platform network 

virtualization

• OpenFlow and 

OpenDaylight enabled

• Unify control across virtual 

switches and fabrics

Resource Smart 

Software
• Policy based scheduling 

• Intelligent placement and 

migration of workloads

• Balance workload demand 

with infrastructure supply
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IBM is enabling clients to take advantage of a broad ecosystem built on 
open standards

IBM OpenStack Platform

IBM Contributions

HEAT Orchestration

OpenStack IaaS APIs

TOSCA

Nova Swift Cinder

Drivers DriversDrivers

Nova

Drivers

IBM Unique Value

IBM OpenStack Platform

IBM Contributions

HEAT Orchestration

OpenStack IaaS APIs

TOSCA

Nova Swift Cinder

Drivers DriversDrivers

Nova

Drivers

IBM Unique Value

� Enables choice through open 

standards at the component, 

management and application layers

� OpenStack applications and TOSCA 

patterns can program and exploit 

software defined infrastructure 

through standard APIs

� Infrastructure management is 

performed through OpenStack

� Provides access to a broad range of 

capabilities

� Choice of IBM and industry 
hypervisors, platforms and storage

� A wide range of network fabrics and 
network services through OpenStack

� 209 companies participating in 
OpenStack community
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Simplified: Software Defined Environment in action

SDE fully integrates IT infrastructure across resource domains to maximize 
utilization, ensure compliance and decrease administration costs

BEFORE

Software Defined Environment

AFTER

StorageNetwork

Compute Continuous Optimization

+
+

+

+
+

+

+
+

+

+
+

+

Application 

Aware 

Policy

Compute

�IT silos and costly specialization

�Slow and manual 

�Reactive administration

�Fully integrated management

�Rapid, repeatable and automated 

�Proactive administration

Policy

Policy
Policy

Policy

Increasing Automation



© 2014 IBM Corporation

Getting started with Software Defined Environments: 
Workload Lifecycle Management

� Today – flexible but static

− Static cloud resources tied to application processes

− Infrastructure SLAs manually defined and baked into 

patterns

− Infrastructure patterns not workload aware and not 

easily managed over the lifecycle of a workload

� Tomorrow – lean and agile

– Capture full-stack environment configurations in code

– Version and incrementally manage environment 
changes throughout the application lifecycle

– Simplified patterns driven by workload policies to 
automatically adjust underlying infrastructure to 
achieve SLAs

– Manage configurations in one place for the full 
workload stack

Making it easy to dynamically provision new application environments

IBM OpenStack Platform

IBM Platform Resource Scheduler

Resource Abstraction & Optimization

Cinde
r/

Swift

Nova Neutron

IBM 
Drivers

IBM 
Drivers

IBM 
Drivers

IBM 
Compute

IBM 
Storage

IBM 
Network

Application & Infrastructure Patterns

Workload definition, Optimization, & Orchestration

SmartCloud Orchestrator

IBM UrbanCode
Deploy

Environment 
Development Toolkit

Policies

Policies
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Getting started with Software Defined Environments: 
SmartCloud Orchestrator

� Service Orchestration 

– Manage the IT service lifecycle for applications

– Graphical orchestrator helps compose and 

customize services

– Pre-built integrations with common services

� Workload orchestration

– TOSCA pattern based workload aware 

placement, optimization and operation

– A rich set of ready to use automation packages

– Image lifecycle management

� Resource orchestration

– Control compute, storage and network across 

the enterprise and Cloud

Enabling workloads to be managed across the lifecycle

IBM OpenStack Platform

IBM Platform Resource Scheduler

Resource Abstraction & Optimization

Cinde
r/

Swift

Nova Neutron

IBM 
Drivers

IBM 
Drivers

IBM 
Drivers

IBM 
Compute

IBM 
Storage

IBM 
Network

Workload definition, 
Optimization, & Orchestration

Application & Infrastructure Patterns

Resource Inventory
Monitoring and 
Reporting
Optimization Events

Compute Patterns 
Workload-Contexts 
Service Level Policy



© 2014 IBM Corporation34

LPAR

z/VM

LinuxLinuxLinuxLinux

zHCP

CP

SMAPIDirMaint

z/VM member

LinuxLinuxLinuxLinux

zHCP

CP

SMAPIDirMaint™ C
program
API Linux VMCP

LPAR

LinuxLinuxLinuxLinux

zHCP
SMAPIDirMaint

z/VM member (SSI)

LinuxLinuxLinuxLinux

zHCP

CP

SMAPIDirMaint

C
program
API

Linux VMCP

Linux

xCAT MN

SSH

SSH

zHCP:
System z Hardware Control Point
(one per z/VM member)
Runs as privileged VM guest and 
manages other VMs via SMAPI
and CP

xCAT MN:
Management Node
(single instance)
Central management server 
running on Linux as normal guest
Can run on Linux on z or other 
platform

(xCAT – eXtreme Cloud Administration Toolkit)

Cloud Computing with xCAT on z/VM: Cloud Computing with xCAT on z/VM

CLI

Web GUI

System z (z/VM) architecture for cloud with 

OpenStack using xCAT
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Summary – IBM Storage is Driving Innovation 
with OpenStack

“Managing IBM Storwize V7000
Storage with OpenStack”

http://www.youtube.com/watch?v=JWMm6-zwrMw

IBM is a leading contributor to OpenStack in general and to Cinder 
in particular

Storage products that are OpenStack-ready:
•IBM XIV
•IBM Storwize family
•IBM DS8000
•IBM Tivoli Storage Manager
•IBM General Parallel File System

Industry-leading features accessible through OpenStack

“OpenStack volume migration 
and IBM Storwize systems”

http://www.youtube.com/watch?v=cwt1n6s83mQ

“Roark Hilomen - IBM Edge 2013”
http://www.youtube.com/watch?v=E7xFGNtpUK0

“IBM Storage leadership
and value for OpenStack”

http://www.youtube.com/watch?v=vulTbfn3PZM
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Who’s using OpenStack?

40
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PayPal Uses OpenStack

• Processed more than $26,000 in mobile 
payments every minute in 2012

• OpenStack runs thousands of VMs to support 
their self-service developer model

• Internal team manages deployment and 
operations, using OpenStack Compute, 
Storage & Shared Services

“We needed agility without 
sacrificing availability. By 
leveraging the collective 

innovation of the OpenStack
community, we can develop 
and grow our private cloud 

much quicker without having 
to reinvent anything.”

Saran Mandair, senior director of 
PayPal infrastructure engineering 
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CERN Uses OpenStack

• Large Hardron Collider tracks 4 million 
collisions/sec, out of which it selects 200 
complex images to store/sec

• Building out a 50,000 core OpenStack farm to 
handle

“We record 40 Mbytes per 
second each 6 months, 

adding to the currently store of 
around 140 PB today”

Randall Sonie, research scientist, 
University of Victoria
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Questions?

IBM Deutschland  Research
& Development GmbH 
Schönaicher Strasse 220
71032 Böblingen, Germany

Office: +49 (0)7031-16-3796
mildw@de.ibm.com

Wilhelm Mild

IBM Executive IT Architect
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Trademarks

Notes:  

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual throughput that any 

user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the 
workload processed.  Therefore, no assurance can  be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here. 

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of  the manner in which some customers have used IBM products and the results they may have 

achieved.  Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States.  IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to 
change without notice.  Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements.  IBM has not tested those products and cannot confirm the 
performance, compatibility, or any other claims related to non-IBM products.  Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.

Prices subject to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your geography.

* Registered trademarks of IBM Corporation

The following are trademarks or registered trademarks of other companies.

* All other products may be trademarks or registered trademarks of their respective companies.

Adobe, the Adobe logo, PostScript, and the PostScript logo are either registered trademarks or trademarks of Adobe Systems Incorporated in the United States, and/or other countries.
Cell Broadband Engine is a trademark of Sony Computer Entertainment, Inc. in the United States, other countries, or both and is used under license there from. 
Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both. 
Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.
InfiniBand is a trademark and service mark of the InfiniBand Trade Association.
Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of Intel 
Corporation or its subsidiaries in the United States and other countries.
UNIX is a registered trademark of The Open Group in the United States and other countries. 
Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both. 
ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office.
IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency, which is now part of the Office of Government Commerce. 

The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.
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