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Types of disasters

g L
Computer Failure, Corrupted
Data, Labor lssues, Logt
Data, Medical Bmergendes,
Network Failure, Software
Brors

Bomb Threat, Bomb Hast, Bological Attack, Chamical
Silly Attack, Civil Unred, Cormputer Virus BVP,

Epionage Hacking, Human Bror, Legal lssues Logic
Bomb, Sabotage, Theit, Tarrorism, Workplace Violence

Blackouts Brownouts, Burst Fipe, Bvironmental Hazards,
Epidamic, Bvacutation, Halon Discharge, HVAC Failure,
WAN/ ISP Failure, Power Surge, Power Grid Failure, Sorirkler
System Discharge, Trangportation Disruptions,

Earthquakes, Bectrica Sorms, Fre, Hooding, Hurricanes, Lighting,
Tornadoes, Tsunami, Volcano, Wind Sorm, Winter sorms,

© 2012 IBM Corporation



Objectives for Disaster Recovery

Following Objectives are the same for Systems and Storage
eMinimize time of outage

Minimize affected systems in case of a disaster

eMinimize effort for a restart

Required knowledge in case of a DR:

*Special Communication hardware for the DR case — to avoid
busy lines from users

eDocumentation of DR Process
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Identify RTO, RPO und NRO

[T
Y

Failure Upand rumning
¥

- RTO - - RPO |-
Recovery Time Objective (RTO) Recovery Point Objective (RPO)
What time difference can be between Failure and a What is the toleration for data loss?

total productional run level ?
RPO = “0” means, NULL data loss acceptable

RPO = “5”” means, data loss in last 5 min acceptable

TREND: RPO =0

Network Recovery Objective (NRO)

Time requirements for network availability.
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Major discussion areas

» Possible Systems affected
—Type of systems, relation, how many systems participate in
the DR scenario

» System positions — Geographically
—Distance between them for data mirroring

= Connectivity and attachments
—Ability to replace each other w/o application/user
adjustments

» Separation of Data Stores
—Logical connected data should reside on same side

= Network topology
—Types of networks to be interconnected

= Operating Systems and application Landscape
—Application execution based on operating systems
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= functions as a logical subset to the Business Continuity Planning (BCP)
process.

= DRP process ensures continuity of operations in the event of a wide
variety of disaster scenarios.

= |T operations handles DRP and BCP functions as a closely coupled
process.

» The published DRP is typically an IT focused plan
—designed to provide continuity of:
« operations for applications,
« databases,
* system,
* networks,
* telephony,
« staft,
* supporting infrastructure (power, cooling, space).
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The Business impact analysis (BIA)

» |T Resource relation and priorities for DR
= Consider all environments

= Prioritize based on business importance

- Identify Outage Impacts and Develop Recovery
Identify Critical IT Resources Allowable Outage Times Priorities
Input from users, Process: 2.Time and Attendance Reporting e ik Recovery
business process Priarity
OWNEers, 30 Max Allowable
application Critical Business Prooess  Critical Resources Outage Impact «LAN Server  High
winara, and ather 1. Payroll Processing LAN S Gritioe! B Haurs = gm ..;iman I!_.Hadlum
i s * erver Resources S * E-mal i
associated groups g Eima and Attendance * WAN Access ”E:L‘;‘.J";:;::::Eing x Mainframe High
eporting % E-mail S LAN Sarvmt sl Access
i 2 = Imability to ; :
5 ETLTr: Ili:l.:tendance IE:;;E: A x WAN Access |:|enr'f::|r‘rfn!r rautine ittty L
i * E-mail payroll .
: E;;T:‘:::rfl sl ]| Swow * Mainframe operations
: Access % Delay in payrall
* E-mail Server processing
XXX
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Example of the Business Impact Analysis process
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Disaster Recovery Site - §
IBM Storage System

Metro Mirr

Flashcopy:

=minimal interruption,

= immediate access to
source and target

= feature available for
System z and the open
system servers
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Disaster Recovery automation

(TPC) TalStorage Productivity Center
for Replication
Tivoli Flashcopy Manager

Production
Environment
IBM Storage Syste
+ TCP/IP _
ESS, DS6000, DS8000 + CICS _ Backup
+ VTAM Environment
+ COBOL
+ VTAM
+ VSAM + VSAM
" (+ DB2 VSE) (+ DB2 VSE)
A
Flashcopy 2/ VM

l Systelh z

( offline backup process)
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Enterprise Storage
— DR Mirroring methods and the ‘Peer to Peer Remote Copy’ (Mirroring)

Weh interface and command
System z System p T
line interface
UNIX

Intel-based

]

=Global Mirror
= Recovery point objective (RPO) 3-5 sec
= asynchronously (long distances)
= forms a consistency group at a regular interval
=uses periodic Flashcopy and
=Metro Mirror
=synchronous (< 300 km)
=DS8000, DS6000, ESS Series "instant FlashCopy

=SVC, XIV, Storwise 7000

Totalstorage System families:
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GDPS and xDR Support for z/VSE as active guest under z/

Production System Production System Linux Proxy z/OS
z/VSE Linux on System z

< |

T

‘v

Receiver
B ” commands |
a H partbes

d Init Event
initvse

< PPRC >

Site 1
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z/VSE Linux on System z

Application
DB2 AR DB2
VSE ] Server DB2 data
TCP/IP Hpersocke I TCP/IP
3 4
2/VM VSWITCH / LFP
LPAR (CP) OSAX 2 LPAR (IFL)

External
network
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Network Virtualization / Isolation — DR aware

Multi-zone Network VSWITCH (red zone physical isolation)

LPAR 1-Linux LPAR2 - z/VSE

web| web

web web db db

web \ app| 3PP T
\

db

D

z/VSE

2/VM \
VSWITCH 1§_Ii VSWITCH 2 ﬁ

z/NM

» H
- 8 A
| |

internet I-II"

With 2 VSWITCHes, 3 VLANSs, and a multi-domain firewall
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DR company
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Environment ’igg-ﬁ’?’s

Disaster Recovery Site -
System and Storage

EA EALl

| zSeries or S/390 Server

Depending on failure,

not all actual running processes
can be redone entirely.

Tape Backup

[J
e[ o Disaster Recovery
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Production
Environment

+ TCP/IP
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+ CICS Test / Dev
+ VTAM Environment
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IBM Storage System

zSeries or System z

ESS, DS6000, DS8000
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Questions?

Wilhelm Mild IBM Deutschland Research
. & Development GmbH
IBM IT Architect Schénaicher Strasse 220
71032 Béblingen, Germany
THE (Open crour Office: +49 (0)7031-16-3796
@/% mildw@de.ibm.com

© 2012 IBM Corporation



