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 Overview of the Demo Environment

 Authorization, Tasks and Roles

 Storage Administration

 Network Administration

 Virtual Server Creation & Administration

 Virtual Server Operations

 Operating Systems Deployment

 Microcode Update 

• This is not planned to be a rewrite of another redbook or z Enterprise documentation 
but instead should show some screenshots of the demonstrations of our live z 
Enterprise ensemble in Boeblingen and discuss the different tasks in detail.

Agenda
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 Building an Ensemble Using IBM zEnterprise Unified Resource Manager, SG24-7921-00 http://www.redbooks.ibm.com/abstracts/sg247921.htm

 IBM zEnterprise 196 Technical Guide SG24-7833  http://www.redbooks.ibm.com/abstracts/sg247833.html

 IBM zEnterprise EC12 Technical Guide, SG24-8049-00 http://www.redbooks.ibm.com/redpieces/abstracts/sg248049.html

 zEnterprise System Introduction to Ensembles GC27-2609-04a

 zEnterprise System Ensemble Planning and Configuring Guide GC27-2608-05 

 zEnterprise System Ensemble Performance Management Guide GC27-2607-05

 Hardware Management Console Operations Guide for Ensembles V2.12.0 SC27-2622-00

 Hardware Management Console Operations Guide for Ensembles V2.11.1 SC27-2615-01

 System z Hardware Management Console Web Services API V2.12-0 SC27-2617-00

 System z Hardware Management Console Web Services API V2.11.1 SC27-2616-01

 API usage - http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4856

 IBM zEnterprise BladeCenter Extension (zBX) Hardware Overview and Update http://www.ibm.com/systems/z/hardware/zenterprise/zbx.html

 List of Storage Devices Supported by PS701 IBM BladeCenter® Express in IBM zEnterprise™ System 
http://public.dhe.ibm.com/common/ssi/ecm/en/zsp03437usen/ZSP03437USEN.PDF

 zBX SAN Cabling and Zoning Recommendations http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102112

 Implementation services for zBX network virtualization http://www-935.ibm.com/services/us/en/it-services/implementation-services-for-zbx-network-
virtualization.html

 Connecting the External Network to the zBX: Avoiding the BIG Mistake
–  http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4817

 z/VM service required for IBM zEnterprise Unified Resource Manager http://www.vm.ibm.com/service/vmrequrm.html

Useful URLs and documentation

http://www.redbooks.ibm.com/abstracts/sg247921.html
http://www.redbooks.ibm.com/abstracts/sg247833.html
http://www.redbooks.ibm.com/redpieces/abstracts/sg248049.html
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4856http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4856
http://public.dhe.ibm.com/common/ssi/ecm/en/zsp03437usen/ZSP03437USEN.PDF
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102112
http://www-935.ibm.com/services/us/en/it-services/implementation-services-for-zbx-network-virtualization.html
http://www-935.ibm.com/services/us/en/it-services/implementation-services-for-zbx-network-virtualization.html
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4817
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4817
http://www.vm.ibm.com/service/vmrequrm.html
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→ Hardware used for Demo

Overview of the Demo Environment
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→ Ensemble Overview on Primary HMC

Overview of the Demo Environment
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→ Topology view of the ensemble on primany on HMC 

Overview of the Demo Environment
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 Topology view of all virtual servers in the ensemble

Overview of the Demo Environment
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 Topology view of workload defined in the ensemble

Overview of the Demo Environment
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 Detailed VS list by Hypervisor – mostly used during the demo

Overview of the Demo Environment
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 Blade-only view of ensemble elements

Overview of the Demo Environment
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 Customize User Controls – User Profiles

 Manage Storage Resources

 Manage Virtual Networks

Ensemble Tasks
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 First planning and customization for userids
– „Customize User Controls“

• Create or modify HMC object groups („Managed Resource Roles“)
• Create or modify HMC task autorizations („Task Roles“)

– „User Profiles“ or „Manage Users Wizard“
– Check or document with „Audit and Log Management“ on HMC or SE

USERIDs – Authorization, Tasks & Roles
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USERIDs – Authorization, Tasks & Roles
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USERIDs – Authorization, Tasks & Roles
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USERIDs – Authorization, Tasks & Roles - Example

DEMO VLAN

PoC VLAN

Userids

Virtual Servers

VLANs

test1

test2

test3

zBX143

zBX144

zBX145
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USERIDs – Authorization, Tasks & Roles - Example

test1 userid can do administrator task on all assigned VS and can assign
 the DEMO VLAN to “his” servers – he can also remove other VLANs from 
servers in his scope but cannot re-assign those other VLANs
To start the task “Virtual Server Details” the user need the corresponding 
Hypervisor (Blade Object) assigned as Managed Resource.

test2 userid can do administrator task on all assigned VS and can assign
 the PoC VLAN to “his” servers – he can also remove other VLANs from 
servers in his scope but cannot re-assign those other VLANs
To start the task “Virtual Server Details” the user need the the corresponding 
Hypervisor (Blade Object) assigned as Managed Resource.

test3 userid can do administrator task on all assigned VS and can assign or remove
all VLANs in his authorization scope to VS objects in his Managed Resource Roles.

To be able to start the task “Manage Virtual Networks” the userid also needs authorization
for the “Ensemble Object”. With that he can see details for the VLANs he is allowed to administrate,
but only in the context of the VS he is allowed to administrate

Details on the resource and task groups see next page

The following three userids have been created:
test1
test2
test3
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USERIDs – Authorization, Tasks & Roles - Example

Managed Resource Roles
The following new resource roles have been created:

test blade  objects
test1_objects
test2_objects
DEMO VLAN
PoC VLAN

Use default Task Roles 

Default Role  - cannot be modified
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USERIDs – Authorization, Tasks & Roles - Example
 test1 userid can manage the two assigned VS and only add/remove the DEMO VLAN, the userid can also remove VLANs which are not in its scope from a 
VS - but can not reassign them to the VS – for the „Add“ function only the authorized VLAN is selectable.

Also this userid cannot start the „Manage Virtual LAN“ task
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USERIDs – Authorization, Tasks & Roles - Example
 test2 userid can manage the two assigned VS and remove VLANs but can add only the PoC VLAN and cannot start the “Manage Virtual LAN” task
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USERIDs – Authorization, Tasks & Roles - Example

 test3 userid can manage the assigned VS and only add/remove both VLANs and also start the “Manage Virtual LAN” task
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USERIDs – Authorization, Tasks & Roles - Example
 test3 can only manage the VLANs which are in the scope

 test3 can only add or remove VS he can manage from the VLANs he is authorized to manage
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USERIDs – Authorization, Tasks & Roles - Example
 test3 can only see the own virtual servers
 in the owning VLAN details view
 – but not all VS connected to this VLAN

 Here the same VLAN details from an administrator userid:
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USERIDs – Authorization, Tasks & Roles – Logging

 HMC Management (for authorized userid ACSADMIN role)
– Audit and Log Management

• Can display/export User Profile Setting 
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USERIDs – Authorization, Tasks & Roles – Logging

 Example User Profile
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USERIDs – Authorization, Tasks & Roles – Logging

 Example Audit Log
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 Picture of our Boeblingen z SAN Infrastructure

Storage Administration

DS5020

DS6800

DS8300

DCX
Director

SAN
+ FICON

DCX
Director

SAN
+ FICON z196

FCP + FICON

zBX
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 Manage Storage Resources
– Before storage resources can be assigned to Virtual Servers they have to be defined to the 

hypervisors 
– This is an ensemble-wide task – can be called from several screens.
– Supported storage devices for PS701 Blades in zBX 

http://public.dhe.ibm.com/common/ssi/ecm/en/zsp03437usen/ZSP03437USEN.PDF

 zBX SAN Cabling and Zoning Recommendations 
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102112

– Planning and configurations in connected SAN switches and storage servers
• Export z/BX WWPNs (z/VM FCP channels and entitled Blades (x and p))
• Define SAN zoning
• Assign LUNs at storage servers to the different hosts

 Now define storage resources in the Ensemble per hypervisor
– Manually by add task and filling out the required fields in the screen
– SAN Discovery of LUNs for one or more hypervisors
– Import SAL to one or more hypervisors
– For z/VM SAN Discovery task works different – first discover – then export and save SAL template – 

modify and import SAL 

– Virtual Storage Resources (like virtual DVDs/CDs) will be shown later when operating Virtual Servers

Storage Administration

http://public.dhe.ibm.com/common/ssi/ecm/en/zsp03437usen/ZSP03437USEN.PDF
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102112
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Storage Administration !

Sorted by Hypervisor
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 Actions available for the hypervisors 

Storage Administration
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 Export WWPN (of all ensemble hypervisors)

Storage Administration
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Storage Administration – exported WWPN list of hypervisors

#Version: 1
#FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun
#ECKD_DEF:,Name,Size,Description,Location,Devno,Volser
#ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun
FCP,,,,P00D02D5:B.1.13,21000024ff2b3ab2
FCP,,,,P00D02D5:B.1.13,21000024ff2b3ab3
FCP,,,,P00D02D5:B.1.11,21000024ff2ab6b4
FCP,,,,P00D02D5:B.1.11,21000024ff2ab6b5
ECKD,,,,P00D02D5:ZLPD,,
ZVM_FCP,,,,P00D02D5:LP9,,,C05076EC2D803831,,
ZVM_FCP,,,,P00D02D5:LP9,,,C05076EC2D805A31,,
ZVM_FCP,,,,P00D02D5:LP9,,,C05076EC2D805031,,
ZVM_FCP,,,,P00D02D5:LP9,,,C05076EC2D805231,,
ECKD,,,,P00D02D5:LP9,,
FCP,,,,P00D02D5:B.1.02,21000024ff345ba4
FCP,,,,P00D02D5:B.1.02,21000024ff345ba5
FCP,,,,P00D02D5:B.1.04,21000024ff42e072
FCP,,,,P00D02D5:B.1.04,21000024ff42e073
FCP,,,,P00D02D5:B.1.01,21000024ff345bea
FCP,,,,P00D02D5:B.1.01,21000024ff345beb
ZVM_FCP,,,,P00D02D5:ZLPB,,,C05076EC2D805231,,
ZVM_FCP,,,,P00D02D5:ZLPB,,,C05076EC2D803831,,
ZVM_FCP,,,,P00D02D5:ZLPB,,,C05076EC2D805031,,
ZVM_FCP,,,,P00D02D5:ZLPB,,,C05076EC2D805A31,,
ECKD,,,,P00D02D5:ZLPB,,
FCP,,,,P00D02D5:B.1.03,21000024ff42de62
FCP,,,,P00D02D5:B.1.03,21000024ff42de63
ZVM_FCP,,,,P00D02D5:ZLPA,,,C05076EC2D805231,,
ZVM_FCP,,,,P00D02D5:ZLPA,,,C05076EC2D805A31,,
ZVM_FCP,,,,P00D02D5:ZLPA,,,C05076EC2D803831,,
ZVM_FCP,,,,P00D02D5:ZLPA,,,C05076EC2D805031,,
ECKD,,,,P00D02D5:ZLPA,,
FCP,,,,P00D02D5:B.1.12,21000024ff2ab761
FCP,,,,P00D02D5:B.1.12,21000024ff2ab760

Here you find the two
WWPNs of Blade 3.
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 Add Storage Resource

Storage Administration –  Add Task

Manually you can
define up to 4 path 
to a LUN



© 2012 IBM Corporation33

6th European GSE/IBM Technical University for z/VSE, z/VM and Linux on System z  – Mainz, Germany– Oct 22-24 2012

Storage Administration –  Add Task

After manually defining storage resources always check the accessibility 
Select storage resource details or simply click on the object. 
This shows the status of the paths, but also some additional information about the storage resource.
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Storage Administration –  Add Task

LUN ?

LUN ?
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Storage Administration - Discovery

This can take some time – depending on the number of connected storage servers 
This task can be run for a single or multiple selected hypervisors (p and x)
z/VM storage discovery works a litte bit different.
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Storage Administration - Discovery

The previously defined storage resource also appears with status „defined“ - each 
LUN is discovered with 8 paths.
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Storage Administration - Discovery

Select lun to display details – and accessibility – you can also change the name and 
Description  - as you can see on the next page the discovery and import defines all
physically available paths to the LUNs
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Storage Administration - Discovery
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Storage Administration - Discovery

dscli> showvolgrp -lunmap V14
Date/Time: May 14, 2012 4:09:59 PM CEST IBM DSCLI Version: 7.6.10.511 DS: IBM.1750-1370420
Name zbxtest
ID   IBM.1750-1370420/V14
Type SCSI Map 256
Vols 101D 101B 101C
==============LUN Mapping===============
vol  lun
========
101D 00
101B 01
101C 02
dscli>

Caution!! order of LUN can be different than order of volume
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Storage Administration - Removal

Removal only works if the storage resource is „free“ - no VS shown in column „own“
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 Manage Storage Resources
– Use the list of exported WWPNs as template for the definition of storage resources to 

import a list of LUNs in one step to one or more hypervisors.

– With this way you can define multiple storage resources and have proper naming 
conventions

– For example we now import the three previously discovered and removed LUNs to the 
hypervisor in blade B.1.03 again 

Storage Administration – Import Storage Access List

#Version: 1
#FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun
#ECKD_DEF:,Name,Size,Description,Location,Devno,Volser
#ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun
FCP,,,,P00D02D5:B.1.03,21000024ff42de62
FCP,,,,P00D02D5:B.1.03,21000024ff42de63
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#Version: 1
#FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E000522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E020522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E840522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E860522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E000522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E020522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E840522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E860522,0001000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E000522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E020522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E840522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E860522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E000522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E020522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E840522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E860522,0002000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E000522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E020522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E840522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E860522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E000522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E020522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E840522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E860522,0000000000000000

Storage Administration – Import SAL

A common error – 
Import fails if you think you can remove the z/VM line because you don't have z/VM installed
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#Version: 1
#FCP_DEF:,Name,Size,Description,Location,HostWwpn,TargetWwpn,Lun
#ECKD_DEF:,Name,Size,Description,Location,Devno,Volser
#ZVM_FCP_DEF:,Name,Size,Description,Location,Devno,Volser,HostWwpn,TargetWwpn,Lun
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E000522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E020522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E840522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de62,500507630E860522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E000522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E020522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E840522,0001000000000000
FCP,zbxdemo_0001,20971520,DS6K_101B,P00D02D5:B.1.03,21000024ff42de63,500507630E860522,0001000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E000522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E020522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E840522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de62,500507630E860522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E000522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E020522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E840522,0002000000000000
FCP,zbxdemo_0002,20971520,DS6K_101C,P00D02D5:B.1.03,21000024ff42de63,500507630E860522,0002000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E000522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E020522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E840522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de62,500507630E860522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E000522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E020522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E840522,0000000000000000
FCP,zbxdemo_0000,20971520,DS6K_101D,P00D02D5:B.1.03,21000024ff42de63,500507630E860522,0000000000000000

Storage Administration – Import SAL

Correct format of SAL includes all the comment lines written by discovery
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Storage Administration – Import SAL

Details to check paths
All 8 are defined and accessible



© 2012 IBM Corporation45

6th European GSE/IBM Technical University for z/VSE, z/VM and Linux on System z  – Mainz, Germany– Oct 22-24 2012

 Manage Network Resources
– Before Virtual Servers can communicate over the 10GbE IEDN network, this network has 

to be configured and the connection to the outside LAN (if necessary) has to be 
established)

– This is an ensemble-wide task – can be called from several screens.

– Planning and configurations in connected switches (layer3) 
• VLAN planning (0-1030) and configuration for ensemble and TORs
• Layer 3 connection to the outside only

– Now Virtual Servers can be assigned NICs to the VLANs
• Manage Virtual Networks task (z LPARs)
• or „Virtual Server Details“ Network Tab (x, p and z/VM virtual servers)
• Definition of IEDN network in the operating system
• If VS will be INMN managed (GPMP) some OS configuration has to be done also 

(enablement of IPv6)

Network Administration
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 TOR Configuration (IEDN)

 Customer Ports starting 31 - reduced from 9 to 7 (J38/J39 future use).

 OSX ports 0 ff

 Blade Ports 8 ff

 INMN TOR normally not touched – no configuration necessary (only for z Virtual Servers 
(LPARs) make sure the OSM channels are configured and online – INMN network will then 
be automatically defined in the z/OS (if VTAM ENSEMBLE=YES and IPV6 enabled) and 
z/VM (if SMAPI enabled).

Network Administration
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 Picture of our Boeblingen zBX Network/VLAN Infrastructure

Network Administration
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 Picture of zBX Network/VLAN Infrastructure

Network Administration

VLAN 19
External Layer 3 switch

VLAN 10
External Layer 3 switch

VLAN 99
Other Blade Centers

VLAN 100
IDAA (Netezza and other z OSD

VLAN 196
OSX channels - z/LPAR as router

Port 8 for both TORs - 
Connected to all VLANs

In our example port 38 and 32  are not cabled symmetrically
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 TOR switches in our machine – not configured identically 

Network Administration
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 VLAN configuration

Network Administration
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 Details … task

Network Administration
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 Repair task

Network Administration
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 Add/Remove Host from VLAN
– For VS which have PR/SM as hypervisor type (LPARs) do this in the „Manage Virtual 

Networks“ task 

– For VS that have z/VM or PowerVM or xHyp as hypervisor type, do this in „Virtual
– Server Details“ task

• VS for x and p hypervisors must be „not activated“ to perform changes in the network
• z/VM managed VS can have network changed while the VS is active 

Network Administration
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 For p VS
– Only selection between the different VLANs defined in the ensemble

Network Administration



© 2012 IBM Corporation55

6th European GSE/IBM Technical University for z/VSE, z/VM and Linux on System z  – Mainz, Germany– Oct 22-24 2012

 For x VS
– Selection between the different VLANs defined in the ensemble
– Also type of NIC can be configured (more on this later when VS are created)

Network Administration

Since Windows does not include drivers for virtual network in the default 
Installation media specify an emulation NIC type and later change to VirtIO 
after the drivers are installed. The drivers are included in the x Hyp and can 
be mounted as virtual media to a VS.

If you plan to install linux in the VS you can specify VirtIO from beginning, all of the supported linux distribution include VirtIO drivers
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 To find out which virtual servers can access a VLAN 
– „Manage Virtual LANs“ - „Details“ screen

 To find out for which VLANs a VS has the authorization to connect:
– „Virtual Server Details“ - „Network“ screen

• This only works for p, x and z/VM virtual servers
• To find which VLANs are assigned to a z LPAR – check the OSX NVM

Network Administration
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 Virtual Server creation and configuration tasks
– New Virtual Server
– New Virtual Server Based On
– Delete Virtual Server
– Virtual Server Details

 Virtual Server operations tasks
– Activate
– Deactivate
– Migrate (static migration only)
– Mount Virtual Media
– Open Graphical Console (x only)
– Open Text Console (p and x – but for x the console has to be defined in the OS first)
– Initiate Virtual Server Dump (p only)
– Monitor System Events (ensemble wide task – not related to specific server)

 For z/VM with already existing virtual servers
– Choose z/VM Virtual Machines to Manage 

• (only possible if z/VM is „managed“)

Virtual Server Creation & Administration

q vmlan                                                 
VMLAN maintenance level:                                
  Latest Service: VM65042                               
VMLAN MAC address assignment:                           
  System MAC Protection: OFF                            
  MACADDR Prefix: 020001 USER Prefix: 020000            
  MACIDRANGE SYSTEM: 000001-FFFFFF                      
             USER:   000000-000000                      
VMLAN Unified Resource Manager status:                  
  Hypervisor Access: YES       Status: MANAGED          
  ID: 1DB01E96FD5811DF876600215E69146B                  
  MAC Prefix: 02FBBE                                    
VMLAN default accounting status:                        
  SYSTEM Accounting: OFF       USER Accounting: OFF     
VMLAN general activity:                                 
  PERSISTENT Limit: INFINITE   Current: 6               
  TRANSIENT  Limit: INFINITE   Current: 0     
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 Virtual Server creation can be done 
– Manually with all details through the task „New Virtual Server“ - most characteristics of 

VS can be defined in the creation screen sequence – but not all. The rest like keyboard 
mapping for x server graphical console or „In-band monitoring“ have to be changed with 
the VS details task.

– One or more can be created out of an existing VS (even on another hypervisor) with the 
task „New Virtual Server Based On“. 

– One or more server on the same or different hypervisors can be created in one step via 
API calls.

 This is true for p, x and z/VM hypervisor – the PR/SM virtual server are still created by IOCP 

Virtual Server Creation & Administration
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 Create VS for x and p blade and z/VM hypervisor looks similar

 VS name must be unique per hypervisor – this means the same name can exist for multiple 
VS – unique identifier per ensemble is UUID (shown later)

Virtual Server Creation & Administration
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 Choose z/VM Virtual Machines to Manage 

Virtual Server Creation & Administration
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 Manual VS creation

Virtual Server Creation & Administration
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 Unique identifier of the VS 

Virtual Server Creation & Administration
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 Creation of multiple VS based on an existing one which has all the required attributes 
defined

Virtual Server Creation & Administration
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 VS can be created on different hypervisor (but of same type p or x or z)

Virtual Server Creation & Administration
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 Can create multiple – specify number and starting index

Virtual Server Creation & Administration
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 Can select storage resources 

Virtual Server Creation & Administration
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 Can select (one or more) Workloads to be assigned to

Virtual Server Creation & Administration
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 Summary
– This task does not ask for network details – the new VS will have the same network 

connection than the VS they are based on

Virtual Server Creation & Administration
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 Summary
– Very fast creation of multiple new VS

– Same can be achieved with API calls.

Virtual Server Creation & Administration
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 WebServices API has to be enabled on HMC and in addition the userids which will be used 
to connect to HMC via API must have the attributes enabled in their user profiles

Virtual Server Creation & Administration



© 2012 IBM Corporation71

6th European GSE/IBM Technical University for z/VSE, z/VM and Linux on System z  – Mainz, Germany– Oct 22-24 2012

 Sample call

Virtual Server Creation & Administration

python -i CreateVirtualServer.py usr hmcuserid pwd password config CreateVirtualServerx target B.1.03

...

Target Virtualization Host found in the ensemble.                  B.1.03
--------------------------------------------------------------------------------
Performing command:  Checking if a virtual server with this name already exists on the 
target virtualization host.
Status code 200: The request has succeeded completely.
No duplicate found for virtual server:  zBX1491
--------------------------------------------------------------------------------
virtualizationhosturi /api/virtualization-hosts/879d9898-797a-11e1-bad8-f0def101833e
targetbody {"type":"x-hyp","name":"zBX1491","description":"Test server for zTech demo  - 
created using the web services API","initial-virtual-processors":2,"initial-
memory":8192,"auto-start":false,"gpmp-support-enabled":true,"inband-monitoring-
enabled":true,"keyboard-language":"en_US"}
Performing command:  Create virtual server
Status code 201: The request has succeeded completely and resulted in the creation of a new 
managed resource/object.
Object URI {u'object-uri': u'/api/virtual-servers/d329e298-9dd9-11e1-91df-f0def101833e'}
Logging off...
   ...done logging off.
================================================================================
Local date and time:                                                 Mon, 14 May 2012 
17:31:08
Script duration time in seconds:                                             0.1
End of 
Script---------------------------------------------------------------------------------
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 Sample call - result

Virtual Server Creation & Administration
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 Activation/Deactivation
– Even for x VS this can take some time – don't compare with KVM 

 Migration (static only)
– All the resouces assigned to a VS have to be defined on the target blade in advance

 Configuration Changes (memory, cpu, network, disk...)
– Dynamically 

• For pBlade you can now dynamically add disks
– Static

• Network changed mean you have to bring down the VS first
• To change to boot order the VS has to be stopped

 Monitoring
– Monitors Dashboard ( this also includes hypervisor monitoring)
– Workload Management

 API usage
– All tasks – for example also export of configuration

Virtual Server Operations
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 Monitoring
– Monitors Dashboard

• Includes monitoring of IEDN network

Virtual Server Operations
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 Monitoring

Virtual Server Operations



© 2012 IBM Corporation76

6th European GSE/IBM Technical University for z/VSE, z/VM and Linux on System z  – Mainz, Germany– Oct 22-24 2012

 Monitoring
– Including historical monitoring – depending on the interval
– Can be exported to workstation for reporting
– Monitoring data can also be called via API

Virtual Server Operations
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 Network Monitoring
– Can see the OSX and TOR usage
– Virtual Network Administrator Authorization required

Virtual Server Operations
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   Supported OS Releases
– For the p Blades
– http://public.dhe.ibm.com/common/ssi/ecm/en/zsy03019usen/ZSY03019USEN.PDF

• AIX 5.3 TL12+, AIX 6.1 TL5+ and available December 16, 2011 - AIX 7.1 are supported on the 
PS701 blades. Either AIX Express, Standard, or Enterprise Edition may be ordered.

– For the x Blades
– http://public.dhe.ibm.com/common/ssi/ecm/en/zsl03128usen/ZSL03128USEN.PDF

• The two Linux operating system configurations that will be supported are Red Hat Enterprise 
Linux (RHEL) 5.5, 5.6 and 6.0 and Novell SUSE Linux Enterprise Server (SLES) 10 (SP4) and 
SLES 11 SP1. 

• The HX5 (7873) blades also supports Microsoft Windows Server 2008 R2 and Microsoft Windows 
Server 2008 (SP2), 64 bit version only.

 Installation of z VS
–  Linux as usual

 Installation of p VS
– AIX

 Installation of x VS
–  Linux and Windows

  Licenses (for PowerBlades and x and p VS)

Operating Systems Deployment

http://public.dhe.ibm.com/common/ssi/ecm/en/zsy03019usen/ZSY03019USEN.PDF
http://public.dhe.ibm.com/common/ssi/ecm/en/zsl03128usen/ZSL03128USEN.PDF


© 2012 IBM Corporation79

6th European GSE/IBM Technical University for z/VSE, z/VM and Linux on System z  – Mainz, Germany– Oct 22-24 2012

  Installation of p VS
– AIX 

• Virtual Media
• Network (NIM)
• Other

Operating Systems Deployment



© 2012 IBM Corporation80

6th European GSE/IBM Technical University for z/VSE, z/VM and Linux on System z  – Mainz, Germany– Oct 22-24 2012

  Installation of p VS
– AIX

• Installing from virtual media mean to first upload the iso image of the AIX installation 
DVD – since this is more than 2GB it can only be done when the media is in the 
HMC(USB or DVD) – no upload from remote workstation

• If the network is connected to a NIM infrastructure this is the easy way to install 

Operating Systems Deployment
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  Installation of x VS
–  Linux and Windows

• Virtual Media
• Network (PXE boot)
• Other (SUSE Studio, RHEL Satelllite, migration of VMWARE or KVM images …)

Operating Systems Deployment
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  Installation of x VS

Operating Systems Deployment
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  Installation of x VS
–  Linux and Windows

• Our linux systems are installed via PXE boot – the install server is a Linux on System z machine connected to 
the 10GbE IEDN – only problem is that the MAC address of the x VS cannot be configured. This means after 
creation of a new VS we have to find the MAC address via HMC VS Details task and configure the PXE server 
and then start the installaion. This MAC address will stay as long as the VS exists – if you delete and re-add the 
NIC of the VS it will get a new MAC.

• The visualized name of the VS cannot be used for „personalization“ of a new installed OS, only unique identifier 
is the UUID (dmidecode  |grep UUID) and MAC address if NIC is permanent assigned

• Since at the moment we don't have boot server for windows available we upload windows ISO image to install 
the VS but have also done migration of VMWare and KVM images.

• For windows installation make sure the disk and network types use emulation mode since the windows 
installation media does not include the virtio drivers.

• If you have KVM servers connected to the same SAN which can connect the LUNs of  the zBX VS you can also 
deploy the OS from outside the zBX and just boot the new VS (make sure the linux disks in your deployment 
procedure use virtual naming like /dev/vda, /dev/vdb, ...)

Operating Systems Deployment
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 Activation/Deactivation

 Monitoring
– Monitors Dashboard
– Workload Management

 Blade Operations - Microcode Updates of Blades

Blade Operations
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 Microcode Updates

 Blade Operations 

Check task on SE and decide when to perform the 
update – don't have to run all at once – can schedule 
different time slots
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 Microcode Updates

Blade Operations
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 Microcode Updates

Blade Operations

Remaining updates will be scheduled when the VS can be stopped
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More information:
Unified Resource Manager does not support SSI and LGR

Suggested best practice is to not combine SSI and LGR with the above offering
 Work with your IBM Sales Team, IBM Lab Services, or z/VM Development Lab to determine which technologies are most critical

to your environment and business.

Turnkey support for zEnterprise ensembles
- Enable clients new to z/VM to get started with Unified Resource Manager
- Those who purchase DIRMAINT or another directory manager,or who require an external security manager, need to perform manual enablement
 Decline this option during installation

If configured to participate in an ensemble, z/VM will automatically join the ensemble at IPL
- can be inhibited by config off all ensemble type OSA channels for the LPAR
- See chapter "Configuring z/VM for an Ensemble" in CP Planning and Administration manual
- always check for latest service z/VM  (http://www.vm.ibm.com/service/vmrequrm.html)

Virtual Switch bridge between Ethernet LAN and HiperSockets
- zEnterprise IEDN (OSX) or OSD connections

 Original Statement of Directions only mentioned IEDN
- Guests can use simulated OSA or dedicated HiperSockets
- VLAN aware
- One HiperSocket chpid only

Statement of Direction
 z/VM V6.2 is the last release of z/VM that will be supported by the nonensemble z/VM System Management functions of the System z10, z196 and z114
 z/VM virtual server management will continue to be supported using the zEnterprise Unified Resource Manager on the z196 and later
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