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§ Monitoring definition

—Monitoring is a continuous process to keep eye on systems or
scheduled activities.

—Its aim Is to obtain real-time information to ease the overview or action
In certain cases.

—Monitoring varies from to time, project to project and activity to activity.
—Can be Real-time or Event driven

§ Why use monitoring
—to be aware of the state of a system
—to observe a situation for any changes which may occur over time
—to react on unpredicted or predicted situations

© 2011 IBM Corporation
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§ Business Monitoring ( Near-time Monitoring)

— displaying measurements or KPIs (Key Performance Indicators) to a

business process controller/management
e applying a range or Service Level Agreements (SLA)
 measurements with a Target Near-time Monitoring

§ Technical Monitoring - Real-Time Monitoring

— displaying technical information

e to IT Support/Maintenance/Administration experts
— acting on specific events or situation changes

« Event driven monitoring

(5
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Anticipating Virtualization Challenges

When a virtual environment has a problem, where did it originate?

rmance problems”, only very real performance problems
lex consolidated, virtual environment.
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Tivoli Monitoring and Service Automation Component Architecture

§ Tivoli Workload Automation is a component based on the Tivoli Process Automation Engine
(TPAe), implementing a data model, workflows and applications for automating the management

of IT services

- Web2.0
GUI

End Users

MEA / REST APIs

Tivoli Service
Request
Manager

)

J76(%

Admin GUI

Tivoli Service
Automation
Manager

Tivoli Process Automation Engine

)

Service Designers,
Service Operators,
Administrators

Tivoli
Provisioning
Manager

IBM Tivoli
Monitoring

J

Accounting Manager

Tivoli Usage and

J

(5

© 2011 IBM Corporation



IBM System z — 5th European GSE / IBM Technical University for z/VSE, z/\VM and Linux on System z

Tivoli Workload Automation Integration Points
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IBM® Tivoli® Monitoring
The Industries’ Most Extensive Resource Monitoring
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Workload Automation on zEnterprise

Fit for purpose workload deployment

Job execution and monitoring

(DH)zZ 3j0su0) uswabeuey arempleH z WalsAs

11

Juswabeue a|quiasug yum

|
|
| Agplication Ser

ing BI| Accelerators

Blade Virtualizgtfo Blade Virtualizgfion
= ' ) O O O |
[ |

[
[ [ | |
. Blade HW Resources

Z HW Resources

. 7 |
Service Element | |

ZIB X -Optional Factory Packaged Application Serving
Blades and Accelerators

Private Management Network

I:I Ensemble Managemen
Firmware Private High Speed Data Network

AD
businesssuite

e
PeopleSoft.

§ zCentric end-to-end solution ideal
to manage heterogeneous
workloads across System z and
Blade extensions, under a single
point of control and management

§ Future option to exploit Unified

Resource Management interfaces
would provide unprecedented
workload moving and optimization
capabilities

Business benefits

<« Reduce costs with fit-for-purpose
platform, and implement a
virtualized and green data center

<« Realize data-proximity processing
with high bandwidth for
distributed applications
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Application Extensions allow business users to take
advantage of processes in a managed approach

New Tivoli Workload Automation application Business benefits

extensible framework

«Share infrastructure among

§Custo : applications
transaction focused systems to modern systems
running web applications and heterogeneous «Reduces labor costs, enabling to
applications automate new workloads with the

same staff of people

SWorkload Automation role is maintaining a single «<No request for new skill: re-using of

point of control over workloads workload automation processes and
/ procedures already in place

§TWS 8.6 easily build and deploy application plugin Emerging

to extend the reach of automation to any new workloads

Wype S

Traditional
workloads

LR SRRt

Java

“Very concrete needs” from
BPs or “early adopters”
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Tivoli Monitoring for Green Enerqy
Data Center Optimization and Reporting

§ Monitor power usage and thermal
data from IT resources through
embedded sensors or via remote

sSensors © ‘é"‘”m“l“me?}sm ,Eﬂémﬁﬂ%ﬂi’.m@m
§ Operations dashboard integrates 1z
traditional IT measurements and _ _

File Edit View Help

emerging environmental PR - =

2 Navigator 2 M E | [ull Power Usage (Rack Servers } s DBOX

53 CPU Speed (%)

View:| Physical v

measurements onto common
dashboard .

Tol Enterprise Portal  Welcome SYSADMIN

Fie Edt View Help

O EBNReNE 0024 d

§ Aggregation of IT and
environmental metrics with ability
to take manual or automated
actions when needed

13
E9pacifich2mmwatsan b c
Systemz

< Physical

Lal] cPu speed (%) # M B 0 x |[ull Ambient and Exhaust Temperature { Degree C ) ¢ D BOX

|| ® Huo Time: Tue, 020512008 12:52 P1t | @ serveravaitable || Rack Servers - 8.2.28.47- svsaomn

1663 [E)

§ Intelligent thresh-holding and
event generation

|| ® Hun Time Tue, 0208120081236 P || @@ serer avatatie Blad Cenler Power Data- 92.26.47- SYSADHIN

Monitoring Power and Thermal O

© 2011 IBM Corporation



IBM System z — 5th European GSE / IBM Technical University for z/VSE, z/\VM and Linux on System z

IBM Systems Director

1. Multiple Workloads
Linux, AX, Windows, VMware,

2. Higher Utilization KVM. Hyper-V. PowerVM, z/VM
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Isolation

¥ Storage Integration
Provisioning, Mobility,
Isolation

VM and Infrastruciture
Resilience

Virtual Systems Security
Audit, Isolation Policies

Optimization through
Mobility, etc.

Workload Management &

| 10. Software License

ManagementAccounting,
Compliance, License opt.

What makes this virtual machine management and environment different from other virtual machine management environments is that it has been designed to allow a
single manager or administrator to assign and manage virtualized workloads across several different platforms simultaneously, including Linux, AIX (IBM"s Unix),

Windows, VMware, KVM, Hyper-V, PowerVM and z/VM (mainframe) environments.
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§ In a nutshell, Systems Director 6.3 offers systems managers and administrators with a single point of
control for managing physical and virtualized systems environments and associated peripherals such as
storage.

§ Simplified graphical user interface to help reduce complexity and cost of IT management.

§ Creates a launch point for plug-in applications that manage virtualized resources and that can provide
integrated service management.

§ Works across IBM's three server architectures: the IBM System x, Power Systems, and System z.

§ IBM’s System Director is a master management program that provides several monitor and control
functions to systems managers and administrators:

— Discovery and inventory;
— Visualization of server/storage/network infrastructure;
— Dashboard views with health and status information;
— Monitoring functions (including the ability to automate these functions);
— Physical and virtual systems management;
— Security monitoring and administration;
— Support for integrated service management
(support for integrated service functions, automated support response, and update management)
— Common cross-platform navigation and look and feel

© 2011 IBM Corporation
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IBM Systems Director 6.3: An Overview

i T

The opening screen is organized
around four functions:

1. Update IBM Systems Director
2. System Discovery
3. Request Access
(to systems and resources)
4. Collect Inventory.
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\ v
~ 1BM Systems Director VMControl

Software that delivers consistent management of single virtual
systems or pools of cooperating systems across all IBM enterprise

platforms

“~

VMControl features:

*Discover virtual resources
*Display inventory and topology
*Monitor virtual resource health
*Relocate virtual resources

IBM® Systems
Director

*Create and manage virtual servers
*Deploy and manage workloads

*Provision and manage virtual images

] vimware IBM System x *Manage virtual resource pools
Power Systems

System z

VMControl encompasses virtual workload lifecycle management, image management
and system pool management as an extension to IBM Systems Director.
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IBM VMControl Provides a Common Interface
Across Diverse Hypervisors

X86

x86 il Hypervisors
Hardware
E
[ || é
Power n
Hypervisor
Systems Q
Hardware ?‘,
.2
n | | o - IBMVMC ontrol provides
i | el systems managers with
a consistentinterface for
System z Hypervisor managing virtual machines
and related infrastructure
across x86, POWER. and
Hardware z platform environments.

Source: Clabby Analytics, October, 2011

@ v 40vERRS
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§ Xymon is a tool for monitoring
servers, applications and
networks

§ Xymon is an application that
performs 'tests' of network
services on predetermined hosts

— TCP based connections

— ftp ssh telnet smtp pop3 imap
nntp rsync clamd oratns gmtp
gmagp dns dig ntp rpc http Idap
apache and more...

— Also z/VM and z/VSE agents are
available

‘) gree
File Edit View Gt
iews

Done

o Bookmarks Tools Help

/;\ @ http://192.168.201.6/hobbivbb2.html

Current non-green Systems

hitp
3 _;r::pu

Mo events acknowledged in the last 240 minutes

Tue Jan 02 14:01:48 2007

§ Provides a web based status display, updated every minute

8 Presentation from Rich Smrcina:

§ z/VSE, z/VM and z/OS Agents:

(VS
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zManager for IBM zEnterprise and z/VSE Support

AlX on
POWER7

DataPower X150z
Future Offering
Future Offering

Blade Virtualization Blade Virtualization

I ] | —

. Sstem z PR/ISM D xE
z HW Resources t D Blade HW Resources

Support Element

Private data network (IEDN)

mmmmm  Private Management Network INMN

" mmm Private Management Network (information only)
mmmmm  Private High Speed Data Network IEDN

Unified Resource
Manager

Customer Network Customer Network

L All statements regarding IBM future direction and intent are subject to change or
withdrawal without notice, and represents goals and objectives only. @ ,
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Zz/VSE Monitoring support
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§ z/VSE V4.3 Announcement letter (210-313)
System management enhancements:

SNMP (Simple Network Management Protocol) is a widely used standard network protocol that allows
systems to monitor elements of a network. that allows
SNMP version 1 clients to retrieve z/VSE specific system and performance data. This will help
performance monitors to collect data that can be used for planning purposes.

§ What is SNMP (Simple Network Management Protocol) ?

— From Wikipedia:
Simple Network Management Protocol (SNMP) is an for managing devices
on IP networks. Devices that typically support SNMP include routers, switches, servers, workstations,
printers, modem racks, and more.
[...]
SNMP is a component of the Internet Protocol Suite as defined by the Internet Engineering Task
Force (IETF). It consists of , Including an

, a database schema, and a set of data objects.

— SNMP uses an extensible design, where the available information is defined by
(MIBs). MIBs describe the structure of the management data of a device

subsystem; they use a hierarchical containing (OID). Each OID identifies
a variable that can be read or set via SNMP. MIBs use the notation defined by
a

© 2011 IBM Corporation


http://en.wikipedia.org/wiki/Simple_Network_Management_Protocol

IBM System z — 5th European GSE / IBM Technical University for z/VSE, z/\VM and Linux on System z

§ Management Information Base (MIB)

— SNMP itself does not define which information (which variables) a managed system
should offer

— Rather, SNMP uses an , Where the available information is defined by
(MIBSs).

— MIBs describe the structure of the management data of a device subsystem
* They use a hierarchical namespace containing (OID).

« Each OID identifies a variable (e.g. a performance counter) that can be read or set
via SNMP.

§ SNMP V1 Protocol
— Get the value of an object identified by its OID
— Get the value of the next object identified by an OID
— Set the value of an object identified by its OID (not used by z/VSE)
— Asynchronous notification about something (an event)

© 2011 IBM Corporation
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Monitoring components

List of Plugins

In Z/VS E - CPU Plugin

- System Plugin
- Customer Plugin

| |
SNMP Client
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§ z/VSE Monitoring Agent enables customers to monitor z/VSE systems using

(SNMP V1)

— It also includes an open interface, which enables customers or vendors to use own

programs (plugins) to collect additional data

§ Data collected by the IBM provided plugins contains
— Information about the environment (e.g. Processor, LPAR and z/VM information)
— Number of partitions (static, dynamic, total, maximum)

— Partition priorities

— Number of CPUs (active, stopped, quiced)
— Paging (page ins, page outs)

— Performance counters overall and per CPU
— CPU address and status

— CPU time, NP time, spin time, allbound time
— Number of SVCs and dispatcher cycles

z/NSE

SNMP e EZET
-E\ Agent L CPuPusn |
SNMP Client :i —
= .|

SNMP

~Trap
Client
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zIVSE V4.3 — SNMP Monitoring Agent suppo

rn

) MIB Browser

L—fl--h:lroot .
§ A MIB (Measurement Information Base) is provided ko
. - standard
describing the data collected : o authorty
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ibmVseConfigurationStatic: 1.3.6.1.4.1.2.6.221.2.* 7D
ibmVseConfigurationDynamic: 1.3.6.1.4.1.2.6.221.3.* "S?Emi,“z‘m““m
ibmVseConfigurationPerformance: .1.3.6.1.4.1.2.6.221.4.* =) ibmvsE
iIbmVseConfigurationCpuData: 1.3.6.1.4.1.2.6.221.5.*
1=iso
3 = identified-organization
211 = ibmVSE
J :
1 = internet |_6 = ibmProd
4 = private 2 =ibm
1 = enterprises

©

Lf_l--h_‘j ibrVseConfigurationStatic
- 4 ibmVselnderyM

- 4 ibmVseVMGuestMame
- i ibmyseVMCPMame

- 4 ibmyseLPARNumber
- 4 ibmiseMaxPartitions
- 4 ibmyseVMGuestLevel
- 4 ibmVseProcessor

- 4 ibmVseLlPARMName

- 4 ibmVseInLPAR

[=-{5) ibmVseSystemPerfarmance
- 4 ibmseNumPageIis

- 4 ibmyseLastResetTime
- 4 ibmyseTaotalDispatcherCycles
- 4 ibmVseTatalMPTime

- 4 ibmVseTotalalboundTime
- 4 ibmVseMumPageQUTs
- i ibmyseTaotalCPUTime
- 4 bmiseNumSYCs

- 4 ibmyseTatalspinTime
[+ ibmVseConfarmanceGroup
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z/VSE V4.3 — SNMP Monitoring Agent support

§ Standard SNMP based monitoring tools can be used to collect, display and analyze
z/VSE performance monitoring data

—e.g. ITM (IBM Tivoli Monitoring), Velocity monitoring, Nagios (www.nagios.org)

§ z/VSE SNMP Trap client rE——— o
6\:;} b4 |§| |Z| IE, http://nagiosxi.demos. nagios. com/nagiosxifindex. php? ﬂ |E| Iﬁ Google |E|

— Sends SNMP V1 traps to inform

. . . - Favorites | 75 ) Google 72 18M BlusPages @ | 18M Message Center 2 IBM 2VSE (=) VSEL 3~ B - [0 o= - Page~ Safety - Took - i@~
one or more monitoring stations or (oo S -

uagios’ Logged in as: readonly

servers about important events X -

Home Views Reports Help

Nid —_

B —

— For example: Tousver 7 performance Graphs ®

Home Dashboard
Tactical Overvie W

. Chieri Seiice Prdbieens Host Performance Graphs - 24 Hour View Host Selection
* The end of a job stream e —
All Service Problems Showing 1-5 of 12 total records

All Host Problems

IS reached. Nebeark Outagas .
: e — e, E
» An error has occurred during = @ oek Vi

M
Ye

a jOb Streal ' l ¥ Details 192.168.1.2 Host Performance Graph il
=1 2
Senvce Deail Ping times for 192.168.1.2 / HOST A
Host Detail - -
20
Hostgroup Summary
Hostgroup Overview 15
Hostgroup Grid -
Servicegroup Summary [~ 1o
Servicegroup Overview
Servicegroup Grid 5
¥ perfo nce Grapl
Sun 18:00 Mon 00: 08 Hon 06: 89 HMon 12: 00
All Graphs I Round Trip Times 8.32 ms last  14.80 ms max 0.64 ms avg

Nagios XI 2009R1.3B Copyright @ 2008-2010 Nagios Enterprises, LLC.

Lgl Check for Updates

| [T T T @eret [a-[®w00% - 4
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To setup the z/VSE Monitoring Agent you have to do the following steps:

1. Create the configuration files

— Use skeletons IESMASCF and SKMASCFG (ICCF library 59) to create the z/VSE
Monitoring Agent configuration file

— If you want to use the System Plugin, use the skeletons IESMPSCF and SKMPSCFG
(ICCF library 59) to create the System Plugin configuration file

2. Create the startup job
— Use skeletons SKSTMAS (ICCF library 59) to create a z/VSE Monitoring Agent
startup job

3. Download the MIB (IESMPMIB.Z in PRD1.BASE) from your z/VSE system to be able to
use it with your SNMP client

1. Start the z/VSE Monitoring Agent (using the startup job), e.g. R RDR,STARTMAS
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z/VSE V4.3 — SNMP Monitoring Agent support — Setup

Monitoring Agent configuration file:

R R b b b S S b S R b I S R R S S I I b S b i i b b i R R b I S

CONFI G FI LE FOR z/VSE SNVP MONI TORI NG AGENT  *
ERE IR I I b b b b b b S b b S I I I b S b b b S I IR IR I I b A I I S S b b b g §
SNMP COVMUNI TY NANME:
COMMUNI TYNAME = ' publi c'
* PORT (default SNMP Port 161):
PORT = "' 161

* SYSTEM PLUG N

PLUG N = ' | ESMPSYS

PARM = ' DD: PRD2. CONFI (| ESMPSCF. 2)
* CPU PLUG N

PLUG N = ' | ESMPCPU

* SAMPLE PLUG N

* THE SAMPLE PLUG@ N IS SHI PED AS SOURCE CODE, YQU
* HAVE TO COWPI LE I T,

* PLUG N = ' | ESMPSM

* ok X %

: @ ' © 2011 IBM Corporation



IBM System z — 5th European GSE / IBM Technical University for z/VSE, z/\VM and Linux on System z

z/IVSE V4.3 — SNMP Monitoring Agent support — Setup

System Plugin configuration file:

R b b b S b b b b i S b b b S SR e b b b i b b b b S S S b b b S S S b b b I (S (I R S S

* CONFI G FI LE FOR MONI TORI NG PLUG N | ESMPSYS  *
ko ok kk kA Ak hkhhkkkkkhk kAR Ak kkhkkkkhhhhkkkkkkkkkk k% %
* ENTER CONTACT | NFORMATI ON AND LOCATI ON HERE
CONTACT = “Joe Tester'
LOCATI ON =  Col or ado'
* THE SYSTEM NAME AND DESCRI PTI ON ARE OPTI ONAL
*DESC = ' z/ VSE TEST SYSTEM

*SYSNAME = ' VSETest Syst ent

: @ © 2011 IBM Corporation
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z/IVSE V4.3 — SNMP Monitoring Agent support — Setup

Startup job for the Monitoring Agent:

* $$ JOB JNMESTARTMAS, DI SP=L, CLASS=R
/] JOB STARTMAS STARTS THE SNVP MONI TORI NG AGENT

* b b b b b b b I b b b b b b I b b b b b b b b b b b b b b b b b b b b b b i b b b b b i b b b b b b b b i 4 *
* This Job starts the SNVP MONI TORI NG AGENT. *
* Pl ease change the ID and the SYSPARM card if necessary *
* b b b b b b b b b b b b b b I b b b b b b b b b b b b b b b b b b b b b b i b b b b b b b b b b b b b S i 4 *
/] | D USER=VCSRV, PWD=VCSRV

/1 LI BDEF *, SEARCH=( PRD2. CONFI G, PRD1. BASE, PRD2. SCEEBASE)
[/ OPTI ON SYSPARM:=' 00

/| EXEC | ESMASNM PARME' DD:. PRD2. CONFI G( | ESMASCF. 2)

/*

/| &

* $$ EQJ
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To get status information from the z/VSE Monitoring Agent, enter at the z/VSE console
neg <j obnane>, dat a=st at us

Sample output:
AR 0015 11401 READY

R1 0045 | ESVA118] AGENT STATUS:

R1 0045 AGENT VERSI ON: 0004. 3000

R1 0045 CONFI G MEMBER: DD: PRD2. CONFI G(I ESMASCEF. Z)

R1 0045 PORT: 161

R1 0045 COVWUNI TY STRI NG pubI iC

R1 0045 RECEI VED REQUESTS: 5869313 S ted C ds:

RL 0045 WRONG COVMUNI TY STRING 0 upported Lommands:

R1 0045 WRONG SNMVP VERSI ON: 0 HELP Displays help information

R1 0045 ANSVWERED REQUESTS: 5869313 STATUS Displays the server status

R1 0045 | ESMMI02I MONI TORI NG PLUG@ N MANAGER STATUS: RESETSTAT Reset statistics

R1 0045 MANAGER VERSI ON: 0004. 3000 TOIDS List all handled OID

RL 0045 | NSTALLED PLUG NS: 2 LIS Istall handled OIDs

R1 0045 HANDLED O DS: 34 LISTOIDSDET List all handled OIDs (detailed)

R1 0045 HANDLED O D GROUPS: 1 LISTPLUGINS List all active plugins
SHUT Ends the server
SHUTDOWN Ends the server
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Example: PRTG Traffic Grapher

) PRTG Traffic Grapher - default.prtg _ 10l x|
File View Tags Extras Help Order Upgrade MNew Version available!
Views View: Web Browser
B Back Faorward ‘ Home Refresh Stop ‘
Data http://9.152 222 55/sensorlist htm?ar2=1&gr6=14gr4=14gr8=1&timeout=15&exp 7=08position=0
@_’E PRTG Traffic Grapher EXPAESSLER
I
Refresh: #0ff ©15s #60s #5Smin
View PRTG Traffic Grapher = All Sensors
=)
—] # Sensor List
Custom Graphs PRTG Traffic Grapher
Events
Sensor Data All Sensors &l
EVSE m
Display Mode ] ; )
= ibm vee cpu: 1 = ibm v=e cpu time on VSE (veedemo) 2 meec/zecond HEM
# Live Graphs
Browser Custom Intervals Live Graph - 5 Minutes - 2 sec Interval
Hourly Averages =0 e S G RIS TN TIPSt NPT ORI ORI CRNRENCP I LUNPEN
Daily Averages E M coiieiiioiiicciiociciiicoiicacicocccaaco L lliiliiiiiiiiiiiiioliiid
o B ]
Show All Graphs £ i i
Hide: All Graphs 10:53 11100 1101 11102 11103
Tag Filter = ibm vee system performance = ibm v=e total dizpatcher cycles on WSE (veedemo) 345 #lzecond HEMm
States Live Graph - 5 Minutes - 2 sec Interval
Error (0) =
Ok (3) 2
8
Paused (1) E
Types ol
T T T T T —
Latency (0} 10:5% 11:00 1101 11:02 11:03
Netflows (0} : ;
) = ibm vee system performance = ibm vse num sves on VSE (vsedemo) 431 #zecond HEE
Packet Sniffer (0)
SNMP Custom (0) Live Graph - 5 Minutes - 2 sec Interval
SNMP Library (4)
SNMP Traffic (0)
Groups
VSE (4)
VSE m =
V6. 2.1.950 Freeware Edition 234 refreshs 17% CPULoad 4

¥ 40 VEARS
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Example: PRTG Traffic Grapher

Additional Settings
w Flease select the sensor settings

Insert Into Sensaorist Below: IFi.II Sensors

¥ Create New Subgroup I"u’SE

= Scanning Interval [s]: |2 1-3 (10to 60 seconds recommended)

Tags (comma separated): I

Select

=10l x|

o

o

o |

[

< Back Finish

| Cancel |

A
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z/VSE V4.3 — SNMP Monitoring Agent support — Trap Client

Send a Trap (see SKSTTRAP in ICCF library 59):

Trap Details

* khkkkhkkhkkhkkhkkhkhkkhkkhkhkhkkhhhkhkhhkhkhkkhkhkhkkhhkkhhhkhhkkhkkhkkhkhkhkkhkhkkhkkhkhkkhkkhkkhkkhkkhkkhkhkkhkkx
g
* SNMP TRAP CLI ENT sanpl e EEED]
* You can add one or nore destinations. Community [publc Siediefge [
* The ADDSYSI NF paraneter adds systeminformation to el | SRR T
* trap packet. Ip Address [3.15284.155
* If you specify the HELP paraneter you will find a Sender 0D [1 3614123116 Tiap Type [SNMPT
* detailed help and a list of all supported paranmeters Variable Bindings
*in the job listing. 0D [ Tpe | Value [
. 1234 String Thiz iz a test
* A ! nmar kS I | nes as conmments ibivseCanfarmanceGroup. 16 Stiing Tue Mar 22 10:02:53 2011
syzDiescr Sting zASE 4.3.0 WSELFP43) unning in 2/

PRk Ok b b S R R Rk Sk Sk kb R Sk kR kR I S

[/ OPTI ON SYSPARM=' 00
/| EXEC | ESMIRAP
DEST=192. 168. 1. 55
DEST=nyserver1l: 162

Showe Raw | << plevl riest |

OD=1.2.3.4
MSG=This is a test
ADDSYSI NF
/*
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