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Information Technology Today: Limitations

Information technology today is limited by the tech nology and architecture
configurations available.

File/Print
Servers

Business Intelligence

DS Servers

= Business processes and the applications that support them are becoming more service oriented,
modular in their construction, and integrated.

= The components of these services are implemented on a variety of architectures and hosted on
heterogeneous IT infrastructures.

= Approaches to managing these infrastructures along the lines of platform architecture boundaries
cannot optimize: alignment of IT with business objectives; responsiveness to change; resource
utilization; business resiliency; or overall cost of ownership.

= Customers need better approach: The abilityto mana  ge the IT infrastructure and Business
Application as an integrated whole.

4 ©2010 IBM Cor poration
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IBM zEnterprise System — Best in Class Systems and Software Technologies
A system of systems that unifies IT for predictable service delivery

“‘! 2} Unified management for a smarter system:
= zEnterprise Unified Resource Manager

= Unifies management of resources,

Scale out to a trillion extending IBM System z° qualities of The world’s fastest and
instructions per second: service end-to-end across workloads most scalable system:
IBM zEnterprise . = Provides platform, hardware and workload IBM zEnterprise ™ 196
BladeCenter ® Extension management (2196)
(zBX)

= Selected IBM POWER7®
blades and IBM System x®
Blades! for tens of
thousands of AIX® and
Linux applications

= |deal for large scale data
and transaction serving
and mission critical
applications

Most efficient platform
for Large-scale Linux®
consolidation

= Leveraging a large
portfolio of ZZOS® and
Linux on System z
applications

High performance
optimizers and appliances
to accelerate time to insight
and reduce cost

Dedicated high
performance private

)€€ €€

= Capable of massive
network -
= scale up, over 50 Billion
f ] Instructions per Second
T - (BIPS)
1 All statements reg arding |BM future dir ection and intent are subject to change or withdrawal without notice,
5 andrepresents g oals and objectives only. ©2010 1BM Cor poration
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IBM zEnterprise System

IBM zEnterprise 196 (z196) IBM zEnterprise BladeCenter Extension (zBX)

IBM zEnterprise Unified Resource Manager (zManager)
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What is a zEnterprise Ensemble?

= A zEnterprise ensemble is a collection of 1 to 8 T
2196 CPCs with/without zBX managed o) L

ez, o=
collectively by the Unified Resource Manager as ! ’i
1 1
L —

a single logical virtualized system using the HMC

= A zEnterprise node is a z196 CPC with 0 to 4
racks up to 2 BladeCenters per rack
— zEnterprise nodes are deployed within a single site

— A zEnterprise node can be a member of at most one
ensemble

= 7196 CPCs are deployed within a single site
= Blade based fit-for-purpose Solutions
= Integrated Advanced Virtualization Management

| m——
= Implements well-defined external interface to E—
Data Center Service Management functions el O e
= Virtual Resource Management and Automation EEE !EE
== =|ht= =]
| % [ —

zEnterprise Node
zEnterprise Ensemble
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ZEnterprise Unified Resource Manager
Transforming the way resources are managed and deployed

What is it? How is it different?
Unified Resource Manager provides Heterogeneous management: Total systems management
workload awareness to Qp[imize across heterogeneous resources

the system resources in accordance Integration: Single point of control, common skills for
with understanding the policies resources, reduced complexity of day to day operations

assigned to that particular workload. Monitoring. New dashboard for CPU resources and energy
Functions are grouped into two suites management

of tiered functionality that enable Simplified installation:  Auto discovery and configuration of
different levels of capability - Manage resources and workloads with single interface

Secure: Improved network security with lower latency, less
hops and less complexity. Improved control of access due
to management of hypervisors as firmware

suite and Automate suite.

Service and support management: H ardware problem
detection, reporting and call home supported for virtual
machines and blades
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ZEnterprise Unified Resource Manager
Hardware Management

Energy Management
™ Monitoring and trend reporting of CPU
energy efficiency.

Hypervisor Management
®integrated deploy ment and
configuration of hypervisors
™ Management of ISO images.
™ Creation of virtual netw orks.

Operational Controls
™ Auto-discovery and configuration
support for new resources. Operations Performance
™ Cross platform hardw are problem
detection, reporting and call home.
™ physical hardw are configuration.
™ Delivery of system activity using new i Virtual
user interface. LR Servers

Network Manage ment
™ Management of virtual netw orks including access control

Key
™ Manage suite
W Automate suite

©2010 IBM Corporation
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ZEnterprise Unified Resource Manager
Platform Management

Energy Management
™ Static pow er savings
® Ability to query maximum potential pow er.

Hypervisor Management

™ Manage and control communication
betw een virtual server operating
systems and the hypervisor.

Workload Awareness and

Platform Performance

Manage ment

™ Wiz ard-driven management of
resources in accordance with
specified business service level
objectives

™ HMC provides a single
consolidated and consistent
view of resources

® Monitor resource use within the
context of a business w orkload

® Define workloads and
associated performance
policies

Operations Performance

Virtual
Servers

" \Virtual Server Lifecycle Management

™ single view of virtualization across platforms.

™ Ability to deploy multiple, cross-platformvirtual
servers within minutes

™ Management of virtual netw orks including
access control

Key
™ Manage suite
= Automate suite

10
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... Value Made Possible By the Unified Resource Manager

Simplified installation Simplified energy management

of hypervisors Energy cost savings

Gain significant time to
market with improved
speed of deployment

Energy

Allow critical workloads to

. o receive resources and

Save time, cost and simiptify priority based on goal-
asset manage ment _ oriented policies established
Operations Performance by business requirements

Decrease proble m determinatio
and resolution time for cross-

platform resources Smart business adjustments

based on workload insight

i i : ik Networks Virtual

Improve and simplify cross- R Servers : B PRI

platform availability procedures [l e Provide deep insight into
how IT resources are being

Enable broader and more used

granular view of resource

consumption

Gain flexibility, consistency and
. . uniformity of virtualization
Factory installed and configured network

. Provide the business with faster time
Improved network security with lower to market
latency, less complexity, no
encryption/decryption i Simplified network management for

Automate suite applications

Smarter Systems for a Smarter Planet

Built on this construct — zEnterprise — Innovation at every level

MULTIPLE OPERATING SYSTEMS Linux on

Focused, collaborative innovation

A “complete systems” approach

*All statements r egar ding 1BM futur e direction and intent are subject tochange or withdrawal without notice, andrepresents goals and objectives only.
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Putting zEnterprise System to the task
Use the smarter solution to improve your application design

Syste m z Host Select IBM Blades

AlX on
z/OS f zIVSE POWER?7
Blade Virtualization Blade Virtualization
| I—

Syste m z PR/SM

DataPower !
Future Offering

Support Element

Private data network (IEDN)

Unified Resource mmmmm  Private Management Network INMN
Manager mmmm=  Private High Speed Data Network IEDN

Customer Network

Customer Network
13 * All statements regarding IBM futur e direction andintent are subject tochange or
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zEnterprise HMC-Based z/VM Management

@ HMCLINUX: Hardware Console Workplace (Version 2.11.0) - Mozilla Firefox
M ke s e
Daily
[] Hodare
Messages
Operating
I system
Messages
Ensemble Work Area Advaie

A B o4 B W W | g

PUSBEE S0 Hypervisors  Members  Virtual Servers  Workloads  zBX BladeCenters  zBX Blades
(1] Descuvae

Grouping

14 ©2010 IBM Cor poration
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Ensemble Management Users and Roles

= New task and resource roles enable isolation across management disciplines
= New predefined users EnsOperator and EnsAdmin

Role

Description

Ensemble Administrator

Responsible for creating and managing the zGryphon e nsemble

Create Ensemble, Add Member...

Virtual Network Administrator

nd MAC Prefixes
rks, Create VLAN IDs...

Responsible for Managing Virtual Networks, Hosts, a
Manage Virtual Networks, Add Hosts to Virtual Netwo

Virtual Server Administrator

Responsible for managing virtual servers
New /Modify Virtual Server, Add Virtual Disk, Migr ~ ate...

Virtual Server Operator

Responsible for performing and scheduling virtual server activation/deactivation,
mounting virtual media

Activate, Deactivate, Mount Virtual Media, Console session...

Storage Resource
Administrator

Responsible for managing storage resources — Stora  ge Access Lists, WWPNSs, z/VM
Storage Groups

Export WWPN, Import SAL, Add Storage Resources...

Workload Administrator

Responsible for managing workloads
New /Modify workload, Add/Remove Virtual Servers

Performance Management
Administrator

Responsible for managing performance policies
New /Modify performance policy, Import policy

Performance Management
Operator

Responsible for performing and scheduling policy ac tivations and creating threshold
notifications

Activate, Export Policy, Monitor System Events

Energy Management
Administrator

ower capping and power savings
Policy

Responsible for managing power settings including p
Set Power Cap, Set Power Savings Mode, Set zBX Power

15
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New z/VM Management Guest

16

Linux based guest
Loaded from SE (much
like the virtual
couplingfacility is loaded
today)

Communicates with
Guest Performance
Adapters (GPA)

The Linux running in the
guest and the HPM
application do not ship
with z/VM, rather with
the firmware

Virtual networking
config created at IPL
when image is managed
by the Unified Resource
Manager.

Linux running in the
guest and the HPM

New Linux Based RS

Loaded from SE
(much like the virtual

z/VM Management Sased C"'UPZZ% ftac(:;'ility) is
Guest oaden;iacay)
Communicates with y
GPA, Guest W SMAPI ||[TCPIP|(Mgmt Linux z/0S
Performance Adapter Server |[Server||Guest
via VSwitch
MCP Linux
New
SMAPIs
_‘Socket m
Virtual networking config T
created at IPL when image
is managed by the Unified
Resource Manager
Linux vewil — |
LPAR vswitch
ZIVM
OosM PR/SM osX

inmn

iedn
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z/VM Management Infrastructure

NIC 200 NIC 100 NIC 24

MAC MAC MAC
02500000005 02500000001 02500000002

P

Port 1 ‘ Port 2 ‘

—

Virtual Switch

A

Backup Primary

-.

Port 0
OSA-E

]

l)-

Port 0

17

NIC 300 NIC 400

MAC MAC
02500000003 02500000004

Virtual Switch

Node Manager @
SE %

HMC
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Use Cases

= New virtual server

= Virtual server details

= Create virtual network

= Associate virtual server with virtual network

18
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@ |

Ensemble Managemant ~ P27

~semble = Members = R32

SystemResources | Hypervisors | Virtual Servers

5 welcome -

= | V| Tasksw || Viewsw
B [ systems Mansgement e e PP | BB
A |Stat ~ | Automatic Restart A

& B Ensemble |statue | ic Res!

af | & aperating |

& [ memvers | MaxPageSze[s00 || Total | Fitersd: | Sekecied:]
= QER-ERY

[ workioads
B wic management

3 service Management

Tasks: VM

Image Details
Toggle Lock
@ Daily

Statuis: Exceptions and Messages

Recovery
Service

Operational Customization

Configuration

New Virual Server
@ zivm viran macnine management
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—
@ EnsHMC1: New Virtual Server - Mozilla Firefox

=)ol
| 7 http://3.60.14.210:8080/hmc/content?taskid=7 16refresh=138 {H
~
New Virtual Server - R32:VM | (i
Enter Name
+ Welcome
- Enter Name Enter in a name and description for the virtual server.
sign Processors Hypervisor name: VM
izd N-‘tr -T“W Hypervisor type: Image
e Sfﬂ;:gﬁ; Name: + BuyerVM
Specify Options ZVM Virtual Server
Select Workloads Description:
Performance Management|
Summary
<Back | | MNext> | | finish || Cancel u
v

©2010 IBM Corporation
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UEnsHM{H New Virtual Server - Mozilla Firefox ; E

| 7 http://3.60.14.210:8080/hme/content?taskid=7 16refresh=138

£

g New Virtual Server - R32:VM

2]

Assign Processors
+ Welcome

v Enier Name

—¥ Assign Processors
Specify Memory
Add Network
Add Storage
Specify Options
Select Workloads
Performance Management|
Summary

Assign the initial and maximum processors that the virtual server will have access to

Processor type: |Cenlra| Processor j

Initial virtual processors: #/1

= Back | \ Next > \ | Finish H Cancel

21
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| 7 http://3.60.14.210:8080/hme/content?taskid=7 16refresh=138

New Virtual Server - R32:VM

Assign Processors
elcome

v Enier Name
—¥ Assign Processors
Spe Memory
Add Network
Add Storage
Specify Options
Select Workloads
Performance Management|
Summary

Assign the initial and maximum processors that the virtual server will have access to

Processor type: Central Processor E|

Initial virtual processors:

Integrated Facility for Linux

= Back | \ Next > \ | Finish H Cancel

©2010 IBM Corporation
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U! M! M“ﬂm;r\fer m!!m ; E
( T htip:/[9.60.14.210:8080 /hmcfcontent?taskld =7 18refresh=138
New Virtual Server - R32:VM

Specify Memory

£

—p]

Specify the amount of dedicated memory that will be available for the virtual server. The memory amount
must be specified in increments of 1 MB_
- Specify Memory Initial memory: + 1024
Add Network
Add Storage

MB <]

Performance Management|
Summary

Next> | | Finsh || cancel | | Help
23
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| 7 http://3.60.14.210:8080/hmecontent?taskid=73arefresh=139

g New Virtual Server - R32:VM

£

| (s
Add Network
Add the network adapters that the virtual server will use to access the networks.

ign Processors 'Select|ID Network Name |Network Description | |
+ Specify Memory
— Add Network | [Tetaro |

ds Storage
Options

Workloads
Performance Management|

Manage Virtual Networks
Summary

= Back | \ Next > \ | Finish H Cancel

©2010 IBM Corporation
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| 7 https//2.60,14.210;8080/hmc/content?taskid=73arefresh=133

g New Virtual Server - R32:VM

Add th e bt by Vet i st P

e 1

\Seled iDevice |Name iDescrimion | Resource Name |Mmﬁe \Slze \

‘ | | Total: 0

—> Add Storage @ =it
Specify Opiions
Select Workloads
Performance Management,
Summary

_Manage Storage Resources

| < Back |\ Next > \ | Einish. i cancel | i Help

1|

©2010 IBM Corporation
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| 7 http://3.60.14.210:8080/hmecontent?taskid=73arefresh=139

g New Virtual Server - R32:VM

Bl

Specify Options
Choose the boot source for your virtual server.

Privilege classes:  +

+ Add Network IPL boot device:

+ Add Storage

—> Specify Options
Select Workloads IPL load parameters:
Performance Management|
Summary

\
IPL parameters: \ \
\

= Back | \ Next > \ | Finish H Cancel

25
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| 71 hitip:/[3.60.14,210:6080 /hmc/content?taskld=738refresh=139

g New Virtual Server - R32:VM

i>\§

Select the workloads that this virtual i
@ Use Default workload
© Select workloads
+ Add Storage |Select | Name |Description |
+ Specify Options |—NDW07_ErlBthE ailal =
- Select Workloads |lomit
Performance Management
Summary
New Workload

| <Back |\ Next > \ | Einish. i cancel | i Help

1
27

©2010 IBM Corporation

Smarter Systems for a Smarter Planet

| 7 http://3.60.14.210:8080/hmecontent?taskid=73arefresh=139

)
fn]
< New Virtual Server - R32:VM E
Performance Management
Enable processor management for your virtual server to achieve the goals set in the active performance
policy.
n Processors

+ Specify Memory Ensemble processor management: Disabled
+ Add Network

Processor management
+ Add Storage

+ Specify Options

v Select Workloads

—¥ Performance Management|
Summary

<] m

©2010 IBM Corporation
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| 77 htip://3.60.14,210:8080/hmic/content?taskid=738sefresh=133 |

New Virtual Server - R32:VM

v Welcome

below bef il tbamd %
+ Specify Memory . BuyerVM
+ Add Network Fi;s;”::m{ ?NM Virtual Server
+ Add Storage Initial virtual processors:
Assigned dedicated memory: 1024 MB

+ Specify Options
v Select Workloads
v Performance Managemen

Network Devices:
Storage Devices

i IPL parameters:
IPL load parameters:
Privilege classes: G
Workloads Default

Processor management: Enabled

| _Finish | [ cancel | | Help

29 ©2010 IBM Corporation
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| 71 http://3.50.14. 210:8080 /hmc/content?taskid=748refresh=143 e

Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA]

Name | Status || Processors | Memory | Network || Storage || Options | Workloads | Performance |

Hypenvisor name: VM

Hypenvisor type: Image
UuID: 4¢3352da-9137-11df-8cdb-0011163803de
Name: *[Buyel

Description:

OK | Cancel

20 ©2010 IBM Corporation
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(@ EnsHMC1: Virtual Server Details - Mozilla Firefox [:_][_E__]j
(1 hittp:/f9,60. 14.210:8080Famcfwdl/T 11 7%
‘ g Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA] ‘

Name Status | Processors | Memory | Network || Storage | Options | Workloads | performance

Status: Not Activated
Guest Platform Management Provider Status: Not Operating

Acceptable Status:

Operating [ Not Operating
[ Communications not active [ Exceptions
[ Status Check 0 Migrating

[ Starting [l Stopping

oK | _Apply | [ cancel | [ Help

©2010 IBM Corporation
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w‘ EnsHMC1: Virtual Server Details - Mozilla Firefox E]@

(7 http://2.60.14.210:8080hmefwdl T 1421 x|

‘ g Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA] ‘

Name Status | Processors | Memory | Network || Storage | Options | Workloads | Performance

Processor type: ECentral Processor B

Initial virtual processors:

Maximum virtual processors.

Share mode: irligaﬁve

s

Share limit: |None

Initial relative shares:

oK | | Apply | [ cancel | [ Help

©2010 IBM Corporation
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BEX]

| 771 http:/f9.60,14,210:8080/hmcfwd T 14a1 T:?l
(g Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA]
Mame || Status || Processors i[m\ Network | Storage | Options | Workloads | Performance
Initial memory: ~ *[1 |mB |
Maximum memory. */1 [mB B

OK | | Cancel HeEé

©2010 IBM Corporation
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34

| 7 http://9.60.14.210:8080/hme/wd/T14a1

b

Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA]

Mame | Status | Processors =Memory | Network || Storage || Options | Workloads | Performance |

MAC Prefix:

Network Adapters:
'Select [ID_|Network Name Nefwork Description | MAC Address | |

\ |  Total 0 |

leAod.| [LEdit][L.Re
| Manage Virtual Networks

OK | | Cancel Helé

©2010 IBM Corporation
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1@ EnsHMC1: Virtual Server Details - Mozilla Firefoe L=_‘]L;l_]
| 7 http://3.50. 14, 210:8080 /hmcfwd /T 14a1 1T
g Virtual Server Details - BuyerVM [R32:VM: ZFWVMTSA]

| Name | Status | Processers | Memory | Network | Storage | Options | Workloads | Performance

Storage Drives:
|Select | Device |Name | Description |Resource Name |Mode |Size | |
| | Total: 0 |

| Manage Storage Resources |

[ ok | _Apply | [ cancel | | Help

©2010 IBM Corporation
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1@ EnsHMC1: Virtual Server

ils - Mozilla Firefox -Joed

| 7 http:/f9.60.14, 210:8080/hmic/wdT14a1

‘g Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA]

| Mame . Status ‘:.Procesﬁars | Memory .\i Network || Storage Options | Workloads | Performance
Privilege classes:  +/G
IPL boot device: | |

IPL parameters: | |

IPL load parameters: | |

[l Enable Guest Platform Management Provider Suppart

[ ok | _Apply | [ cancel ] | Help

©2010 IBM Corporation
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@ EnsHIC: Virtual Server Details - Mozilla Firefox =)
(1 hittp:/9,60.19,210:8080hme/wd/T 1401 o
‘

g Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA]

[ Name | status || Processors | Memory | Metwork | Storage | Options | Workloads | Performance
@ Use Default workload

© Select warkloads

Select [IName | Description
Mo werkloads available
Total 0

|_New Workload

oK | | Apply | [ cancel | [ Help

©2010 IBM Corporation
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oo et Mo ia Eoratot

@ EnsHme

(71 http://9.60.14.210:3080hme/ncl/T 1421

f

Ensemble processor management: Disabled
[ Processor management

‘ g Virtual Server Details - BuyerVM [R32:VM:ZFWVMTSA]
Name . Status :.Procesﬁors | Memon,'“ Network | Storage | Optiens | Workloads || Performance

oK | _Apply | [ cancel | [ Help

©2010 IBM Corporation
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Create Virtual Network

5:; Create Virtual Network - My Ensemble
General Setiings
Name:  +[VendorVirtuaNetwork
Description:All vendor virtual servers on this

(10-1034)

VLANID:  +[11

Lo | [ cancet | [ Hep |

Manage Virtual Networks - My Ensemble

Virtual Networks:

w12 (8 2] [ | |— Select Action — ] |
Select ~ Name ~ Status ~ VLANID ~|Description A
< Default Inactive 10 Default virtual network
@  VendorVirtualNetwork Inactive 11 All vendor virtual servers onth._..

Close | | Help

39
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Virtual Server Properties: ihs-server-1
Processors Nlel‘I)-fy

General Status

Network Devices

Associate Virtual Server With Virtual Network

|2/ Add Hosts To Virtual Network

Select the Hosts to Add to the Virtual Network - IEDNZ:

Wirtual Server Prg

[ Running Network [ Defined Network |

Order | Virtual Network | Type
1 Drefault virtio
2 db2ian virtio
3 <NONE=> virtio

Add Virtual NIC

| Move Up || Remove Selected || M

Virtual Network: |Default ==

Type: virtia

Add wNIC

40

2VMHypervisor
ZVMGuestL
NIC1 IEDN IEDNZ

ZVMGuest?

HICZ IEDN2 IEDN2
pHypervisor
pVirtualServer
NIC1 None None
xHypervisor
irtualServer
HIC1 IEDN IEDN
cecz
LPAR1
2VMHyp
pHypervisor
xHypervisor

[[] Show enly Unconnected Hosts

ok J[ cancdl [ rel ]@
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Workload

Performance
Policy

= AWorkload is a grouping
mechanism and “management

view” of virtual servers Workioad = Payroll
supporting a business CEC1 cEC2
application

= Provides the context within
which associated platform
resources are presented,
monitored, reported, and
managed

= Performance policy is
associated with Workload

Workload = HR

e ——— ST

Performance
Policy

41 ©2010 IBM Cor poration
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Workload Performance Policy

= Defines performance goals for virtual servers in a workload
— Conceptually similar to simplified zZOS WLM Policy
= Provides basis for monitoring and management of platform resources used
by virtual servers in a Workload
= Workload to performance policy relationship:
— Multiple performance policies associated with a workload
— A single policy is active at a given time
— Can dynamically change the policy that is active
Through the Ul
Through a time-based schedule
Example: Day shift / night shift policy
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Managing Resources across z/VM Virtual Machines
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= Manage CPU resources across z/VM virtual machines
— Detect that a virtual machine is part of a workload not achieving its goals
— Determine that virtual machine performance can be improved with additional resources
— Project effect on all relevant Workloads of moving resources to virtual machine
— If good trade-off based on policy, redistribute resources
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IBM zEnterprise System:
A revolutionary change has come to IT bringing a new dimension
in computing

= Redefining IT frameworks to bring change to operational silos and extend
System z governance to z/VM virtual machines and zBX blades

= Driving business decisions based on insight rather than hindsight

= Improving agility to compete with
consolidation and simplification

= Delivering consistent business
controls across applications
and platforms

= Focused on integration and
collaboration to fuel business growth

* All statements regarding |BM futur e direction andintent are subject tochang e or withdrawal without notice, and represents goals and objectives only.
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