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Quick Survey: True or False? Quick Survey: True or False? 

Mainframes expensive to buy and support.
Mainframes are an outdated platform for hosting 
enterprise applications
To code an application on the mainframe you need to 
code in COBOL or Assembler
The only way to get data from the mainframe is a green 
screen.
Mainframe people are all old and about to retire
Mainframe technology is always behind the other 
platforms
Mainframes are hard to use
Mainframes are slow
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Myth1: Mainframes are ExpensiveMyth1: Mainframes are Expensive
Acquisition cost  of System z is higher than a 1U Server

Total cost of ownership of mainframes are lower
►End user operations
►Cost of availability, security, etc.
►Productivity

Compare apples to apples when measuring cost
►Hidden data center fees tied to the mainframe
►Make sure the whole picture is taken into account

Current System z customers can increase power for less

As the number of MIPS grows the cost decreases

Support costs remain consistent



More Powerful Mainframe – Same StaffMore Powerful Mainframe – Same Staff
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Largest Inhibitors to GrowthLargest Inhibitors to Growth
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  What is the single largest 
inhibitor to the growth in  
usage of the mainframe in 
your organization ?



Internal Coupling 
Facility (ICF) 1997

Integrated 
Facility for Linux 

(IFL) 2001

IBM System z9 
Integrated 

Information 
Processor (IBM zIIP)

System z Application 
Assist Processor 

(zAAP) 2004

Support for new 
workloads and 
open standards 

Designed to help 
improve resource 
optimization for 
eligible data 
workloads within 
the enterprise

Centralized data sharing 
across mainframes

Incorporation of Java™ 
into existing mainframe 
solutions 

The Power of Specialty EnginesThe Power of Specialty Engines



Unique Value of an IFLUnique Value of an IFL

FL Price has remained 
constant

 IFLs move with upgrades
30% more capacity!!!
zAAP follows same model
Distributed model over 

same time:
►2 Technology Refreshes 

(New Hardware)
►2 System migrations

30%
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300%
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Machine Type

IFL Value Increase

IFL Capacity

% Increased Value



Why zAAP? A Simplified ExampleWhy zAAP? A Simplified Example

40% utilization

1000 MIPS 
for WebSphere App

500 MIPS for WebSphere App +
500 MIPS now available for additional workloads

Java execution 
powered by a zAAP

JAVA

JAVA

JAVA

JAVA

JAVA

JAVA

80% utilization

Example: 1000 MIPS WebSphere Application

In this example the zAAP reduced the standard 
CP Capacity requirement in half.



Specialty Engines Can Work TogetherSpecialty Engines Can Work Together
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Myth 2: Mainframes are OutdatedMyth 2: Mainframes are Outdated
Mainframes support Latest Standards

►J2EE
►Linux 
►SOA
►Open standards

Mainframes support collaboration
►Simplified integration of infrastructure facilitates collaborative 

infrastructures

Rest of the world is catching up to zSeries
►Distributed systems virtualization is behind mainframe
►Advanced power management
►Workload management

60% mainframe MIPS purchased since 2000 are for new workload



Myth 3: Mainframe Skills are OLD!Myth 3: Mainframe Skills are OLD!

O.K. - Some of us are.... more mature.... (physically)

Middleware direction is for platform independent code
►J2EE and other containers
►Cross platform management tools and GUI tools are growing

Cost of mainframe skills not rising
►COBOL programmers do not make more than Java programmers
►Huge supply of programming skill worldwide
►Mainframe skill staff are less than 5% higher than distributed skills

Education of mainframe skills are on the rise
►IBM's goal is to train 20,000 students on mainframe technology by 

2010
►Supported by over 150 colleges and universities



Myth 4: ISVs Don't Do MainframesMyth 4: ISVs Don't Do Mainframes

912 applications from 399 vendors run on Linux on System z

J2EE applications run on the mainframe
►Oracle
►SAP
►Misys
►Temenos

IBM continues to improve its portfolio for the mainframe to ease 
ISV utilization

SOA and services make mainframe resources more available



Myth 5: Mainframes are InflexibleMyth 5: Mainframes are Inflexible

Mainframes pioneered Capacity Upgrade on Demand

Can you say LPAR?

Intelligent Resource Director

Transaction based workload management

Virtualization the other guys wish they had

Upgrades without interruption

Using zLinux & zOS collocates  applications and data

More compute power same staff



Myth 6: Mainframes are slowMyth 6: Mainframes are slow

Measurements based on benchmarks
►Benchmarks test operations on cached data

Not based on real workload
►Real workload is messy

Not about chip speeds
►For most workloads it's not about calculations

All computers wait at the same speed



Beware the Distributed Platform BigotBeware the Distributed Platform Bigot

Evangelists understand why theirs is cool

Just because you can doesn't mean you should
►Distributed guys think you can do anything as long as you have 

enough machines

Time to look at platform selection more intelligently

Think about capabilities as well as function
►Non Functional Requirements
►Security
►Availability
►Performance

Understand the workload



Which is the Better Vehicle?Which is the Better Vehicle?

Maserati MC12
Peterbuilt Semi

The Race - ¼ Mile Dragstrip
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Which is the Better Vehicle?Which is the Better Vehicle?

100 Maserati MC12s
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Not All Computers are Created EquallyNot All Computers are Created Equally
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Computers and Their StrengthsComputers and Their Strengths
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Myth 7: Small Servers are CheapMyth 7: Small Servers are Cheap

Source: IDC 2006/UBS



Small Servers and PowerSmall Servers and Power

Distributed server farms can generate as much as 3,800 watts 
per square foot (Wall Street Journal)

►In 1992 it was 250 watts/sq foot

“Power-related problems in 2005 will cause 4 of the 20 major 
failures, up from 2 of 20 last year” (The Uptime Institute)

By comparison, a mainframe z9 generates 312 watts per 
square foot – one tenth the amount



Case Study: A Sun Loving Finance Co.Case Study: A Sun Loving Finance Co.
US Finance customer thought they only had 24 UNIX servers

►But these were just the PRODUCTION servers
►In addition they had 49 servers for Development, Test and Disaster 

Recovery
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The Hidden Costs KillThe Hidden Costs Kill

They needed 14 people to support these servers and $7M software
►Running at only 20% utilization
►Each server cost $20K per annum to support

A comparable z- implementation would have required just 20 servers
►Requiring 5 people to support
►Using $6M software (over 3 years)

 The client thought Sun was 1/5 the Cost
 With IFLs System z was 37% Cheaper



SummarySummary

Too much disinformation on mainframe
►The conspiracy is widespread

Think Holistically

All you need are the real facts

Make sure the playing field is level

Make sure that you look at the full picture

Understand the workload

Remember the cost model



26

TrademarksTrademarks
The following are trademarks of the International Business Machines Corporation in the United States and/or other countries.

The following are trademarks or registered trademarks of other companies.

* All other products may be trademarks or registered trademarks of their respective companies.

Intel is a trademark of Intel Corporation in the United States, other countries, or both. 
Java and all Java-related trademarks and logos are trademarks of Sun Microsystems, Inc., in the United States and other countries
Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.
UNIX is a registered trademark of The Open Group in the United States and other countries.
Microsoft, Windows and Windows NT are registered trademarks of Microsoft Corporation.
Red Hat, the Red Hat "Shadow Man" logo, and all Red Hat-based trademarks and logos are trademarks or registered trademarks of Red Hat, Inc., in the 
United States and other countries.
SET and Secure Electronic Transaction are trademarks owned by SET Secure Electronic Transaction LLC.

Notes:  
Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment.  The actual throughput that any 
user will experience will vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the I/O configuration, the storage configuration, and the 
workload processed.  Therefore, no assurance can  be given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here. 
IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.
All customer examples cited or described in this presentation are presented as illustrations of  the manner in which some customers have used IBM products and the results they may have 
achieved.  Actual environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.
This presentation and the claims outlined in it were reviewed for compliance with US law.  Adaptations of these claims for use in other geographies must be reviewed by the local country 
Counsel for compliance with local laws.  
This publication was produced in the United States.  IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to 
change without notice.  Consult your local IBM business contact for information on the product or services available in your area.
All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
Information about non-IBM products is obtained from the manufacturers of those products or their published announcements.  IBM has not tested those products and cannot confirm the 
performance, compatibility, or any other claims related to non-IBM products.  Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
Prices subject to change without notice.  Contact your IBM representative or Business Partner for the most current pricing in your geography.

* Registered trademarks of IBM Corporation

AS/400*
BladeCenter*
DB2*
HiperSockets
IBM*
IBM eServer
IBM logo*
InfoPrint*

System z9
Tivoli*
TotalStorage*
WebSphere*
z/OS*
z/VM*
zSeries*
CoolBlue

OMEGAMON*
Parallel Sysplex*
Rational*
Redbook
RMF
S/390*
System Storage
System z


