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Installation and Documentation

U

1 Installed firstin z/OS V1R2
> Enabling APAR/PTF - OW50850 / UW82925
> Coding APAR/PTF - OW51563/UW83377

1 The support for OS/390 V2R10 and z/OS V1R1 is
provided by APAR OW51780

1 z/OS Distributed File Service zSeries Administration,
SC24-5989 - (Standard documentation)

& RedBOOKS o conyiont i corp. 2005 ighs resrve, o

zFS Redbooks @

z/OS Distributed File Service zSeries File System
Implementation, SG24-6580-00 - (z/OS V1R3)

Publication - September 2002

z/OS Distributed File Service zSeries File System
Implementation, SG24-6580-01 - (z/OS V1R6)

Publication - April 2005

z/OS Distributed File Service zSeries File System
Implementation, SG24-6580-02 - (z/OS V1R7)

Publication - 4Q 2005

& RedBOOKS o conyignt i corp. 2005 ighs resrve, o
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zFS File Systems

«@
1 An aggregate is a VSAM linear data set (LDS)
1 An aggregate contains one or more zFS file systems
1 Two types of aggregates:
> HFS compatibility mode - contains 1 zFS file system
> Multiple file system mode - contains 1 or more zFS file

systems
— Space sharing between file systems in same aggregate
zFS compatibility mode Multi-file mode
aggregate aggregate

OMVS.MUL02.ZFS
===

"5 F |]_-
=
F

OMVS.PAY.ZFS

File system names

1
ZFS file system ZFSFSOL

ZFS file'systems ZFSFS02

ZFSFS03

«&® RedbOOKS o conyion v con. 2005, s reseves BN

zFS and Multi-file Mode Aggregates @
G

1 In February 2005, IBM announced:

> z/OS V1R7 is planned to be the last release to allow mounting
zSeries File System (zFS) file systems contained in multi-file
system aggregates that are to be shared across systems in a
sysplex

> IBM has previously recommended that these multi-file system
aggregates not be shared in a sysplex environment. Once this
support has been removed, attempts to mount zFS file systems
contained in multi-file system aggregates will fail in a z/0OS UNIX
System Services shared file system environment

> Mounting zFS compatibility mode aggregates, which have a
single file system per data set, will continue to be supported in
all environments

@ RedbOOKS o conyion v conn. 2005, s reseves BN
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zFS and a Future Release

U

1 In a future release, IBM plans to withdraw support for
zFS multi-file system aggregates
1 When this support is withdrawn, only zFS
compatibility mode aggregates will be supported
> A zFS compatibility mode aggregate has a single
file system per data set

«&® RedbOOKS o conyion v con. 2005, s reseves o

zFS with z/OS V1R7 @

1 With completion of zFS EOM support zFS being now
the preferred z/OS UNIX file system

1 Sysplex awareness of APIs and the zfsadm command
interface

1 Various new zfsadm commands and options

1 Removal of zFS aggregate and file system name
restrictions

1 Further enhancements to LFS support for zFS

L

New directory cache parameter
1 New performance monitoring APls

@ RedbOOKS o conyion v conn. 2005, s reseves o
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zFS with z/0OS V1R7

U

1 zFS is the preferred file system
1 Continued use of HFS will be discouraged

1 Significant effort is needed to migrate data from HFS
file systems to zFS file systems

1 Tools to help with migration are needed

«&® RedbOOKS o conyion v con. 2005, s reseves NN T ]

zFS Enhancements for z/OS V1R7 @

1 New LFS support enhancements for zFS
1 HFS compatibility
> zfsadm command forwarding/pfsctl to another system

> Addition of valid aggregate/file system name
characters (@ # $)

> UNQUIESCE MODIFY command
> Performance Monitoring APIs — Phase 2
> zFS End of Memory (EOM) support
1 Additions to the pax command
1 zFS migration support
> BPXWH2Z tool - ISPF based

@ RedbOOKS o conyion v conn. 2005, s reseves NN T ]
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zFS Sysplex Support

1 BPXPRMxx SYSPLEX option
> SYSPLEX(YES) must be specified for this to take

effect
z/OS V1R7
z/OS V1R7 z/OS V1R7
ZFS
ZFS ZFS
SCo64
SC63 SC65
G
BPXPRMxx
\ o;“\f;.cmzlglz ZFS ’, SYSPLEX=YES
«@® RedbOOKS o copyigni o cop. 2005, rghs resenvea, o
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zfsadm Command Changes for Sysplex

1 Previously, ztsadm commands (and the pfsctl APIs)
could only display or change information that is
located or owned on the current member of the
sysplex

> Only issued from the owning system

1 When DFSMS is used to backup a zFS aggregate, the

aggregate is quiesced by DFSMS before the backup

> In order for this quiesce to be successful, it must be
issued on the system that owns the aggregate

& RedBOOKS o conyiont i corp. 2005 ighs resrve, ol

zfsadm Command Changes for Sysplex

1 In z/OS V1R7, if you are in a shared file system
environment, zfsadm commands and zFS pfsctl APIs
generally work across the sysplex

1 There are two main changes:

> The zfsadm commands act globally and report or
modify all zFS objects across the sysplex

> They support a new —system option that limits output
to zFS objects on a single system or sends a request
to a single system

& RedBOOKS o conyignt i corp. 2005 ighs resrve, ol
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New zfsadm Commands Changes

1 zfsadm configquery command options
> -group, -sysplex_state
> -system system_name

1 Option, -long shows more details

$> zfsadm | sfs OWS. HERI NG TEST. ZFS -1 ong

| OEZ001291 Total of 1 file systens found for aggregate
OWS. HERI NG. TEST. ZFS

OWS. HERI NG TEST. ZFS 100005, ,5 RW (Munted RI'W states 0x10010005
On-1line
4294967232 K alloc limt; 10847 K al l oc usage
11375 K quota limt; 10847 K quota usage
112 K Fil esystem I node Tabl e 21 file requests

& RedBOOKS o conyiont i corp. 2005 ighs resrve, ol

Configuration Options New - zZ/OS V1R7 _

1 -system system_name

> Specifies the name of the system the report request will be
sent to, to retrieve the data requested
1 -group
> Displays the XCF group used by ZFS for communication
between sysplex members
— Default Value: IOEZFS
— Expected Value: 1 to 8 characters
- Example group: IOEZFST

$> zfsadm confi gquery -group
| CEZ003171 The value for configuration option -group is |CEZFS.

& RedBOOKS o conyignt i corp. 2005 ighs resrve, ol
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zFS Starts and Joins the XCF group

| EF4031 ZFS - STARTED - TI ME=18.59. 13 - ASI D=008F - SC70

| OEZ000521 zFS kernel: Initializing z/0S zSeries File
Version 01.07.00 Service Level 0000000 - HZFS370.
Created on Mon Apr 4 16:06: 17 EDT 2005.

| OEZ003501 Successfully joined group | OEZFS
*] CEZ00525]1 Starting initialization with SC65
| OEZ005291 Preparing for initialization with SC70. <====
| OEZ005301 Ready to initialize with SC70. <=============
*] OEZ005261 Requesting aggregate information from SC65
| OEZ005321 Sendi ng aggregate information to SC70. <=====

| OEZ005281 Initialization with SC65 conpl ete.
| OEZ005331 Done initializing with SC70. <===============c

| OEZO00551 zFS kernel: initialization conplete.

L@ Redbooks © Copyright IBM Corp. 2005. All rights reserved.

T

System

Configuration Options New - z/0S V1R7 @

1 -sysplex_state
> Displays the sysplex state of ZFS. Zero (0) in

dicates that

ZFS is not in a shared file system environment. One (1)
indicates that ZFS is in a shared file system environment

$> zfsadm configquery -sysplex_state
| CEZ003171 The val ue for configuration option -syspl

L@ Redbooks © Copyright IBM Corp. 2005. All rights reserved.

ex_state is 1.
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zFS Sysplex Command Support

1 z/OS V1R7 - Ability to issue zFS filesystem commands
from anywhere within a sysplex

> Allow quiesce of zFS from any LPAR in a sysplex
1 zfsadm commands are global to sysplex
> aggrinfo - clonesys - Isaggr - Isfs

1 zfsadm commands “go” to the correct system

> aggrinfo, clone, create, delete, grow,| sfs, Isquota,
quiesce, rename, setquota, unquiesce

1 zfsadm commands can be limited/directed to a system

> aggrinfo, attach, clonesys, config, configquery, define,
detach, format, Isaggr, Isfs, query

& RedBOOKS o conyiont i corp. 2005 ighs resrve, 0

Command Forwarding Support

1 zfsadm commands will now display and work with zFS
aggregates and file systems across the sysplex
1 This enhancement is exploited by:
> DFSMS backup (ADRDSSU)

— Backups can now be issued from any member of the
sysplex when all members are at z/0OS V1R7 regardless of
which member owns the file system

> |SHELL
> zFS administrators

& RedBOOKS o conyignt i corp. 2005 ighs resrve, 0
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New zfsadm Command Examples @

1 zfsadm Issys - Shows the members in a sysplex

ROGERS @ SC65: / u/ roger s>zf sadm | ssys

| OEZ003611 A total of 2 systenms are in the XCF group for zFS
SC65

SC70
ROGERS @ SC65: / u/ roger s>

1 zfsadm sysplex command example using
> -system system_name

ROGERS @ SC65:/ u/ roger s>zf sadm aggri nfo -system SC70
| OEZ00368l A total of 2 aggregates are attached to system SC70.
OWS. TEST. MULTI FS. ZFS (R O MULT): 20597 K free out of total 20880

OWS. HERI NG. TEST. ZFS (R/' O COW): 454 K free out of total 11520
ROGERS @ SC65: / u/ roger s>

2 Redhooks

© Copyright IBM Corp. 2005. All rights reserved.
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@ zFS Fast Mount
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zFS Fast Mount -
Performance Improvement

T

1 Implemented with APAR OA12519
> Toleration APAR OA11573 for prior releases
— Apply to Z/OS Versions V1R4, V1R5, V1R6, V1R7
— Note: Apply to VI1R7 before OA12519

1 Resolves the following problem:

> Dead system recovery caused zFS file systems to
move to another system

> zFS file system had tens of millions of files

A4

Mount during move took 30 minutes to complete
> System (USS) unavailable during this time

«&® RedbOOKS o conyion v con. 2005, s reseves 0

zFS Fast Mount - _
Performance Improvement @
©

1 To support this improvement, the first time that a zFS
aggregate is mounted on z/OS V1R7 after APAR
OA12519 is applied

> |t is converted to a new on-disk format (called version 1.4)

> Additional information for mount processing can be
recorded in the aggregate

> All existing aggregates are version 1.3 aggregates
1 After conversion, subsequent mount processing will occur
more quickly
> APAR OA11573 supplies the code to process the new
format (version 1.4)
1 Only works for compatibility mode aggregates
«©® RedbooKS ¢ copyigh o corp. 2005, Al rights reserved. ot
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Special Characters in zFS Aggregates @

1 Previously, you could not have a zFS aggregate or file
system name that contained special characters

> (@ #39)

# zfsadm define -aggr OWS. HERI NG @EST. ZFS -vol umes CFCO00 -cyl 10
| OEZ00248E VSAM | i near datase PLEX JMS. AGGR#06. LDS0006 successfully
creat ed.

# zfsadm format -aggr OWS. HERI NG @EST. ZFS - conpat

| OEZ000771 HFS-conpatibility aggregate OWS. HERI NG @EST. ZFS has been
successfully created

& RedBOOKS o conyignt i corp. 2005 ighs resrve, NI T
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New UNQUIESCE Command

1 Previously, if a zFS aggregate was quiesced and the
job failed to unquiesce it, you would need to use
OMVS - zfsadm unquiesce command

> Not possible to unquiesce from operator console
> z/0OS V1R7 new command to issue unquiesce

— F ZFS,UNQUIESCE,OMVS.HERING.@TEST.ZFS
— Must be issued from owning system

1 This command only works on z/OS V1R7
> |t must be issued from the owning system

> This command does not forward requests to other
members of the sysplex

2 Redhooks

© Copyright IBM Corp. 2005. All rights reserved.
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Performance APlIs

U

1 Previously, certain zFS performance counters could
only be retrieved via operator console command

> Data could not easily be retrieved by an application
> Provide an API to obtain statistics on zFS activity

1 Now, all zFS performance counters can be retrieved
by an application

> pfsctl API (BPX1PCT)

1 Now, zfsadm command can be used to display/reset
performance counters

> zfsadm query -metadata

1 Administrative application programs can use this
function

1 RMF exploits this function in z/OS V1R7
«® Redhooks

© Copyright IBM Corp. 2005. All rights reserved.
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Performance Monitoring APIs - z/0S V1R

1 zFS provides six new pfsctl APIs to retrieve
performance counters

Locks

Storage f zfs,query,all
User data cache

ijocounts

iobyaggr

iobydasd

1 zFS provides a new zfsadm command (query) to
query/reset the performance counters

Y v v v v v

zfsadm query [-locking ] [-storage ] [-usercache ] [-iocounts]
[-iobyaggregate | [-iobydasd] [-reset]
«@® RedbOOKS o copyigni o cop. 2005, atrghs resenvea, 0

zfsadm query Command

1 zfsadm query command now supports additional
options
> knpfs, -metadata, -dircache, -vnodecache, -logcache,
-trancache

zf sadm query -dircache
Directory Backing Caching Statistics

Buffers (K bytes) Requests Hts Rati o Di scards
256 2048 1216679 1216628 99. 9% 50
«@® RedbookS o congn iam cor. 2005 g reserve 0
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Directory Cache (dircache)

1 In z/OS V1R7 a new zFS IOEPRMxx parameter file
statement is available to set the directory cache size

> dir_cache_size - Size of the directory buffer cache

Example: dir_cache_size=4M

> The minimum and default size is 2M, the maximum value
that can be set is 512M

> Changing this cache size may be useful if you expect
situations with many file creates or deletes

> This is available via APAR OA10136 and PTFs:

- UA16125 for z/OS V1R4
= UA16123 for z/OS V1R5
= UA16124 for z/OS V1R6
«@® RedBookS ¢ copignt m con. 2005, ighs reserved. 0
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zFS EOM Support

1 Previously, an End of Memory condition while
executing in zFS could cause zFS to go down

> When zFS goes down, all zFS file systems are
unmounted

1 Now, End of Memory conditions are recovered by zFS
> zFS does not go down
> No zFS file systems are unmounted

1 z/OS V1R7 zFS will recover for EOM, earlier releases
will not

& RedBOOKS o conyiont i corp. 2005 ighs resrve, 0

zFS EOM Support

1 zFS End of Memory (EOM) support is invoked by:

> A calling application going to End of Memory while
executing in zFS

1 Called by:

> Operator action when a job is forced (did not respond
to cancel)

1 Changed external output

> zFS does not go down/zFS file systems do not need to
be remounted

& RedBOOKS o conyignt i corp. 2005 ighs resrve, 0
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RMF Monitor lll Support for zFS

1 New Monitor Ill zFS reports provides data on:
> zFS response time / wait times
> zFS cache activity
> zFS activity / capacity by aggregate
> zFS activity / capacity by filesystem

1 Data helps to control the zFS environment for:
> Cache sizes

> 1/0 balancing

> Capacity control for zFS aggregates

2 Redhooks

© Copyright IBM Corp. 2005. All rights reserved.
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RMF Support for zFS

C.

Continuous
Async I/0
ZFS fil

system

; ; Metadata
Application cracal “
Synchronous Transaction Lcoi;le
o Cache
Application 1/0

zFS VSAM data set

(Aggregate)
ZzFS Address space
and Dataspaces
«@® RedbOOKS o copyigni o cop. 2005, atrghs resenvea, o

RMF Overview Report Selection Menu

C.

p

Sel ection ===>

2

RVF Overvi ew Report Sel ection Menu

O RMF Overview Report Selection Menu
(Detail reports)

Basic Reports 1 Command interface

1 WFEX Vor kf | ow Except i .
2 SYSI NFO Sy;temoi nfo?ﬁgt:g:s E\éﬂ > ZFSSUM or ZFSs:

3 CPC CPC capaci ty — zFS summary report
Detail Reports > ZFSACT or ZFSA:

4 DELAY  Delays (DLY) ..
Group response tine breakdown RT) = ZzFS activity report

Enter sel ection nunber or command for desired report.

5 GROUP (

6 ENCLAVE Encl ti d del ENCL A
D BB T WS proceso dara _uTPelon and delays (ENCL) 0 Gatherer options:
8 ZFSSUM  zFS Su ZFss ;

o ZFSACT  2FS Fi Imemrsgstem activity EZFSA; > Option NOZFS | ZES

@ RedbOOKS o conyion v conn. 2005, s reseves 00
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zFS Summary Report

RVF VIR?  zFS Summary Report

Command ===>

Sanpl es: 120 System TRX2 Date: 09/07/04 Tine: 16.30.00

- Response Time Cache Activity

- Vnode -- -
Rate Hit%
0.0 0.0

Avg  1/0 Lock Sleep Rate Hit% Read% Dl y%
0.27 0.4 80.7 0.04055 100 0.0 0.0

Size Use% - - Mode-
528K 29.2 R/WCP

2160K 8.0 R WM
7200K 16.1 R WM

zFS Actvity report for
Aggregate name

«® Redhooks

© Copyright IBM Corp. 2005. All rights reserved.

Scrol | ===> CSR

Met adata -
Rate Ht% Rate
EiCa0ns0at: 0.2

G

Response time section:

e Average response time for
ZFS request

o Wait percentages

Line 1 of 3

Range: 120 Sec

Cache activity:

® Request rates

e Hit ratios

® % read requests

® % requests delayed

FS Read Wite
(B Sec)

0 137
0 137
137 1058

Aggregate section:

e Capacity data

e Mount mode

o # filesystems in the aggregate

e Read / Write rates (Bytes per
second)

zFS Summary - I/O Details by Type

RVF VIR7  zFS Sunmary

Command ===>

Sanpl es: 120 System TRX2 Date: 09/07/04

-------------------- Cach
----- Vait%----- --------- User ------

0.27 0.4 80.7 0.0 405.5 100 0.0 0.0

Avg 1/0 Lock Sleep Rate Hit% Read% Dl y%

Repor t Line 1 of 3

Scrol | ===> CSR

Time: 16.30.00 Range: 120 Sec

€ ACHIVity =---mnmmmmmmememomnoe
- Vnode -- - Metadata - -Trx -
Rate Hit% Rate Ht% Rate
0.0 0.0 10.9 99.9 0.2

------------ Aggr egat e Name/

OWS. TRX2. LOCAL. COVPAT. A. ZFS
OWS. TRX2. LOCAL. MULTI . A. ZFS
R\F. TEST. ZFS. HFSMF1

zFS Sunmary - 1/O Details by Type

Count Waits Cancl Merge Type
815 326 0 0 FILE SYSTEM METADATA
346 23 0 29 LOG FILE

1447 175 0 2 USER FILE DATA

Press Enter to return to the Report panel.

/

«® Redhooks

© Copyright IBM Corp. 2005. All rights reserved.
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User and Vnode Cache Detail

zFS Summary - Vnode Cache Details

Request Rate : 14.2 vnodes 65536
Hit % : . i 1
RVE VIR7  zFS Summary Report t% 99.9 ;:?f’evz'oézs 65522
Command ===> ext. vnode size : 668
open vnodes : 12
Sanpl es: 120 System TRX2 Date: 09/07/04 Tine: 16. 30| hel d vnodes : 44
---- Response Time ----gsf-oooooioiiiis Cache Activity --| Press Enter to return to the Report panel.
----- Wait%----- --------- User ------ -- Vnode --
Avg I1/0 Lock Sleep Rate Hit% Read% Dl y% Rate Hit9
0.27 0.4 80.7 0.0 405.5 100 0.0 0.0 0.0 0.0
zFS Summary - User Cache Details ¥ /
RW = Uo7
Read Rate 27.4 Size 256M RWM 3 0 137 H .
Wite Rate 16.9 Total Pages : 65536 Swns 8 ep aw Vnode cache details:
Read Hit (% 59.4  Free Pages : 12703 i H
Wite Ht (% 100.0  Segnents 8192 ® Request ra_te'_h” ratio
Read Delay (% 1.3 e Vnode statistics
Wite Delay (% 0.0 User Cache readahead: ON
Async Read Rate : 10.1 Storage fixed : NO
Schedul ed Wite Rate : 83.8 .
Page Reclaim Wites 0 User cache details:
e Request rates, hit ratios, delays
Press Enter to return to the Report panel. ° Storage statistics

o

4

2 Redhooks

© Copyright IBM Corp. 2005. All rights reserved.
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Download of REXX execs and JCL @

Attention: The sample REXX procedures are available in
softcopy on the Internet from the Redbooks Web server

Point your browser to:
ftp:/lwww.redbooks.ibm.com/redbooks/SG246580/

Note: SG246580 must be uppercase (the SG part)

Alternatively, you can go to:
http://www.redbooks.ibm.com

and select Redbooks Online, and then Additional
Materials

«&® RedbOOKS o conyion v con. 2005, s reseves NN T ]

HFS to zFS Migration @

1 Input: List of source data sets (HFS data sets)
> Tool (REXX) creates a list of HFS data sets with
> Suggested settings for the target zFS aggregates
— You may change settings (storage group, size, etc.)

1 Tool provides a final input data set for a job that
performs the migration process

1 Tool has option to determine whether you want to
replace the old HFS with the new zFS if HFS is
currently mounted

@ RedbOOKS o conyion v conn. 2005, s reseves NN T ]
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Using pax in copy mode - (COPYPAX)

1 Without an intermediate archive is a more efficient way
of copying an HFS file system to a zFS file system
> REXX procedure COPYPAX allows the user to use the
pax command in copy mode - can be used from the TSO
foreground but use in a TSO batch job
1 Benefits of COPYPAX

> A test is done to verify that the source and the target
structure are located in different file systems

> A test is done to verify that the target directory is empty

> Uses option -X to avoid skipping over mount point
boundaries

> Invalid file descriptor files are corrected when pax has
finished its copy processing

& RedBOOKS o conyiont i corp. 2005 ighs resrve, 0

Batch Job for COPYPAX

/1 ZFSJOB JOB , ' COPYPAX' , NOTI FY=&SYSUI D. , REG ON=0M
/2
/1* Use pax to copy source directory structure to target directory
/1* Property of IBM (C) Copyright |BM Corp. 2002

|| % oo oo e o
/1 SET SOURCED='/u/ hering' <=== Source directoy
/1 SET TARGETD='/u/ zfs/ nD1' <=== Target directoy
/2
/1 SET TI MEQUT=0 <=== Ti neout value in seconds, 0=no tineout
/1 SET REXXLI B=HERI NG. ZFS. REXX. EXEC <=== SYSEXEC | i brary
/2

/| ZFSADM  EXEC PQVEI KJIEFTO1, PARME' COPYPAX &TI MEQUT &SOURCED &TARCGETD
/| SYSEXEC DD DSNAME=&REXXLI B., DI SP=SHR

/1 SYSTSIN DD DUMWY

/| SYSTSPRT DD SYSQUT=*, LRECL=136, RECFM=V

I1*

& RedBOOKS o conyignt i corp. 2005 ighs resrve, 0
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Use COPYPAX for Copy of Root

[1ZFSJOB  JOB , ' COPYPAX , NOTI FY=&SYSUI D. , REG ON=0M

2 T
/1* Use pax to copy source directory structure to target directory
/1* Property of IBM (C) Copyright |BM Corp. 2002

22
/1 SET SOURCED='/" <=== Source directory

/'l SET TARGETD='/ul zf s/ zf sroot" <=== Target directory

|| % e e e
/1 SET TI MEQUT=0 <=== Ti neout value in seconds, 0=no tineout
/1 SET REXXLI B=HERI NG. ZFS. REXX. EXEC <=== SYSEXEC |i brary
2

/1 ZFSADM  EXEC PGQVFI KJIEFTO01, PARME' COPYPAX &TI MEQUT &SOURCED &TARGETD
/| SYSEXEC DD DSNAME=&REXXLI B. , DI SP=SHR

/1 SYSTSIN DD DUMWY

[/ SYSTSPRT DD SYSOUT=*, LRECL=136, RECFM=V

/1
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REXX Procedure ADDMNTPS

1 To recreate missing directories
> REXX exec ADDMNTPS

/1 ZFSJOB JOB , ' ADDIWNTPS' , NOTI FY=&SYSUI D. , REG ON=0OM

B
//* Add m ssing nmount point directories after clone process

/1* Property of IBM (C) Copyright |IBM Corp. 2002

B
/'l SET SOURCED='/' <=== Source directory
/1 SET TARGETD='/u/ zf s/ zf sroot' <=== Target directory
B
/1 SET TI MEQUT=0 <=== Ti meout val ue in seconds, 0=no tinmeout
/'l SET REXXLI B=HERI NG. ZFS. REXX. EXEC <=== SYSEXEC | i brary
B

/| ZFSADM  EXEC PGVElI KJIEFTO1, PARME' ADDWNTPS &TI MEQUT &SOURCED &TARCETD
/1 SYSEXEC DD DSNAMVE=&REXXLI B. , DI SP=SHR

/1 SYSTSIN DD DUMWY

[/ SYSTSPRT DD SYSQUT=*, LRECL=136, RECFM=V

1>
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ADDMNTPS ........

1 It looks for all mount points of all the file systems
mounted in the system

1 If the file system is the source file system or the mount
point is the root ( /), no action is taken

1 If the parent directory of the mount point belongs to the
source file system, then this mount point is one of the
mount point directories that needs to exist in the target
structure

1 Atestis done to determine whether the corresponding
directory in the target file system is already there (it
could have been defined in the meantime). If it does not
exist, it is created with owner UID 0 and permission bits
set to 700
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HFS or zFS Data Sets @

1 You can choose whether each filesystem is to be an
HFS or a zFS:

> On the data set attributes panels

> With the new CHange DSNTYPE command
1 Exception: The root file system must be an HFS
1 New data set types in the installation dialog:

> HFS, zFS, PDS, PDSE, SEQ, and VSAM

>--4--- CHANGE ---+--=+--- DSNTYPE ---+---+--- PDS PDSE ---+---<

I | || I
Yo/ J— + 4= TYPE ===+ +--- PDSE PDS -+

I || I
I + 4= HFS ZFS -+

| I
+--- ZFS HFS -+
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Set Data Set Type

CPPPBOSD ~----——————~ Modify System Layout ( RO150026 ) ————-----—————————
COMMAND ==> _

Data Set Modification - Attributes

Data set Name ==> OMVYSZ15.RLO0ODOOG.OMVS.ETC

Shipped : OMVS.ETC

Placement . C (DLIB, Target, Catalog, or User-Defined)
Data Set Type ==> HFS (HFS, PDS, PDSE, SEQ, VYSAM, or ZFS)
Shipped :  HFS

SMS-Managed ==> NO (Yes or No)

SMS-Eligible : YES

SMS-Required : NO

Logical VYolume ==> HLBOOZ? Shipped : CATOO1

Physical VYolume : T6Z5H1
Storage Class

& RedBOOKS o conyiont i corp. 2005 ighs resrve, o

HFS versus zFS @

1 HFS data set vs. VSAM LDS (aggregate) for zFS
1 zFS aggregate must be preformatted
1 Different FILESYSTYPESs used in BPXPRMxx

> FILESYSTYPE TYPE(ZFS) ENTRYPOINT(IOEFSCM)
ASNAME(ZFS)

Different operands on MOUNT command
Different security system setup
NONVSAM versus VSAM catalog entry

CICS, DB2, and IMS ServerPacs assume that any
necessary zFS setup has been done
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ServerPac Changes if using zFS @

1 ALLOCDS job formats zFS data sets you define
1 RACFDRYV and RACFTGT Jobs in z/OS orders:
> Add group for DFS setup
> Add user ID for ZFS address space

1 RESTFS Job:

> Uses appropriate TYPE on MOUNT commands
depending on filesystem type

> Puts appropriate TYPE on MOUNT parameters in
BPXPRMFS

> Add FILESYSTYPE for zFS to BPXPRMFS if needed

«&® RedbOOKS o conyion v con. 2005, s reseves 0

zFS - 55-56



