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Notices

This information was developed for products and services offered in the U.S.A.
Note to U.S. Government Users Restricted Rights -- Use, duplication or disclosure restricted by GSA ADP Schedule Contract with IBM Corp.

1BM may not offer the products, services, or features discussed in this document in other countries. Consult your local IBM representative for information on the products and
services currently available in your area. Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, program, or service
may be used. Any functionally equivalent product, program, or service that does not infringe any IBM intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any non-1BM product, program, or service.

1BM may have patents or pending patent applications covering subject matter described in this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to:
IBM Director of Licensing, IBM Corporation, North Castle Drive Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such provisions are inconsistent with local law: INTERNATIONAL BUSINESS
MACHINES CORPORATION PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT
LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow
disclaimer of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated in
new editions of the IBM may make and/or changes in the product(s) and/or the program(s) described in this publication at any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The
materials at those Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.

1BM may use or distribute any of the information you supply in any way it believes appropriate without incurring any obligation to you.

Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available sources. IBM has not
tested those products and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the capabiliies of non-IBM
products should be addressed to the suppliers of those products.

This information contains examples of data and reports used in daily business operations. To illustrate them as completely as possible, the examples include the names of
individuals, companies, brands, and products. Al of these names are fictitious and any similarity to the names and addresses used by an actual business enterprise is entirely
coincidental

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which llustrates programming techniques on various operating platforms. You may copy, modify,
and distribute these sample programs in any form without payment to IBM, for the purposes of developing, using, marketing or to
the application programming interface for the operating platform for which the sample programs are written. These examples have not been zhomugmy tesled under all
conditions. IBM, therefore, cannot guarantee or imply reliability, serviceability, or function of (hese programs. ‘You may copy, modwy and dlstnbule these sample programs in
any form without payment to IBM for the purposes of developing, using, marketing, or di: programs to IBM's interfaces.

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.




Trademarks

The following terms are trademarks of the International Business Machines Corporation in the United States, other countries, or both:

Redbooks (logo)™ \&

IBM eServer™ Eserver® alphaWorks® developerWorks®
eServer™ ibm.com® z/Architecture™ z/0S®

zSeries® AIX® Cloudscape™ CICS®

DB2® DFsS™ ETE™ Informix®

IBM® IBMLink™ IMS™ Language Environment®
MQSeries® Mys™ Notes® 0S/390®

Parallel Sysplex® PartnerWorld® PAL® Rational®

Redbooks™ RACF® RETAIN® RMF™

S/390® SecureWay® sLc™ SOM®

Tivoli® VTAM® WebSphere®

The following terms are trademarks of other companies:
Intel, Intel Inside (logos), MMX, and Pentium are trademarks of Intel Corporation in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or
both.

Java and all Java-based trademarks and logos are trademarks or registered trademarks of Sun Microsystems, Inc. in the United States,
other countries, or both.

UNIX is a registered trademark of The Open Group in the United States and other countries.
SET, SET Secure Electronic Transaction, and the SET Logo are trademarks owned by SET Secure Electronic Transaction LLC.
Other company, product, and service names may be trademarks or service marks of others.
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Who is the workshop for?

e System Programmers & Administrators
working with Websphere for z/0S V6

e targeted towards those who need to
— identify problems,

— analyze them and
— fix them

in an efficient way to deliver good support for
the WebSphere environment

e aimed to assist
— IBM support and
— technical professionals as well as

— Java developers who work in this environment
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What is the workshop about?

1. Problem Determination
Methodology

. Skills needed for PD |7

N

. before lunch break
. Contacting IBM

4. Problem areas and concerns in
production

w

5. Typical problem symptoms
6. Diagnostic flowcharts for PD

«® Redbooks
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What is the workshop about?

7. Means and tools for PD

— WebSphere commands |72 "

after lunch break

— Logs, traces and dumps
— Other diagnostic tools

8. Problem avoidance in phases:

— Installation and Configuration
— Migration and Coexistence
— Application Deployment
— Applications in Production
9. PD Web Sites
«® Redbooks
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Who created the content?

This presentation is based on the Redbook draft, SG24-6880-02

Ol vt e 3008 A I?"”{ Rica Weller 1 Suresh
Problem Determination o= tesce | —
on WebSphere for z/0S
. Kiet Nguyen
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Module 1:

Problem Determination
Methodology
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What PD/PSI is

The goal of PD/PSI, in its most basic sense,
is to get to the root of a problem. It is
similar to what a programmer might call
debugging, but on a much larger scale.

Possible " )
Cause # . Possible
Cause # A

Possiblei
Cause #C Possible
B Cause #3 Possible
Cause #4
Possible
Cause #5 Usze simple-to-get evidence and symptoms to figure

out what the problem iz not.

«® Redbooks

© Copyright IBM Corp. 2005. Al rights reserved.

What PD/PSI is not

e Poor system performance, for instance,
can definitely be a problem but the process
of checking and solving normal
performance problems is often referred
to as Tuning.

= Tuning a system involves its own separate
set of tools and processes relating to
obtaining optimum performance.

e Understanding the difference between
PD/PSI and Tuning is very important and
knowing when to use what will save you a
lot of time.

 PD/PSI fixes functional problems while
Tuning means adjusting the system and/or
application.

«® Redbooks
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General PD flowchart

0 Identify problem
symptom

:

Ask questions

i

9 Gather problem
documentation

l

o Analyze @

documentation

Contact IBM support

Documented

Identified
problem/
solution

0 Consult reference
information sources

No o) Prepare and send
—| problem
documentation

e Take corrective e Take corrective
action action
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Keep in mind for PD on z/0S

< complex software product involving many z/0S
components

= components require many environment parameters and

variables to be set to a specific value

= User-set components require consistency throughout

environment

< Not all problems are WebSphere for z/0S related

< always keep detailed, up-to-date records of
— network topology
— high-level application description
— detailed model of your application

— detailed model of how your application interacts with other

IBM products, tools, or third-party SW
— log of your setup
— e-fixes installed
— log of your hardware specifications

= history log of changes better to retrace steps than a

simple log of the current environment
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What is the workshop about?

N

. Skills needed for PD
. Contacting IBM

4. Problem areas and concerns in
production

w

5. Typical problem symptoms
6. Diagnostic flowcharts for PD
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Module 2:
Skills needed
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System Skills needed

e expertise in many different areas required

= work closely together with system support
and application developers
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System Skills needed

to successfully install and establish a
runtime of WebSphere for z/0S

e z/0S
e UNIX Systems Services
e TCP/IP
e RACF (or equivalent)
e Logger
« Parallel sysplex
e RRS
e ARM
e WebSphere
«® Redbooks
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Application Skills needed

The people who are deploying and running the
application should:

e Understand the WebSphere for z/OS structure
e Understand the J2EE architecture
e Be able to use the Admin Console

- Be familiar with and capable of setting trace
settings

e Be able to understand output of JOBLOG,
WebSphere for z/0OS error log, and trace
output

e Work closely with system programmers for
WLM

e Work closely with the Security Administrator

«® Redhooks
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Application Skills needed

e Work closely with application developers

e Be familiar with USS and comfortable using the
shell

e Be familiar with their TCP/IP setup
Optionally:
e Work closely with the DB2 Administrator, MQ

administrator, etc. in case of problems with
data sources

No one person can possess all these skills. It takes
a team of specialists to set up the WebSphere
runtime and run the server. See:
http://www.ibm.com/services/learning

«® Redbooks
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What is the workshop about?

w

. Contacting IBM

4. Problem areas and concerns in
production

5. Typical problem symptoms
6. Diagnostic flowcharts for PD
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Module 3:
Contacting I1BM

http://www.ibm.com/planetwide

«@ Redhooks om/redbooks
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IBM Support Structure

IBM Software Support - Worldwide Structure

[Customerl Frontend Backend

Frontoffice Eralaliee Change Teams and
domestic) experts Development Teams
; Teams usually in labs
entitlement

A problem is reported via a
Problem Management Record = PMR

e Frontend Support Personnel with broader
skills about IBM software products

< Backend with more in-depth skills (i.e. IBM
software laboratories)

«® Redhooks
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Before Contacting IBM

benefit immediately from IBM’s extensive self
help support Web-site

http://www.ibm.com/software/webservers

/appserv/zos_0s390/support

e download fixes

e search on keywords

e find how-to information

TechDoc “Steps to getting support for
WebSphere Application Server” at:

http://techsupport.services.ibm.com/guides
/handbook.html

«® Redhooks
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Before Contacting IBM

Define the problem

Being able to articulate the problem and symptoms
before contacting software support will expedite the
problem solving process. It is very important that
you are as specific as possible in explaining a
problem or question to IBM software specialists.

Document the Problem

e Date and Time

= User name or user ID involved

e LPAR name, server name, jobname or STC name,etc.

* Recent changes that have been made to your
processing environment, such as HW or SW that has
been added or removed

< System configuration updates

«® Redbooks
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Before Contacting IBM
Determine if this situation has already been
reported

The problem might already be documented and
resolved. Check these product support
resources to see if the answer you are looking
for is available:

Information Centers and Release Notes
Software and hardware prerequisites

WebSphere Application Server and related
sites

MySupport
Link2000
6. DeveloperWorks WebSphere

«® Redbooks
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Open a PMR

Before creating a

Problem Management Record (PMR) see
Mustgather documents (search at IBM support web page)

Information necessary when opening a PMR:
e Customer number

 Contact address

e OS name

e OS version

e product name and the Component ID

WebSphere Application Server for z/0OS V6
5655-N01

«® Redhooks
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Exchanging Data with 1BM

common and preferred way to exchange data:
e to send it to an FTP server

e Compress large files or data sets before
sending them to any FTP server

e Compressed data sent in binary instead of

ASCII format
— TRSMAIN/Packlib z/0S files
— The tar command USS files
— ZIP file PC files

e Sent to ftp.emea.ibm.com unless instructed
otherwise

« additional information about file upload and
download procedures at:
http://www.ibm.com/de/support/ecurep/mvs.html

«® Redhooks
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Exchanging Data with 1BM

Naming conventions

e when sending data to an FTP server in IBM, to
give an indication on the file type or data set

e indication on the PMR number should be given

File/dataset name Comments

PHR1Z2345 . CEEDUMP This data set belongs to PMR #12345 and
contains a CEEDUMP.

PHR12345 . CEEOUMP. TERSED This data set belongs to PHR #12345,
contains a CEEDUMP and is compressed
using TRSMAIN.

PHR12345 . CONFIGFILES.ZIP This data set belongs to PHR #12345,
contains configuration files and is
compressed on the PC using a ZIP
program.

«® Redhooks
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What is the workshop about?

4. Problem areas and concerns in
production

5. Typical problem symptoms
6. Diagnostic flowcharts for PD
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Module 4:

Problem Areas
and Concerns

«® Redbooks .com/redbooks
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Troubleshooting problems in runtime ....

Most common causes

1. Recent changes - not properly

tested before
any code or configuration change

2. Recent operational activities
starting and stopping of components, or
running other programs and tools

3. Recent users activities
unusual request traffic coming from end
users and system users

«® Redbooks .com/redbooks
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Troubleshooting problems in runtime ....

4. Growing resource constraints

fluctuating and even volatile workload, new
business requirements, and advances in
underlying technologies

5. Unexpected resource constraints

shortage of CPU MSUs, memory file system
space, session pools or thread pools

«® Redhooks
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The Troubleshooting Process

Identify error message
and fix appropriately

:

Get additional
information if problem
cause is more complex

!

e Check underlying
sub sytems

!

Turn on tracing

:

e Ask application

Analyze logs

developer for support

!

!

Analyze recent
changes

9 Recycle application
server/ WebSphere

!

!

e Compare with other
applications

Contact IBM support

@ Redhooks |
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Troubleshooting Process in words 1/2

1) If there is an error message that clearly identifies
the cause of the problem then fix the problem.

2) If the problem requires more information to
identify the source of the problem, then retrieve it
and fix the problem.

3) Review the SYSLOG, Server Joblogs & SYSPRINT,
and WebSphere for z/OS error logs for error
messages.

4) If there is still no evidence of an error symptom,
find out what had changed since the application
last worked correctly.

5) Check to see if other applications work or if they
also exhibit the same problem.

«® Redhooks
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Troubleshooting Process in words 2/2

6) If other applications do not work, it might be
a system problem. Check TCP/IP, DNS, WLM,
z/0OS resources, as ADSM, JES, DB2, etc...

7) If you still do not know the cause of the
problem, turn on tracing.

8) If you get incorrect output or other
uncommon response from your application
then it could be an application problem. Ask
your application developers for help.

9) Recycle the application servers, and the
WebSphere for z/0OS system as the last
resort, because it usually requires
coordination.

10)Contact IBM support
«® Redbooks
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Request/Response Flow for PD

application server

[ Websphereon
zZ/OS

i, || Controller
SERVER y| Region

PLUGIN
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Problems in presentation tier (1,2,3,9)

Can’t get to an application
1. Make sure that you don’t have any typo error in URI

2. all HTTP error codes 4xx are client error codes, check
IBM support pages for help

3. also see reference and descriptions from the W3
Consortium’s site:
http://www.w3.org/Protocols/rfc2616/rfc2616-
secl10.html

4. Check to see if the Web Server has been started
(SDSF, URL, ping)

5. Start Web Server and verify application access

6

7

http://<hostname=>/snoop

Check if application can be accessed in Web Container
http://<hostname=>:port/snoop

Potential Plug-in problem due to incorrect or corrupt
changes made to the Plug-in file (restore/backaup
config file)

8. Swap Plug-in configuration file

«@ Redhooks om/redbooks
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Typical problems in Presentation tier

Can’t get to an application (cont.)
9. Analyze differences in Plug-in files to fix problem
10. Regenerate plug-in file from Admin Console

Go to Login => Servers => Web Servers and click
Generate plug-in

11. Check the servant job in SDSF if request gets passed
WebServer but application does not respond

12. Start application server or select running servant’s
SYSOUT and check if any exceptions logged
If the server is up but the application is not
responding, usually that means it has run into an Out
of Memory (OOM) problem

13. use the Admin console to verify status of the app
server (Go to Administrative web console => Expand
Troubleshooting == Logs and Trace)

«® Redhooks
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Typical problems in Presentation tier

Browser rendering static content incorrectly

- Due to source file being transferred to z/0OS in ASCI|
from workstations

- HFS handles files in EBCDIC and any data at the
presentation layer must be in ASCII

« verify content on workstation

- Set transfer mode to bin

- retransfer file and verify

Browser: erratic response, inconsistent and quirky
interface

. Sometimes due to older (outdated) browsers

< check for updates, fixes and for a list of supported
browsers at:
http://www.ibm.com/software/webservers/appserv/doc/I
atest/prereqg.html

< And InfoCenter at:
http://publib.boulder.ibm.com/infocenter/wasinfo/v6r0/in
dex.jsp?topic=/com.ibm.websphere.base.doc/info/aes/ae
/rtrb_plugincomp.html

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.




Problems in control tier (4,5,6)

Majority of application problems as this is
WebSphere engine (Web and EJB container)
Loss of session affinity

i.e. If you have to re-logon and re-enter passwords within
same application

=  Plug-in configuration file contains Cloneld parameter
for session ids (default)

e Check to make sure cookie writing is allowed in your
browser and client firewall software

Program Loop

i.e. request not responding, hanging followed by a time-
out error

e Usually a code problem
< Find thread number repeatedly logged in SYSOUT
= Find phrase/event/action repeatedly logged in SYSOUT

= Contact application developer for help (class and
method in trace)

«® Redhooks
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Problems in model tier (7,8)

Application data and its authorization
Application not able to access data

1. The user of a request has insufficient authorization
granted for a certain resource

— Check job logs for authorization failure messages

— Contact security administrator to grant appropriate
permissions

2. Connection to EIS or datasources has problems
e Check SYS logs if resource mentioned
e Check JDBC log if DB2 access

e Check specific subsystem logs (or with
administrator) if CICS, IMS or other EIS resources
access

- Verify properties and connection

«® Redhooks
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Security issues

Some common runtime activities can cause
security issues, as a result of:

e Upgrading to a new maintenance level

« Adding of new security profiles, resource
types, etc.

e Adding of new application servers

e Adding of WebSphere for z/OS resources
e Adding of new applications

< Adding of new application resources

= Adding of new users or operators

= Expiration of various security credentials

«® Redhooks
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Security issues

Usually troubleshooting security issues is no
different from other kinds of problems

e ook for symptoms in messages, job logs,
traces, dumps, etc.

« telltale symptoms of security problems are:

e Security violation

e No permission

» Access denied

e Invalid logon ID, user ID, password, etc.

e Password, token, security credential, etc.
expired

= Insufficient privilege

«® Redhooks
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Tracing the runtime environment

This figure shows some of the most useful tools

Werksto®ion

Al 3INESS SRACES:
EWC Dump

@ CEE Dumg
.Scn_rl,' traioe repont

z/05

T stands for trace and D for dump.
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Tracing the runtime environment

recommended steps to avoid extensive output
creation and unnecessary strain to the system:

e If runtime problem or communication problem
between servers: enable WebSphere CTRACE

« If application problem: enable JRAS tracing

< If naming problems (resources lookup), use
dumpNameSpace.sh in the OMVS shell

< Verify runtime alright with traces turned on

e Drive a simple application function to recreate the
error

= Try another application function, or complex request
e Check the error messages and symptoms
e compare the traces with a “working” application

< use JVM messaging via JVM debug option to get
more detail about Java application

< For TCP/IP packet tracing, use IP addresses and
port numbers as filters

«@ Redhooks om/redbooks
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Limit trace for PD

e Minimize the amount of traces produced whenever
possible

 Consider default settings create an enormous amount
of information

e Turn on tracing for only a few specific
components

e Turn on tracing for only a short interval

= Use z/0S operator console command to dynamically
turn on and off tracing

= Ask you application developer for more details and
assistance

NOTE: For occasional or rare occurrences of region hung
or crashes, which require tracing for prolonged hours
or days, remember that turning on trace has a
severe impact on system performance as well as
requires huge disk or spool space.

«® Redhooks
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What is the workshop about?

5. Typical problem symptoms
6. Diagnostic flowcharts for PD

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.

23



Module 5:
Symptoms

«® Redbooks .com/redbooks

© Copyright IBM Corp. 2005. Al rights reserved.

Types of Symptoms

* Messages and Codes
* Incorrect Output

* Browser Problems

* Abends

* Hang

* No response

* No resource access
» Java Exceptions

* Timeout

» Does not start/stop

» Performance Problems/high CPU

«® Redbooks .com/redbooks
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Messages and Codes

In nearly all cases a message is issued if any
problem occurs. You can find these
messages in various places. The most
common are:

Browser
Error log
Console
Joblog or Syslog

Other places to find messages are traces and
dumps.

«® Redhooks
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Messages and Codes

Information is in the “WebSphere for z/0S
InfoCenter” on the WebSphere for z/0OS
library site :

http://www.ibm.com/software/webservers/appse
rv/zos_o0s390/library/

EEO |dentifies it as a WebSphere for z/05 message

O MA |dentifies it as a WebSphere for z/05 Dyvnamic
Fragment Cache message

c Indicates the component

nnnn A unigue identifier

t Severity (Information, Warning or Error)

«® Redhooks
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What are exceptions

Exceptions are errors that came from anticipated
normal day-to-day operations of a Websphere
environment. For example a class missing, out of
space condition on logs, a requested server is
down.

Exceptions also reflect missing or inadequate
resources that the system needs to fulfill its
requests, or to keep itself from performing. A
request can be an inquiry, update or browse
function initiated from a client.

Exceptions are logged in SYSLOG by default or
SYSPRINT.

«® Redhooks
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The types of exceptions

There are three types of exceptions:

1. Exceptions from native code that supports the
Websphere z/OS environment
2. Exceptions from Websphere for z/OS Java code itself
3. Exceptions from Websphere applications that are
hosted on the platform
«® Redbooks
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The causes of exceptions

1. Application code bugs
(bad code, incorrect, invalid properties file, etc...)
2. Environment’s limits

(out of memory due to inefficient throughput and/or
excessive consumption)

3. Configuration errors
(resources misconfigured)

4. System code bugs from IBM or other vendors

«® Redbooks
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Java exceptions

When a Java exception occurs, the Java run time
will display the stack trace in the ncf.log file for
the plug-in environment or SYSPRINT for the
J2EE server.

However, SYSPRINT must be set in the Manage
WebSphere Variables panel within the Admin
Console for this message to be appear in
SYSPRINT.

You can dynamically change where the trace is sent
by issuing the z/OS Modify (F) command:

F <server-proc>, TRACETOSYSPRINT=YES

«® Redbooks
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Symptom flowchart (1 of 2)

1 Exception/Error Msg noted in Logs |
N ]
2 Analyze Format 3
And classify msgs ;
J .
essage Format
XXXXYYYYZ?
Analyze for embedded message
6 |
Search error at IBM WAS Info center B 5
http://publib.boulder.ibm.com/infocenter/pdthelp/index.jsp? NM
Exception with

minor code?

[ MustGather / Contact IBM E

(B) Java Exceptions
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Symptom flowchart (2 of 2)

1 Iterate through stack trace (B) Java Exceptions
to get the last entry
Get the package name and
2 method that throws Exception
4
i [
3 —L Contact Development
5 InfoCenter Solution Found?
http://publib.boulder.ibm.com/infocenter/wasinfo/véro/index.isp @I [Fenk
6 Additional hints, tips, technotes and fixes
http:/www.ibm.com/software/webservers/appserv/support.html| Solution Found?
Search:
7 - IBM Education Assistant Find .
- Known problems (technotes) MustGather Solution Found?
- Updates (fixes, patches, etc.) —
I
8 [ MustGather / Contact IBM




A Java trace as an exception occurs

. / ’
\SQL Exception: Schema 'TRADER' does not exist at

db2j.ai.j.generateCsSQLException(Unknown Source) at
db2j.ai.g.wrapInSQLException(Unknown Source? at
itso.j2ee.trader.servlet.TraderSuperServiet.handlePerformLogon(TraderSuperServl
et.java:427) at
|t3$(§13]29e .trader.servlet.TraderSuperServlet.performTask(TraderSuperServlet.java

at

itso.j2ee.trader.servlet.TraderSuperServiet.doPost(TraderSuperServlet.java:78) at
javax.servlet.http.HttpServlet.service(HttpServlet.java(Compiled Code)) at
Javax.servlet.http.HttpServlet.service(HttpServlet.java(Compiled Code)) at
com.ibm.ws.webcontainer.servlet.ServletWrapper.handleRequest(ServletWrapper.jav
a(Compiled Code)) at
com.ibm.ws.webcontainer.servlet.CacheServletWrapper.handleRequest(CacheServle
tWrapper.java(Compiled Code)) at
cgmclbdrn)\)/vs .webcontainer.WebContainer.handleRequest(WebContainer.java(Compil
e ode)) at
com.ibm.ws.webcontainer.channel.W CChannelLink.ready(W CChannelLink.java(Com
piled Code)) at
com.ibm.ws.http.channel.inbound.impl.HttpInboundLink.handleDiscrimination(Httpl
nboundLink.java(Compiledﬁode)) at

C

«® Redhooks
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Example details

In this example the JMS resource name was
missing resulting in the exception, i.e., this
class EOFException, reaches and end-of-file
when parsing for the resource value.

* You can go to the admin console and add it
as shown in next slide.

Go to Admin console > Resources > JMS
Providers > Websphere MQ > Websphere
MQ Connection Factory > Connection
Factories > New

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.




Adding a JMS MQ connection factory

here MQ ing provider > & MQ connection factories

A unified IMS connection factory can be used to create JMS connections to both queus and topic destinations.

Preferences

New Delete

% [
Select Name & INDI name & Description < Category O
None

Total O

* The required items for for adding a connection
factory after you click “new” are:

Name and JNDI name

«® Redhooks
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Additional notes —

B IMS Providers

Default messaging

The two most frequent causes wtsprers va
Of Websphere eXCeptionS: V5 default messaging

JDBC Providers

Resource Adapters

1. Configuration problems
- Schedulers
— usually if you do not get = caeinstances
Object pool managers
a response Mail Providers
URL Providers
— package and class name
give a clue — what resource

— talk to Administrator or use
Admin console

— all resources configurations
under “Resources” pane

«® Redhooks
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Asynchronous beans

Resource Envirenment Providers




Additional notes (2)

2. Code problems

— usually if you get incorrect or unexpected
results

— often package name and class name that
take the exception - point to exact problem
area

— Java naming convention fairly descriptive
— If not, talk to development
— Sometimes not straightforward

«® Redhooks
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Common problems for this symptom

“Common” causes of exceptions:

= Most of them came from the fact that a value
for an expected variable is ‘null’ or incorrect.

« All Java problems take exceptions at runtime.

e It is usually configuration scripts and
application code looking for missing resources
that trigger exceptions.

e There are also IBM and third-party code bugs
because they do exist.

«® Redhooks
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What is the workshop about?

6. Diagnostic flowcharts for PD

«® Redbooks
Module 6:
Diagnostic
Flowcharts
for PD

g@ Redbooks om/redbooks
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Abend

When a program runs into an unexpected and unhandled

condition, it may call the Recovery Termination

Manager (RTM) to issue an abend (abnormal end). In
most cases the operating system will create a dump for
the task before it is automatically purged from the

system.

Most abends come with some symptoms, such as
messages and codes that give some hints about the
problem. Search for known problems.

«® Redhooks

Abend Code Issuer

o3 Dasmon processing failure

0C3 Control region processing failure
EC3 Server region processing failure

© Copyright IBM Corp. 2005. Al rights reserved.

/redbooks

Diagnostic flowchart for "abend"

— @ Locate abend
code in

logrec

joblog/syslog or

© ovect oo
code and
module name

e check msgs

and codes book

© 12 comece
action

° Assemble

‘mustgather’

Identfied
problem and/or

oSEarch 1BM

support

@ Contact IBM
support

solution?

data

action

0 e corccrve

«® Redhooks

@ Locate

svedump

or wait

@ 13 anayze Yes dﬁp
svedump obtained?,
(or ceedump)

© Copyright IBM Corp. 2005. Al rights reserved.

reoccurence

@ seisipor

svedump

/redbooks
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The abend flowchart in words

e issued by either the z/0OS operating system or
wesbphere

e found in the websphere server region joblog
e reason code associated - documented in the Infocenter

e issued by z/0S then documented in MVS System Codes
manual SA22-7626. e.g. 0C4

< Sometimes name of the module that issued the abend
and an svcdump may be needed to determine cause

e SVCdump is a core unformatted dump - analyze it after
formatted using IPCS

= sometimes necessary to find the related method name -
examine the traceback data

- |If SVCDUMP is not automatically generated then set a
slip to capture a dump on re-occurance of the problem -
MVS SET SLIP command

«® Redhooks
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Job failed flowchart

o Check SysLog,
JobLog, STDERR,
STDOUT for errors

e Goto
Doesn't start
Symptom

Yes |@  Got
Symptom

Abend/
Message?,

Known
problems
found?

Check major

problems during the

installation/migration’
in the section 2.1

Solution
helped fix

@® Adjust and rerun No action needed
the job again

No

(13)
All

dependent
jobs ran

No No

Find the new
symptom and go to
corresponding
decision tree

@ Check f previous Jobs ran
as expected by comparing
with instructions?

@ Gather info, report
to IBM support

@ Gather info, report
to IBM support

Yes

@ Search in IBM
support pages,
PDDs for known
problems?

«® Redhooks
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Solution
helped?

Some solution
found?




Hang flowchart

Identfied
problem and/or
solution

Yes @ Take corrective
action
Identfied
L problem and/or
o Determine if vt
Application
server hang
; T @ search IBM
support pages
o Check and set
han
detection variables Analyze dump
o Analyze output T
from hang
dectection o Take dump of No,
variables hung asid, master
& other ®  sssemvie
‘mustgather
T documentation
Identified o Issue diagnostic ‘
hang? commands @
Contact IBM
support
es
© i comectve
action

«® Redhooks
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Yes

@ Take corrective
action

/redbooks

Hang and Loops

A loop will not always mean that a function
stops working. In some cases things will

continue to work fine.

Nevertheless it means that some tasks within
the address space will continue to consume
system resources without producing the

expected result.

Without a trace, loops can be hard to find unless
the looping task blocks other processes.

«® Redhooks
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/redbooks
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Timeout

Check
Broswer Session idle
Timedout? for long Sy corresponding
time? active Job/Server log

Update Message/
required to | pf  timeout exception?,
enter the value and

input data

retry

Update

corresponding

timeout value
retry

Find tim
required process

Go to Message /
exception
decision tree

Server failed
with

EC3-413XXXX

Does the o;egzgl;mg
uiﬁfg EC3-413xxxx Smﬁem;gu
procedure abend in this e
help? chapter
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Timeout 2

Script
Timedout?

@ check server
host and port

Server
active?

start server and
retry

Fix host/ port
and re-run

@ check ciient @ Read stack
I trace

Other @c

timeouts?

Check
orresponding
logs

D o0 omer

symptom

@ contactiem

support

Did stack
trace help?
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Troubleshooting application server timeout

A timed out application server is a common
problem with a wide variety of causes. Although you
can alter time-out values, this usually will only lead to
postponing the problem occurrence or lower system
or application performance.

Abend reason code | Explanation

04130002 A transaction time-out

04130003 Hung while servant curmantly still copying the request
fram contraller

04120004 WLM queus time-out

04120005 A transaction time-out but no current request
associated with the transaction

4130006 Controller thread encountered a problem while
procassing a request

041230007 An HTTP output fime-out

04130008 MOE request time-out

«® Redhooxks
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Troubleshooting application server timeout

Get a good understanding of a time-out scenario
prior to any action such as increasing the time-out
values. Ask yourself the following questions:

« Has the request been dispatched by WLM queue
and placed into the servant region?

e Did the thread wait for an external operation to
complete, such as networking, file 10, DB2, MQ,
etc.?

e worker threads...?

e Are resources constrained, like a shortage of
CPU or memory?

«® Redhooks
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Troubleshooting application server timeout

In order to determine the cause for the time-out
problem follow these steps:

1. Gather information in the joblogs of servant and
controller regions:
— — Abend code and reason code
— — The time when the time-out occurs
— — STC numbers, ASIDs of controller and servant
regions
— Any other symptom messages from subsystems
and infrastructure

2 Gather the SVC dump that accompanies the abend
EC3.

«® Redhooks
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Troubleshooting application server timeout

3. Use IPCS to analyze the SVC dump

— Use IPCS to find out which TCB and TCB pointer
has the ABENDEC3 by issuing:

* IP SUMM format asid(X"###")

— With the TCB pointer, use IPCS again to find out
date and time stamps:

e IPVERBX CBDATA ‘ASID(xxx) TCB(yyyyyy)’
— = Time request was received in controller
region.
— < Time request was queued to WLM queue.
— < Time request will be expired.

— = Time request was received in servant
region.

From these timestamps items you can determine
how long the request was queued in WLM, prior
to be dispatched into a servant region.

«® Redhooks
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Troubleshooting application server timeout

4. If the request was queued in WLM for a long period of
time, you need to inquire why it took so long for the
thread to get dispatched into the servant region. This
could be a throughput problem or not enough threads
or not enough servant instances.

— You need to look at system status, RMF data,
WLM classification of work

— Based on the findings, you may need to do
performance tuning and monitoring.

— Review the application workload
characteristics to determine the peak load.

— Review the number of total worker threads if
there are enough threads for handling the peak
load.

— Review the system resources, such as CPU,
memory, etc.

«® Redhooks
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Troubleshooting application server time-
outs

5. If the request was dispatched into the servant region,
you need to inquire what was the thread doing.
Use the following tools to investigate what the timed
out thread was doing:

— 1P VERBX LEDATA ‘ASID(xxx) TCB(yyyyyy)
CEEDUMP’

— 1P VERBX LEDATA ‘ASID(xxx) NTHREADS(*)’
6. Use the svcdump.jar tool to analyze the SVC dump.

This tool formats all ASID in the SVC dump and

searches for TCB that timed out (in the ASID). This will

give you the Java perspective of the thread that timed

out.

«® Redhooks
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Troubleshooting application server timeout

7. Check if the thread got stuck in a wait for
some time due to an external operation by
DB2, WebSphere MQ, networking, file 10, etc.
Or if it is looping inside, as during JVM
garbage collection, processing application
code or class library code, etc.

Check if it is in a wait or spinning for a JVM
lock (monitor) or a class library java level
lock (synchronized method) which would

imply that it is contending for resources with
other threads.

«® Redhooks
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No response

Loop in
Is Application
Installed ? uning O

NO NO

e o Check WebSphere |_
| o Install it | | Start it | for /OS Logs
4

@ conactiBm
Support

@ checkmust
Gather

NO
roble

Yes €S ¢ \dentified problem
action Andor solution

Documented @® secarch B
and Conclusive support pages

@ websphere
for /0S

@ checkip
Server Logs

Yes
@ rove cormocve

action

No 1@ check Pugin
Logs

WebSphere
Application Server
Qgs conclusivg

«® Redhooks
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NoO resource access

(2] No
@ Vo Resource Resource
defined oemme

Scope
Correct

Connectivity @ Take corrective
Access

action

Problem

Identified
problem And/or
solution

D Check Must - | D casn:;ilto\ﬁm
«® Redhooks
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Documented @ Take corrective

Take corrective
action action

an
Conclusive

Does not start

Identified
problem And/or

Documented No

@ check must
Gather
@® contactiBm
Support
@ secarch iBM
support pages

corrective action corn

Does not Start

Application

Installed
Correctly

not start

Enable Http
Server trace

HTTP Server
does not
start

@ Enavie HTTP
Plug-in

for z/0S trace

HTTP Plug-in

for 2/0S

does not

start

€@ Take corrective
Action

@ e
WebSphere
for 2/0S trace

Check
WebSphere for
2/0S does D WebSphere
not start for 2/0S logs

«® Redhooks

Take corrective
Action

© Copyright IBM Corp. 2005. Al rights reserved.
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Does not stop

Stop command
entered

Corrective
action

possible
?

No
g@ Redbooks om/redbooks
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High CPU,
Slow response,
Performance issues

«@ Redhooks om/redbooks
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High CPU

© \cosprere Aop
Server showing
high CPU

Search IBM support pages

No

Increase dump
system trace

© e console

Module Is it
owner application
found?, module?,

Check for loop. Lo

No

dump of high
cpu asid
O i mostuse Modules or (LT~
Method/module meth Application
o found? ounel
Analyze dump
system trace

@D pssemvle

@ Take corecive

Identfied
problem and/or,
solution?

‘mustgather
documentation

° Look for TCB
using high CPU

® contact M
support

«@ Redhooks
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Increased response time 1

Application Server

Tivoli
Performance
Viewer

Response
“Time high

Symptom: High
CPU Utilization

«@ Redhooks

Increase Use
Thread yes Dynamic
Pool Size Cache

Service

°

2

No
Connection yes Tun off
cl‘;',f,r.e::nﬁn Pools Caching tracing to
Pool Size Size? improve
Performance
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Increased response time 2

g@ Redbooks dm/redbooks
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Performance Problems

The analysis of performance problems in the complex
WebSphere environment easily fills a book on its own.

Suggested reading: “Monitoring performance” and
“Tuning” in the WebSphere for z/OS InfoCenter at:
http://publib.boulder.ibm.com/infocenter/ws51help/index.js

B
or “WebSphere Application Server for z/OS: V5.1
Performance Tuning and Monitoring, SA22-7963” at:
http://www.ibm.com/software/webservers/appserv/zos_0s3
90/library/

g@ Redbooks dm/redbooks
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What is the workshop about?

Part |

before lunch break

«® Redhooks
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What is the workshop about?

7. Means and tools for PD

— WebSphere commands
— Logs, traces and dumps
— Other diagnostic tools
8. Problem avoidance in phases:
— Installation and Configuration
— Migration and Coexistence
— Application Deployment
— Applications in Production

9. Information Sources

Part 11

after lunch break

«® Redhooks
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BREAK

«@ Redhooks om/redbooks

© Copyright IBM Corp. 2005. Al rights reserved.

after

BREAK

«@ Redhooks om/redbooks
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What is the workshop about?

7. Means and tools for PD

— WebSphere commands
— Logs, traces and dumps
— Other diagnostic tools
8. Problem avoidance in phases:
— Installation and Configuration
— Migration and Coexistence
— Application Deployment
— Applications in Production

9. Information Sources

g@ Redbooks m/redbooks
© Copyright IBM Corp. 2005. Al rights reserved.
Commands
g@ Redbooks m/redbooks
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Command-line tools to administer WebSphere

These tools only work on local servers and nodes. They cannot
operate on a remote server or node.To use:

1. Open a system command prompt.
2. Change to the bin directory.
3. Issue one of the following commands:

— START appserver_proc_name STOP appserver_proc_name

— START dmgr_proc_name STOP
dmgr_proc_name

— START nodeagent_proc_name STOP
nodeagent_proc_nhame

— addNode serverStatus

— removeNode cleanupNode

— syncNode backupConfig

— restoreConfig EARExpander

— GenPluginCfg

For more information search for the “Using command line tools”
topic in the WebSphere for z/OS Information Center at:

http://publib.boulder.ibm.com/infocenter/wasinfo/v6r0/index.jsp

«® Redhooks
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z/OS MODIFY commands

» to send requests to the controller region
e use server name, not started task name (STC)
MODIFY <Server NAME>,DISPLAY,<Options>

— Server NAME Server name as specified in JCL
— DISPLAY Fixed keyword
— Options HELP,SERVERS,TRACE,WORK

returns this information:

— STC/server name Started task name and server
name

— Status ACTIVE
— System name SYSID of your system with active
WebSphere for z/0S

— Level Build level of your WebSphere
& Redhooks server

© Copyright IBM Corp. 2005. Al rights reserved.
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MODIFY <Server Name=>,DISPLAY,HELP
Result of (short version): F DSRO1A,DISPLAY,HELP

BBOO01781 THE COMMAND DISPLAY, MAY BE FOLLOWED
BY ONE OF THE FOLLOWING 042 KEYWORDS:

BBOO01791 SERVERS - DISPLAY ACTIVE CONTROL
PROCESSES

BBOO01791 SERVANTS - DISPLAY SERVANT PROCESSES
OWNED BY THIS CONTROL 044 PROCESS

BBOO01791 SESSIONS - DISPLAY INFORMATION ABOUT
COMMUNICATIONS SESSIONS

BBOO01791 TRACE - DISPLAY INFORMATION ABOUT
TRACE SETTINGS

BBOO01791 JVMHEAP - DISPLAY JVM HEAP STATISTICS
BBOO01791 WORK - DISPLAY WORK ELEMENTS

BBOO01791 ERRLOG - DISPLAY THE LAST 10 ENTRIES IN
THE ERROR LOG

BOO01881 END OF OUTPUT FOR COMMAND DISPLAY,HELP

«® Redhooks
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DISPLAY WLM,DYNAPPL=>*

To list all the dynamic application environment names
Result:
IWMO0291 08.39.26 WLM DISPLAY 854
DYNAMIC APPL. ENVIRON. NAME STATE _ STATE
DATA
PDSRO1 AVAILABLE
ATTRIBUTES: PROC=PDASR SUBSYSTEM TYPE: CB
SUBSYSTEM NAME: PDSRO1A NODENAME: PDCELL
PDDMGR AVAILABLE
ATTRIBUTES: PROC=PDASR SUBSYSTEM TYPE: CB
SUBSYSTEM NAME: PDDMGR NODENAME: PDCELL
CLU491 AVAILABLE
ATTRIBUTES: PROC=WS5491S SUBSYSTEM TYPE: CB
SUBSYSTEM NAME: WS491  NODENAME: CL491

«® Redhooks
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Tracing on I1BM request

To turn tracing to SYSPRINT on and off:

F <server_name>,TRACETOSYSPRINT=YES | NO
To change the overall trace level

F <server_name>,TRACEALL=0]1]2] 3

To turn on basic or detailed tracing for
specified components (non-Java):

F <server_name>,TRACEBASIC=(0,1,2...)
F <server_name>,TRACEDETAIL=(0,1,2..)
To turn off all tracing:

F <server_name>,TRACENONE

«® Redhooks
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Dynamic Java TRACE

The z/0OS MODIFY command does not require the
server to be recycled.

To turn on Java tracing for specified
components such as com.ibm.ws.security,
enter:

F <server_name>,TRACEJAVA=
‘com.ibm.ws.security.yyy.*=all=enabled

To reset to trace settings in your
configuration (such as in was.env), enter:

F <server _name>,TRACEINIT
To turn off all tracing, enter:
F <server_name>,TRACENONE

«® Redhooks
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What is the workshop about?

7. Means and tools for PD

— Logs, traces and dumps
— Other diagnostic tools
8. Problem avoidance in phases:
— Installation and Configuration
— Migration and Coexistence
— Application Deployment
— Applications in Production

9. Information Sources

«® Redbooks
Logs,
Traces
and
Dumps

g@ Redbooks dm/redbooks
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Logs

1. Joblogs and Syslog
2. WebSphere error log (BBORBLOG)
3. First Failure Data Capture (FFDC)
4. Java Logging API
5. IBM HTTP Server logs and trace
«® Redbooks
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Joblogs and Syslog

The syslog is a record of the console messages.
WebSphere messages issued to syslog also show
up in the job log.

In most problem cases, these logs show
information about exceptions, abnormal
situations, or simply warning messages in the
system.

These are normally the first logs that you should
examine when software problems occur.

«® Redhooks
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Joblogs and Syslog

The job log may have a variety of information based on
environment variable settings. As a default, it gets
information about the job itself, such as life cycle
messages (when it started, finished initiating, and so on),
the JCL used to run the job, data set utilization, and
other typical JES messages.

There are also WebSphere messages, which start with the
BBO prefix. The messages appearing on the console
(what we are referring to as syslog messages) are
typically related to configuration failures of other products,
unrecoverable WebSphere configuration errors, and
WebSphere life cycle messages.

Messages written explicitly to the job log are more
general failure and warning-type message. The more
detailed messages supporting these can be found in the

& Rertnoksg.
Logs
2. WebSphere error log (BBORBLOG)
3. First Failure Data Capture (FFDC)
4. Java Logging API
5. IBM HTTP Server logs and trace

«® Redbooks
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WebSphere error log (BBORBLOG)

» The WebSphere for z/OS error log is a
logstream data set that uses the system logger to
record messages. These messages are typically
more detailed than you would see on the system
console or in the job output of the server's address
space.

2004/ 09/ 28 17:00: 48. 629 01 SYSTEM=SC49 SERVER=PDSRO1A

PI D=0X05080121 TI D=0X217D6900 0X000009 c=UNK

./ bbooej sh. cpp+2579 ... BBOO011W The function

ORBEJSBri dge: : i nvoke_request (JNI Env *, bboojorb *, char *,
CORBA: : Bool ean, CORBA: : Request

*&, void *)+2579 recei ved CORBA system exception

CORBA: : UNKNOWN. Error code is C9C25790

* For example, you might see a message in the
joblog of an application server saying that naming
registration has failed, while the error log is more
likely to have a message indicating why it failed.

«® Redhooks
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WebSphere error log (BBORBLOG)

An EXEC BBORBLOG is used to read the unformatted error log

T
E e | System Logger
Admin _— -
Cansole

Paramater [og_straam_nama s specified via PN The logstream data ke kept by
Admin Conzolw and is writen bo coment sy JCF,  the logper efhar on a staging
ansd used te addiess legger senices. L N data set on DASD arin the
e I » ecapling faciliry
= EXEC BBORBLOG i |
uswd lo farmal the
logstream -3

"

useric.log_stream_name

A dataset nam sd
‘usarid log_stresm_name’ is
crealed where the formatied
frace Is wikien 1o

«® Redhooks
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Logs

3. First Failure Data Capture (FFDC)
4. Java Logging API
5. IBM HTTP Server logs and trace

«® Redhooks
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First Failure Data Capture (FFDC)

* In WebSphere for z/OS V5.x, FFDC is set to a log level
of ‘0’ by default. As a result, FFDC is essentially
disabled and not able to provide the same information
as WebSphere on distributed environments.

» By reconfiguring the logging level of FFDC on
WebSphere Application Server for z/OS, the benefits of
runtime capture of exceptions through FFDC can be
realized on z/OS.

Lewval af processing to perform
# 0 - none
- monitor exception path

- dump the call stack, with no advanced processing

- 2, plus cobject interspecting the current object

- 2, plus use M to process the current abject

- 4, plus process the top part of the call stack with DHs

#
#
£
£
£
#
£
# - perforn adwanced processing the entire call stack

ET g

«® Redhooks
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First Failure Data Capture (FFDC)

The servant regions of WebSphere for z/OS have been
instrumented with calls to FFDC. When an exception
occurs, the event is passed through the error filter to the
diagnostic engine. If the Analysis Engine is

enabled, the Analysis Fiters, groups incidents E%JB T—
Engine will retrieve any = J B v
information that relates
WAS Errors, - Anal Ingidents \, |Diagnostic

to the event from the as | @ e e enane
Symptom da‘tabase' High F'e::rlrjn:nae Filter

Analyzes incident against knowledge base @

Suggests directives to DE

s

1 -
Logs stored in special directo

o]

«® Redhooks
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First Failure Data Capture (FFDC)

When the Analysis Engine Tool is run against an
exception log, the symptom database, ffdcdb.xml
Is used in attempt to provide a solution to the
exceptions captured by FFDC.

The Analysis Engine uses the exception name, the
source ID, and the probe ID from the exception
as the key into the symptom database.

If a match exists, the solution is displayed as a result
of running the Analysis Engine.

«® Redhooks
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Logs

4. Java Logging API
5. IBM HTTP Server logs and trace

«® Redhooks
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Java Logging API

Java logging is a standard logging API for your
applications provided by the java.util.logging
package.

Internally WebSphere for z/OS still uses JRas in
conjunction with Java Logging, although that
functionality is deprecated in version 6.

Messages produced by these Java applications
are written to the MVS master console, the error
log stream, and the component trace (CTRACE)
data set.

Java application trace entries also appear in the
same CTRACE data set. Logging the messages in
these system resources can help you diagnose
application processing-related errors.

«® Redhooks
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Java Logging API

The Logging output is different depending on the
parameters that you set in the Admin Console.

The trace has a heading (first line) and a brief
description (second line) in each entrance of the
trace.

Trace: 2005/08/03 13:43:44.723 01 t=7CB4F2 c=UNK key=P2 (00000004)
Description: Log Boss/390 Error
from filename: ./bborjtr.cpp
at line: 932
error message: BBOOO222I: TRASOO18I: The trace state has changed. The new
trace state is *=config.

«® Redbooks

© Copyright IBM Corp. 2005. Al rights reserved.

Java Logging API

Level Consequence
Fatal Task cannot continue and component
cannot function
Severe Task cannot continue but component can L O g Detal | S
still function L |
Warning Potential error or impending error eV e
Audit Significant event affecting server state or
resources
Info General information outlining overall task
progress
Config Cenfiguration change or status
Detail General information detailing subtask
progress
Fine Trace information - General frace
Finer Trace information - Detailed trace
Finest Trace information - A more detailed trace
- Includes all the detail needed to debug
problems
All All events are logged. Inclusive custom
logs.

«® Redbooks
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Logs

5. IBM HTTP Server logs and trace

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.

HTTP Server logs and trace

The IBM HTTP Server (IHS) writes various kinds of
logs into Hierarchical File System (HFS) files.
Depending on the specific function various logs are
provided:

error log

access log

Fast Response Cache Accelerator (FRCA) access log
proxy and cache access logs

agent log

referer log

CGl error log

NogkrwdpE

«® Redhooks
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HTTP Server logs and trace

aaaaaa lo
plugindog  _="r log a

Clients Tov trace
{browsers)

- M HTT
— Serve| WAS
— (IHS|
J— T >
[P
i i Web |
plugin-cfg. xml container

error

agent log

referer log FRCA a prony SCCess cache access
Ing iog lag

«® Redhooks
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HTTP Server error log

The HTTP server error log displays all requests that
experienced any kind of problem.

You can configure the path and the name of this file
to where you want to log internal server errors by
using a logging directive in the server
configuration file (httpd.conf) by default. The
name of the directive is ErrorLog.

ErrorLog /web/logs/errorlog

When creating the file, the server uses the file name
you specify and appends a date suffix.

«® Redhooks
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HTTP Server error log

(302004 11:47-365 +0400) INVVO1SE O] [host 91261604/

(302004 11:47-38 +0400) [INVVO210E MLLT FAILET] [host 9126 1607 /mytest
(302004 115541 40300} [NMVOZ1CE MLLTI FAILET] [host: 9126 1604 Aestarp
m'smmmm-omnmmm FAILEI.‘.! [mst 9126 160) ImyTest/

1. Date and time when the entry of the request was
recorded in the server.

2. Error message.

3. The IP address of the client that accessed the server.

4. The Uniform Resource Locator (URL) that the client
requested.

«® Redhooks
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HTTP Server access log

The server records activities in the access log files and
stores them each day.

Every midnight, the server closes the current access log
and creates a new access log file for the following
day. The access log contains entries for page
requests made to the server.

For each access request your server receives, an entry
is made in the access log showing:

*  What was requested

*  When it was requested

*  Who requested it

e The method of the request

* The type of file that your server sent in response to
the request
* The return code, indicates whether the request was

@ RedidReed

© Copyright IBM Corp. 2005. Al rights reserved.
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HTTP Server access log

9.126.160 - - [30/Sen/2004:11:47:26 +0400] "GET / HTTP/1.1" 403 282 1 The |P address Of the
9.126.160 - - [30/Sep2004:11:47:38 +0400] "GET /mytest HTTP/1.1" 404 375 1

9.126.160 - - [30/Sep2004:11:51:45 +0400] "GET AIBMTools/ HTTP/1.1" 500 310 Cllent that made the
9.126.160 - - [30/Sep/2004:11:51:53 +0400] "GET /IBMTools/ HTTP/1.1" 304 0

9.126.160 - - [30/Sep/2004:11:51:53 +0400] "GET /IBMTools/rbhome gif HTTP/1.1" 304 0 requeSt

9.126.160 - - [30/Sep/2004:11:57:49 +0400] "GET /IBMTools/EBizHitCount HTTP/.1" 200 1070

N

9.126.160 - - [30/Sep/'2004:11:59:41 +0400] "GET /testapp HTTP/1.1" 404 375

[

[

[

[

[

[ .
[ . The date and time of the

9.12.6.160-- [30/Sep/2004:12:00:02 +0400] "GET /IBMTools HTTP/1.1" 500 308

[

[

[

[

[

[

9126.160--
9126.160--
9126.160--
9126.160--

5126160~ [30/SEp2004: 120044 +0400] "GET /myTest! HTTPA.1" 404 375 requ est.
30/Sen/2004: 120106 40400] "GET ABMTocls/EBizHtCount HTTPA.1" 200 1175
30/Sen2004: 130143 40400] "GET /ABMTocisfestapp HTTPH 1" 404 -

. The method of the

30/Sep/2004:13:02:32 +(400] "GET /IBMTod ftestapp HTTP/1.1" 404 375

30/Sep2004:13:03: 1 +0400] "GET /IBMTools/EBizSuperSnaop HTTP/A.1" 200[14023] req uest.
9.12.6.160 - - [30/Sep/2004:13:06:48 +0400] "GET /IBMTools/EBizHitCount HTTP/1.1" 404 -
[9.12.6.1601-|[30/Sen/2004:13:06:59 +0400] |GET|/BMTools/EBizSuperSnoop|HT TP/ ‘ i The flle that the Cllent

;1 i 3; 14 IS L requested.
. The protocol and version.
. The value of the HTTP
return code

. The size of the file (in
bytes) being requested.

«® Redbooks
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-vV trace

The server trace has several levels of debugging
(verbose, much too verbose, verbose cache and
debug), most common is the -vv trace.

Note: Activation of the -vv trace results in a large
amount of information which is recorded in the
joblog. It directly impacts server performance.

The -vv trace provides more detailed information than
the server error log or the access log. For this
reason, the trace is more helpful if you determine
that the problem occurred inside the IBM HTTP
Server and you need detail step-by-step
processing information in order to rectify the
problem.

«® Redbooks
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-vV trace

[F164ACAE 30 /Sep/2004:14:06:1Z7 .854728] :+ 30Sep0d 14:06:12: IMW35181 Second level tracing (—ww)
enabled.

[216607F78 30/5ep/2004:14:06:22 .556968] : Read 460 bytes Trom socket 10,

[216607F78 30/3ep/2004:14 :06:22 .557027] : ATter AcceptExX nAcceptThds: 75 and nSSLAcceptThds: O

[Z1660778 30/5ep/2004:14:06:22 .567046] : server_loop... Accepted socket: 10.
[Z1660778 30/5ep/2004:14:06:22 557131] + KEERALIVE. .. set.

[Z1660778 30/5ep/2004:14:06:22 .557156] : HTSession... starting for socket=10; STHD=Z1932Z0D8
[Z1660778 30/5ep/2004:14:06:22 567167] + Keep-Alive.. Starting HTTPD 1.1 Toop.

[Z1660778 30/5ep/2004:14:06:22 557216] : HTTimer. .. setting timer off-=set (1) on socket 10.
[Z1660778 30/5ep/E004:14:06:22.557236] : HTTimer... sgt, 0ld=0, cur=0, hewsl

[Z1660778 30/5ep/2004:14:06:22.557314] : Client sez. . IBMToo 15 /EB zsupersnoop][HTTRA1.1]
[Z1660778 30/5ep/2004:14:06:22 557340] + Protocol versionwge 1.1

[Z1660778 30/5ep/2004:14:06:22 557355] + Persistent chneM been Emed
[Z1660778 30/5ep/2004:14:06:22 .557378] : Client sez.. Accept: /=1 2

[Z1660778 30/Sep/2004:14:06:22 657395] : Accept...... ®f% (0=1.00,mxb=0.0,Mms=0.0)

[Z1660F78 30/5ep/2004:14:06:22 557437] + Client sez.. Referer:
http:/ fwtscd?. S0 . ibm. com: 508/ IBMTo0T s/
[F16A0FFE 30/3ep/2004:14 :06:P7 . 557456] :+ Referer. .. .. http://wtscdd . itso.ibm.com: 9508 f IBMTools/
[Z1660778 30/5ep/Z004:14 :06:27 5574764] « Client sez. . I'A_F*Iccep “Tenguage: en—us
[Z1660778 30/5ep/Z004:14 :06:27 557497] + Language.... en-us (=100} \

a

1. The method of the request
2. The file requested (GET //IBMTools/EBizSuperSnoop)
3. The protocol and version (HTTP/1.1)

4. The IP address and port of the host
(wtsc49.itso.ibm.com:9508)

«® Redhooks
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HTTP plug-in log

The HTTP plug-in log usually contains error
messages regarding forward requests to
WebSphere z/OS and configuration errors in the
plugin-cfg.xml. In addition, in the plugin-cfg.xml
file, you can turn on tracing to provide more
details on routing of a request, like:

* URL and URI matching
* Virtual host matching
* Request header and session affinity cookie

«® Redhooks
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HTTP plug-in log

1 2 3 4

[V Sep 22 16:27-58 2004][0108007 21603 16000000053 - TRACE: fus_commor|[websphereHendieRequest Request

is: host="wtsodS itso.ibmcont; uri=/IEMTools/EBizHt Count

The server records one line per request that arrives.
1. Process ID
2. PThread thread ID
3. IBM Software source code file name
4. function name

«® Redhooks
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HTTP plug-in log
You may specify one of the following:

Trace All of the steps in the request process are
logged in detail.

Stats  The server selected for each request and
other load balancing information relating to
request handling is logged.

Warn  All warning and error messages resulting
from abnormal request processing are logged.

Error  Only error messages resulting from normal
request processing are logged.

Note: Specifying LogLevel="Trace” generates a large
amount of data which may impact performance.

We recommend that you specify LogLevel="Error”.

«® Redhooks
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Traces and dumps

CTRACE for WebSphere
JDBC trace

SVC Dumps

CEEDUMP

Java Transaction Dump
Javadump

Heapdump

NOoO O ALDRE

«® Redhooks
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CTRACE for WebSphere

WebSphere for z/OS uses z/OS CTRACE facilities to manage
the collection and storage of trace data. Unless you configure
specific CTRACE controls, WebSphere Application Server for
z/OS records its trace data in address space buffers in private
-(pageable) storage.

WabSphers far 235

cccccc

This data is not
accessible unless a
dump of the address
space is taken.

ssssssss

sssssss

«® Redhooks
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CTRACE for WebSphere

When to use CTRACE

Although CTRACE data is primarily output for IBM
service personnel to use, exploiting CTRACE
capabilities in your environment allows you to
have additional trace data available when a
problem first occurs.

Because CTRACE efficiently uses system
resources, you can collect valuable trace data
with minimal impact on performance.

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.

CTRACE for WebSphere

SY1 OBOAT008 04000002 00: 14: 57. 268258 Di spatch Met hod

ASID.... 0039

TCB..... 009E34A0 PSWL.... 078D2400 SESS.... 00000008 REQ.... 0000006C
Cl ass Nane = JPol i cyEnSQLMO

Met hod Nanme = _get_policyNo

obj ect = 0x260ED1F8

objectPtr refcount = 3 0x00000003

obj ectPtr classnane= JPol i cyEnBQLMO

An entry contains an undefined I D 13007002 , hex format will be used.
SY1 N A 13007002 00: 14:57. 272682 N A

0002009E 34A0078D 24000039 00000008 | ................ |

0000006C 00000302 97969389 83A8D596 | ...%...policyNo |

00120402 6DD1D796 938983A8 C2D6C994 | ...._JPolicyBOm |

97930009 0A02C1E4 CAC9E300 2EO0B02C2 | pl....AUDIT....B |

C2D6D1FO FOFOF240 D7969389 83A84095 | BQJ0002 Policy n |

A4948285 9940F3F3 6BF3F3F3 409682A3 | unber 33,333 obt |

81899585 844B4040 40 | ained. |

Trace: 2004/10/12 00: 14:57. 268 01 t=9E34A0 c=8.6C key=P8 (04000002)
Description: Dispatch Method

Cl ass Nane: JPol i cyEnSQLMO

Met hod Nane: _get _policyNo

obj ect: 260EDLF8

objectPtr refcount: 3

obj ectPtr classnane: JPolicyEnBQLMO

Trace: 2004/10/12 00: 14:57.272 01 t=9E34A0 c=8.6C key=P8 (13007002)
Functi onName: policyNo

Sourcel d: _JPol i cyBO npl

Category: AUDIT

Ext endedMessage: BBQJ0002 Policy number 33,333 obtained.

«® Redhooks
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Traces and dumps

JDBC trace

SVC Dumps

CEEDUMP

Java Transaction Dump
Javadump

Heapdump

NOoO O AODN

«® Redhooks
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JDBC trace

This section describes the trace for the Java
Database Connector (JDBC). The JDBC is the
connector between the WebSphere for z/OS
and the database. There are 2 trace methods.

The first is based in Logging Java for WebSphere
for z/OS and is a JVM trace.

com.ibm.ws.database.logwriter Trace string for databases that use the
GenericDataStoreHelper. You can also
use this trace string for unsupported
databases.

com.ibm.ws.db2 logwriter Trace string for DB2 databases

com.ibm.ws.oracle. logwriter Trace string for Oracle databases

com.ibm.ws.cloudscape.logwriter Trace string for Cloudscape™ databases

com.ibm.ws.informix.logwriter Trace string for Informix® databases

com.ibm.ws.sqlserver.logwriter Trace string for Microsoft SQL Server
databases

com.ibm.ws.sybase._ logwriter Trace string for Sybase databases

«® Redhooks
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JDBC trace

The other JDBC trace is useful for diagnosing problems in the
DB2 Structured Query Language for Java and Java Database
Connector (SQLJ/JDBC). The output will go to an HFS file
specified in the JDBC properties file.

This trace is useful if you think there is a problem connecting to
DB2.

JDBC trace information is helpful, especially for IBM Support. It
shows Java methods, database names, plan names, user

names, or connection pools.

Timestamp= <Trace Foint= <Method Mames <Class/Objectld= <Thread Mame= <Optional Farms=

<2004.10.04 20:15:02.810> <Entry=  <printHeader> <COM.itm.db20s290.5q1j.util.DB250LITrace= <P=253767:0=0:(T>
-- <p#l=Start of 0B2 SOLJ/JOBC Tracing <2004.10.04 20:15:02.810-~
-- <p#2=0B2 for 05/390 SQLJ/JOBC Driver build version is: DB2 7.1 UOB52334 JOBC 2.0=

<2004.10.04 20:15:02.949> <Entry= <Constructor= <COM.ibm.db2os280.5q1). jabe . DB250LIConnectiond525dad by -
P=2563767:0=0:CT>

-- <pfl=source=0sN7-

-- <pf2=parser=COM.ibm.ab2os290.501]. jabe .parser, DB2J DBCParserdac 102290

-- <p#l=pl anname=03NJ0BC=>

-- <p#=pooledConnac tion=com.ibm.db2. joo. DB2Pooled Connact 1onB6c5de2lax

«® Redhooks
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JDBC trace
JDBC trace formatted with the flw subcommand.

Trace Version : DB2 7.1

Driver Build Version : DB2 7.1 UQ85384 JDBC 2.0

Trace Captured at : Mon Oct 4 20:15:02 2004

Trace buffer size : 262144 bytes

Records to keep + LAST

Trace truncated : NO

Trace wrapped + NO

Shared Memory Address : Ox1E5CA568

First empty slot + 7604

Trace Table Address + Ox1E681030

Size of trace 1 7592 bytes

Records in trace + 134

1 SQLJ fnec_entry sq1j_JDBC_Driver DB2SQLJ_sqli_driver_native_init (2.1.7.1)
pid 0x007fb620; tid 0x007fh620; time 1096935302; tpoint O
0000 0000 Sy

2 SQLJ fnc_entry sq1j_JDBC_AttachMgr sqlj_Attach_Global_Init (2.1.14.1
pid 0x007fb620; tid 0x007fh620; time 1096935302; tpoint O
0000 0000 Sy

3 SQLJ fnc_data sq1j_JDBC_AttachMgr sqlj_Attach_Global_Init (2.3.14.1
pid 0x007fb620; tid 0x007fb620; time 1006935302; tpoint 1
0000 0001 0000 0004 37ac 75d0 ..., }

4 SQLJ fne_entry sqlj_Native Util sqlj_memAlloc (2.1.3.1
pid 0x007fb620; tid 0x007fb620; time 1006935302; tpoint O
0000 0000 Ry

«® Redhooks
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Traces and dumps

3. SVC Dumps
4. CEEDUMP
5. Java Transaction Dump
6. Javadump
7. Heapdump
«® Redbooks
SVC Dumps
e SVCdump is a core dump initiated by the
operating system generally when a programming
exception occurs. SVC dump processing stores
data in dump data sets that you pre-allocate, or
that the system allocates automatically as needed.
» Alternatively, you can initiate an SVC dump
through the MVS console, to gather diagnostic
data for a “hang” condition for example. SVC
dumps initiated this way are called console
dumps.
«® Redbooks
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SVC Dumps
The standard SDATA expected in a SVC dump is:

SDATA=(ALLNUC,CSA,GRSQ,LPA,LSQA,PSA,RGN,SQA,SUM,SWA,TRT),

When you suspect a particular servant region to be the
source of a problem you should initiate a console dump.

When you want an SVC dump of a servant region. Also
request a dump of the servant controller region.

«® Redhooks
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Traces and dumps

4. CEEDUMP
5. Java Transaction Dump
6. Javadump
7. Heapdump
«® Redbooks
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CEEDUMP

« CEEDUMP can help you to identify the failing module
in the “Traceback” section of the dump. Search for
the term “Traceback” at the top of the CEEDUMP.

* The last modules in action are at the top, and under
those are the oldest, in order. You need to look for the
term “Exception” in the Status column.

» Usually an exception is in one of the last modules in
action, so look for it near the top of the Status column.

* The name of the entry with the exception
(JNI_CreateJavaVM in the Entry column) is the most
important string in this CEEDUMP, because it is the
search argument you use for researching known
problems and their solutions

g@ Redbooks m/redbooks
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CEEDUMP

CEE30MP ¥1 R2.0: Condition processing resulted in the unhandled condition. 09/18/02
5:19:06 PM Page: 1

Information for enclave main

Information for thread 23B00F1000000000

OSARddr Program Unit PU Adar  PU Offset Entry E Aaar E Offset Statement

Loaa Mod Service Status

22604768 06(B6B42 +00000806 _ zerros 06CBABA3  +00000806

CEEEV003 Can

22603C08 CEEHDSP 06E7C2B0 +00002BE6 CEEHDSP 06E7C2B0 +00002BEG

CEEPLPKA Call

Jsrc/share/ java/ wuntime/ini

22603788 30 +00000528 26091830 +00000528 432

*PATHNAM Exception

2260320 — EO +00001270 loadAndInitVM{JavaVN_**,JNIEnv_** SOMException®)
1CZFBEED  +00001270 411

BBOLRT  CB20038 Call

22603210 1C201E88 +000002BE getJavaEnv (SOMException®)
1C201E88 *Q%DCOZBE 1679

BBOLRT  CB20036 Call

226030F8 10302860 +00000092 builaJavaClass(const char®,SOMException®)
10202860 +00000092 1921

BBOLRT  CB20036 Call
22603030 IC30ASFO  +000001A3 _ cdecl _NewObject(SOMClassRef~,SOMException™)

g@ Redbooks m/redbooks
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Traces and dumps

5. Java Transaction Dump
6. Javadump
7. Heapdump

g@ Redbooks m/redbooks

© Copyright IBM Corp. 2005. Al rights reserved.

What is the workshop about?

7. Means and tools for PD

— Other diagnostic tools
8. Problem avoidance in phases:
— Installation and Configuration
— Migration and Coexistence
— Application Deployment
— Applications in Production

9. Information Sources

g@ Redbooks m/redbooks
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Other
diagnostic
tools

«® Redhooks
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Diagnostic Tools

JVM dump and heap analysis tools
Memory Dump Diagnostic Tool for Java
Trace Analyzer for WebSphere for z/0S
Java Garbage Collection Formatter
dumpNameSpace tool

Jad

Rational Application Developer 6

Tivoli Performance Viewer

Omegamon XE for WebSphere

©oNOOAONPE

«® Redhooks
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JVM dump and heap analysis tools

«® Redhooks
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Diagnostic Tools

Memory Dump Diagnostic Tool for Java
Trace Analyzer for WebSphere for z/0S
Java Garbage Collection Formatter
dumpNameSpace tool

Jad

Rational Application Developer 6

Tivoli Performance Viewer

Omegamon XE for WebSphere

©oNOOAO®DN

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.

74



Memory Dump Diagnostic Tool for Java

«® Redhooks
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Diagnostic Tools

Trace Analyzer for WebSphere for z/0S
Java Garbage Collection Formatter
dumpNameSpace tool

Jad

Rational Application Developer 6

Tivoli Performance Viewer

Omegamon XE for WebSphere

©0NOG MW

«® Redhooks
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Trace Analyzer for WAS

Reading a trace log in raw format can be a tedious
task. Trace Analyzer for WebSphere Application
Server eases the process of reading diagnostic
information from WebSphere for z/OS’s trace logs. It
provides:

— Visual trace presentation

— Search and filter capabilities

— Trace highlighting and mark-up
— Entry and exit record pairing

You can Filter and Search through the Refine menu. By
electing any entry from the trace pane, you can see its
full contents in the bottom console. This information is
just another representation of the data discussed in
the JVM trace and JVM method trace sections.

g@ Redbooks om/redbooks
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Trace Analyzer for WAS

%= Trace Analyzer For WebSphere Application Server
File Wiew Refine Markup  Help

e |or[z=| [z~ [(=| [ E-==]=] m|a| [=[e]=] [e]a

Stack | T Ui ned (9GA9) |
GO D WS 380 0 o monErnids e

|_Trresn | |

D

e
25, .. BEOJOO7IT
=T, .. BEOIOOFIL
=...BBOJODFIT
c .. BEOTODFIT

C2004/10,14 LS
[Zopasi0sia Lw
C=opasi0sida s
C20n4s10/14 LS

200410514 LS BB0JO07TT
[Z00as10014 L= .. BBOOJOOFIL
C as10514 1S SO 00F T T
C2004°10,14 L9
[Zopasi002a 1w
C=opasi0sia s
C20n4s10/14 LS
Cz004s10/14 LS

ey

L e RS S
ctive file Clanasdpd.log. Mew Text which is a WebSphere 208 Trace Parser file Record # of 9689
«@ Redhooks om/redbooks
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Diagnostic Tools

Java Garbage Collection Formatter
dumpNameSpace tool

Jad

Rational Application Developer 6
Tivoli Performance Viewer
Omegamon XE for WebSphere

© o NOOA

«® Redhooks
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Java Garbage Collection Formatter

The JVM's heap stores all objects created by a
running Java application, and Garbage Collection
is the process of automatically freeing objects that
are no longer referenced by the program. This
tool displays the Java Garbage Collection
statistics in a tabular format.

Run transactions through your server for some time,
and you will get a log file like the one shown on
the next foil

«® Redhooks
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Java Garbage Collection Formatter

<hF[1]: Allocation Failure. need 32 bytes, 0 ws since last AF>
<hF[1]: managing allocation failure, action=1 (0/3181299Z2) (1674365/1674365)>
<GFC(1): GC cycle started Thu Jun 6 19:15:44 2002

<GCL): freed 26914256 bhytes, 85% free (28588624/33487360), in 46 ms>
<GC{1): mark: 38 ws, sweep: 7 ws, cowpact: 1 ws:

<GFC(1): refs: soft 0 (age »= 3Z), weak 6, finmal 83, phantom 0>
<4F[1]: completed in 46 ms>

<FC[1]: Expanded Systew Heap by 65536 bytes

<4F[2]: Allocation Failure. need 32784 bytes, 55949 ws since last AF:
<AF[2]: managing allocation failure, action=1 (1118544/31812992)
[16743668/1674368) »

<F0(2): GC cycle started Thu Jun 6 19:1e:40 2002

<GC(2): freed 20537712 bytes, 69% free (23330024/33487360), in 77 ws»
<GC{2): mark: 69 ws, sweep: 8 msS, compact: 0 wa»

<F0(2): refs: soft 0 (age »= 32), weak 0, f£inal 1819, phantow O
<AF[2]: completed in 77 ma>

«® Redhooks
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Java Garbage Collection Formatter

Using a REXX or AWK script, format the output of
the Java Garbage Collection Trace to get a
semicolon-delimited condensed file like the
following example.

afnum; timeSincelLastAF; aftime; afsize; gcstart; gofreed; freespace; heapsize;

gctime;

marktime; sweeptime; compacttime;
1;0;46;32;19:15:44;26914256; 32487260, 465;;38;7;1;
2;55949;77;22784;19: 16:40;20537712;33487360;775;569;8;0;
3;15471;8054112;19:16:56;21288264; 324872608455 577;7;0;
4;12899;79;4112;109:17:00;22578536; 32487260, 7955;71;8;0;
5;11009;78;4112;19:17:20;22450076; 33487260;7755;70;57;0;
6;12566;81;4112;19:17:33;22427552;23487360;80;;5;70;10;0;

There is a Java Garbage Collection Formatter
script, called VGC131v7.awk (written by John Rankin)
in the Techdoc TD101216, that you can download
from the IBM Support Web site.

«® Redhooks
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Java Garbage Collection Formatter

FTP the output file (in ASCII) to your workstation and
Import into a spreadsheet; it will look something
like

afnum  [TimeSince Jaﬂime

heapsize |gctime

LagtaF time

4 33487 360|
2 5584 Fi 32784 16:40] 20537712 60

2
5' 547 54 4 16:56] 2128826 60|
4 289 79 4 :17:08] 225785!
5 100 ?q 4 17:20] 2245087
[ 256 81 4 :17:33] 22427

B0
B0
&0
With garbage collection data now in a spreadsheet,
you can sort, filter, and graph data to better
understand the garbage collection processes.

32 :15:44] 26914256

galsize locstart  Jocfreed

olojololo]

«® Redbooks
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compact

Java Garbage Collection Formatter

Garbage Collection time consum ption

a0
4
80 4
r

70
W / e Garbage Collection
T &0
g // _—
2 s0 === Mfark zll live cbjects
£ ¢ -
= 40 4 Identify objects no longer
£ 38
= referenced
E 30 Consolidate free space
=
=
= 20

10 -0

7 . 7 = 7
04—y o o o o —6—
19:15:44 19:16:40 19:16:56 19:17:09 19:17:20 19:17:33
Start Time

«® Redbooks
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Diagnostic Tools

dumpNameSpace tool

Jad

Rational Application Developer 6
Tivoli Performance Viewer
Omegamon XE for WebSphere

© 0 ~NO v

«® Redbooks
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dumpNameSpace tool

Problems can surface when accessing resources through the
namespace. The name space is a collection of
references to resources such as connection pools, EJBs,
and message listeners. In the WebSphere for z/OS
environment, the name space is federated among all
servers in the cell, with each server process containing its
own name server.

The dumpNameSpace tool obtains the contents of a
name space within a name server. The tool can be
invoked through a UNIX shell script or through its interface
in the WebSphere Application Server API. It can only
dump name spaces from remote name servers, not local
to the server process.

The dumpNameSpace tool generates a list of all resources
and their type. This can be useful in diagnosing
problems when resources are referenced and not
found in an application. This information can also help

«® Rethoble message of the type ClassCastEXCeptiont

© Copyright IBM Corp. 2005. Al rights reserved.
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dumpNameSpace tool

Mame Space Dump
Provider URL: corbaloc:iiop:localhost:9552
Context factory: com.ibm.websphere.naming.WsnInitialContextFactory
Requested root context: cell
Starting context: (top)=pdcell
Formatting rules: jndi
Time of dump: Wed Oct 12 15:55:22 EDT 2004

1 {top)

2 (top)fclusters javax.naming.Context
2 (top)fcell Jjavax.naming.Context
2 Linked to context: pdcell

4 {(top)ifcellname java.lang.String

5 (top)/persistent Javax .naming.Context
& (toplfpersistent/cell Javax.naming.Context
[ Linked to context: pdcell

7 (top)fdeploymentManager Javax .naming.Context

«® Redhooks
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Diagnostic Tools

6. Jad

7. Rational Application Developer 6
8. Tivoli Performance Viewer

9. Omegamon XE for WebSphere

«® Redhooks
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Jad (decompile Java class files)

Jad is a Java decompiler, i.e. program that reads
one or more Java class files and converts them
into Java source files which can be compiled
again. You can download this decompiler from this
site:

http://kpdus.tripod.com/jad.html

Jad is a command line tool that can be used on a
number of different platforms including Linux,
UNIX, and Windows. It is a 100% pure C++
program and it generally works several times
faster than decompilers written in Java.

Jad can be used:

e For recovering lost source codes

»  For exploring the sources of Java runtime libraries

* As aJava disassembler

«® Redhooks
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Jad (decompile Java class files)

The output from the Jad tool is simply Java code.
This code can be recompiled or imported into a
development environment if need be. This can be
useful when diagnosing problems by giving you
the ability to follow the code that is running.

A Graphical User Interface (GUI) for the Jad tool is
available from the Jad website called FrontEnd
Plus for Jad. Download the Windows installer file
and double-click on it to install FrontEnd Plus.

You can now access FrontEnd Plus directly from your
Start menu. Open it and decompile a class file
selecting File Decompile and choosing the class
file you wish to decompile.

«® Redhooks
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Jad (decompile Java class files)

. " - -
E FrontEnd Plus v1.04 - Test.jawva - [Test. java] = |rl:||[5(|
Eis Edt Search Mincdew Tools andrdors Esedback Homepegss Hep  #5E
Fo % | P 0| B L= A, T Wl - M bl [EEIE == e s
= =3 [ t
‘T cominm webander JEva, lapd. rerflest  Field T[] = SuperSnoop.olags.ssnfFlelda) @
Ep conionm wesbepier AX |f. lepgch == O]
“Fe comibm webapber i
P oo =B _sppend (T BEErThere ars mo Fislds an chim cless.cmErT) s
5P s Plinci ¢ else
S jendi % ?
P ST ApBETO (ToRAsE s las: s e e
Torgint 4 = 0; 1 c £ lengch: 4]
ED.append (TL1] + T
1= b
ab_appamnd |Mchrabaskage To whish chis =las " 4 SuparEno,
CEjecs 0[] = SupecrEmoop.class . gecdlgnecs () r
Af jo == mull
4
=h_mppend (TohrsThere o 1 ]
boelse
0
=n_eppend
Scrinmg =[] -
Tor(int 1 = 0: 1 <
=o.mprpeadi=[i]l + “eboetls
b
Teturm wew Soriog(sh) -
< ||« 1 >

«@ Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.

om/redbooks

Diagnostic Tools

7. Rational Application Developer 6

8. Tivoli Performance Viewer
9. Omegamon XE for WebSphere
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Rational Application Developer v6.0

Rational Application Developer V6.0 (RAD) is a very
comprehensive development environment. We
only provide you with information about problem
determination-related tools in RAD.

The Debug perspective is used for testing and
debugging Java applications, XSL transforms, and
other components developed within RAD. You
may debug applications locally on a test server or
remotely on a server such as WebSphere for
z/OS.

The debugger allows you to control the execution of
your program by setting breakpoints, suspending
launches, stepping through your code, and
examining the contents of variables.

«® Redhooks
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Rational Application Developer v6.0

« Configuring Rational Application Developer for remote
debugging requires changes in the WebSphere for z/OS
environment and a connection to the remote application
server from Rational Application Developer.

General Properties The additional proparti

until the general prope

Enable sarvice at server startup saved
Additional Properties

* JuM debug port
|7777

* WM debug argurnents
|-Djaua‘:ompiler-NONE -Kdeb

Debug class filters

=

Apply | OK| | Reset Cancel

«® Redhooks
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The kinds of information you get

To start a program in debug mode, select the debug icon, and
the Debug perspective will open. The Rad Debug
perspective contains different views to provide different

i n fo rm atl on Dehug - ScareArcount java - C1\A_KON\AODE - 1B Rational Softwars Development Plattorm

o ot Sowce Refoctor Mawigale Semch Profdt Run Windon Help

LN R IR =R
EEE— ] N EIEINIE
{1 177 seorzacoount Anplication]

ing.ScoreAcoount 3t localhost: 2930
In= 256 n Szoreaccaund])
o { lines 246

106
3 C:Pragram FlesiEM{Rationsl\SDP . Olecipsetie Iir javan. exe (Aug 4, 2005 3:50: 10 7).

"} .append [IF_RCH_BATCH_NTM) .append (" "):
0C [ query.tostring() ):
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Diagnostic Tools

8. Tivoli Performance Viewer
9. Omegamon XE for WebSphere
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Tivoli Performance Viewer - TPV

* TPV can be used to fine-tune the performance of an enterprise
system by optimizing resources.

* TPV enables administrators and programmers to monitor the
current health of WebSphere Application Server. Because the
collection and viewing of data occurs in the application server,
performance is affected.

*To minimize performance impacts, monitor only those servers
whose activity you want to monitor.

«@ Redhooks
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Tivoli Performance Viewer - TPV

Modules and description to verify in TPV:

Modules:

Description:

Average response time

Inludes statistics such as servlet or
enterprise beans response time

Number of request

Enables understanding of how much
traffic is processed by WebSphere for
z/08, thus helping determine the capacity
to manage

Web and EJB Thread Pools

Database and connection pool size thread pools might constrain performance

Interpret these metrics together. These

due to their size.

JVM Memary Use the JVM memory metric to
understand the JVM heap dynamics,
including the frequency of garbage
collection.

«® Redbooks
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Tivoli Performance Viewer - TPV

Tivoli Performance Viewer integrated in Administrative

100.0 ~
= wsess2
| Advisor 80.00 |-
B sentings
T summary Reports 50.0 F
(= Partormance Modutes % -
& = 400 f
_
5[] JoBC Connection Fools
I _ . s
| 1] st Runtime 20.0 |+
== & &
B[] seruter session Manager b L L
B[] hrsad Pocis 214533 P 2:46:08 P 2:46:43 PM
Transaction Manager
Time
[ web Applioations <
B[] emerprise Beans =
Reset To Zerc View Table |
Setect| Name
B | o weresn D
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Diagnostic Tools

9. Omegamon XE for WebSphere
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Omegamon XE for WebSphere

g@ Redbooks om/redbooks
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What is the workshop about?

8. Problem avoidance in phases:
— Installation and Configuration
— Migration and Coexistence
— Application Deployment
— Applications in Production

9. Information Sources

g@ Redbooks om/redbooks
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Module 7:

Problem avoidance
INn phases

«® Redbooks com/redbooks
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Installation, Customization, and
Configuration

Problem Avoidance Checklist

«® Redbooks com/redbooks
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Installation and configuration Concerns

Before you install you need to prepare all necessary
z/OS subsystems and complete the planning for
customizing your WebSphere Application Server
environment.

Go through PSP bucket and make sure all the HIPER
and important WebSphere fixes applied

You also need to collect and determine important
information about your specific setup for
components of WebSphere Application Server for
z/OS.

«® Redhooks
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Installation and configuration Concerns

Search for “Planning to install and customize
WebSphere Application Server for z/OS” in the
WebSphere for z/OS InfoCenter at:

http://publib.boulder.ibm.com/infocenter/ws60help/index.jsp

or “Planning for Installation ” in chapter 4 of WebSphere
Application Server - z/OS V6.0 Installing your
application serving environment , GA22-7957-03 from
the WebSphere for z/OS product documentation at:
http://www.ibm.com/software/webservers/appserv/zos_0s390/library/

This gives you a basic understanding of what is involved
with the product, skills requirements and the planning
required to execute the installation configuration
processes.

«® Redhooks
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Installation and configuration Concerns

To assist in planning and customization see
“Customization Dialog Worksheet” in the
WebSphere for z/OS InfoCenter at:

http://publib.boulder.ibm.com/infocenter/ws60help/index.jsp

For planning related to naming conventions, TCP
port allocation, shared HFS and clustering - a
white paper and Excel spreadsheet are available
at the following website:

http://www-
1.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS1331

«® Redhooks
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Checklist for installation and configuration

This list is based upon “best practices” and summarizes
tasks that you might want to verify before installing your
WebSphere for z/OS system.

» Contact your security administrator to set up a RACF user
ID and authorize it to have read/write access to the
WebSphere Application Server for z/OS files (BBO.* data
sets and HFS files).

* Increase your paging by one 3390-3 volume if your
storage is constrained, two if your system does any paging
of the WebSphere Application Server address spaces.

« Therecommended size allocations for the Hierarchical
File System is 250 cylinders(3390) for primary and a
secondary allocation in of 100 cylinders(3390)

«® Redhooks
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Checklist for installation and configuration

» Make certain your address space is large
enough, some WebSphere Application Servers
might require a 1GB virtual region to run any
workload.

* If you are running in a sysplex, setup your TCP/IP
with Sysplex Distributor to make use of dynamic
virtual IP addresses (DVIPAS).

* It may be necessary to re-size your system dump
data sets due to the size of WebSphere address
spaces and where possible evaluate the use of
dynamic dump data sets.

«® Redhooks
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Checklist for installation and configuration

* If Automatic Restart Management (ARM) is enabled you
may want to disable ARM for the WebSphere
Application Server address spaces during installation
and customization to avoid unnecessary restarts of
address spaces. After installation and customization are
complete, you should consider re-enabling ARM.

* Your installation may limit (control) the specification of
REGION=, usually through the JES2 EXITO06 exit or the
JES3 IATUXO03 exit. If so, relax this restriction for the
WebSphere Application Server for z/OS JCL
procedures.

«® Redhooks
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Checklist for installation and configuration

* Where possible use the default names the first time
you install WebSphere Application Server to make
the installation instructions easier to follow.

* To minimize problems based on system settings
during installation and configuration fill in the
“Customization Dialog worksheets”. Worksheets
are provided for each task in the Dialog to help you
determine what values you should enter in the
Define Variables stage of customization.

«® Redhooks
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Checklist for installation and configuration

» If possible, set up your HFSs such that the root
HFS is shared among all processors and the
deployment manager’s configuration is in a
configuration HFS on a system-generic mount
point.

* Make sure the product code HFS are mounted at
the directories you have chosen in the planning
session.

«® Redhooks
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Checklist for installation and configuration

* Navigating the configuration HFS with a UID of O
can alter files or their ownership and permission
attributes, thus making them inaccessible to the
WebSphere Application Server for z/OS runtime
servers and administrators. It is better to use the
WebSphere Application Server for z/OS
administrator’s user ID.

* Understand the Hierarchical File Structure (HFS)
for the application servers, the nodes, the daemons,
and the cells.

* For Information about USS/HFS configurations,
SMP/E tasks, ISPF dialogs, TCP/IP configurations
and security information visit the WebSphere
Application Server V6.0 InfoCenter at:

http://publib.boulder.ibm.com/infocenter/wasinfo/v6rO/index.jsp

Select WebSphere Application Server for z/OS, and
search for “errors encountered during. the
«® Redbooks installation”. <
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Checklist for installation and configuration

«  When selecting server, cell, or node names, always avoid special
non-alphanumeric characters because they are used as HFS
directory names and are parsed in XML files that may have
problems with special characters such as blanks, slashes, dashes,
tildes, question marks, or underscores.

« If you plan on using DB2 see the WebSphere Application Server
V6.0 Information Center at:
http://publib.boulder.ibm.com/infocenter/wasinfo/v6rO/index.jsp
Select “WebSphere Application Server for z/OS, Version 6.0x”, and
search for “Plan to Prepare your DB2".

e Before running the BBOWCHFS job make sure CONFIG HFS mount
point did not have any other HFS mounted.

e During install if BBOWPPFA fails with INSTCONFFAILED then fix
the root cause, clean up all the created profiles manually and restart
install from scratch

«® Redhooks
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What is the workshop about?

8. Problem avoidance in phases:

— Migration and Coexistence
— Application Deployment
— Applications in Production

9. Information Sources

«@ Redhooks om/redbooks
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Migration and Coexistence
Problem Avoidance Checklist

«@ Redhooks om/redbooks
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Migration Concerns

Migration is an activity in which you take advantage of
existing materials. Migration tasks and tools
help you upgrade the product and its
prerequisites, reuse existing application
components when feasible, and transfer
administrative configurations from your past
version to a current one.

A white paper on migration can be found at

http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP1005
59

«® Redhooks
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Checklist for migration

* Update prerequisites to the levels required by
V6. Prior levels of WebSphere Application Server
for z/OS will generally continue to run at the higher
prerequisite levels.

* We highly recommend you are at maintenance
level W602100 before initiating the migration
process.

* Be aware of the other versions of WebSphere
for z/OS that you might have running on your
system when going through the Dialog, as the
Customization Dialog does not detect them for
you.

«® Redhooks
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Checklist for migration

» Before you run any migration jobs, ensure that
every appl.server node in the 6.0 system has a
WebSphere Admin ID and password in its
soap.client.props file.

» If you are running other versions of WebSphere
Application Server for z/OS, watch out for LPA
issues due to different versions in one system.

* Review the ports that have been defined to
ensure that the V6 installation does not conflict. In
particular, when installing to coexist with V4.01 or
V5.x NOTE: that default daemon port

definitions for V5, V4.0.1 and V6.0x are
«® RedR@kEI€-
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Checklist for migration

 Areturn code of zero means nothing in a
migration job. Be sure to review the.err and .out
logs carefully for diagnostic information.

A migration cannot be restarted once the
process is started. If something fails part way
through the process you must start from scratch.

«® Redhooks

© Copyright IBM Corp. 2005. Al rights reserved.




Coexistence Concerns

If you already have a prior version of WebSphere
Application Server for z/OS installed and
customized, you can configure WebSphere
Application Server for z/OS V6.x to coexist with it.

Upgrading of WebSphere Application Server Version
3.5SE or WebSphere Application Server for z/OS
Version 4.0.1 to V6.0x is not supported.

However, V6.0x can coexist with prior levels of
WebSphere Application Server for z/OS on a z/OS
image or Sysplex.

«® Redhooks
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Checklist for coexistence

e If the load modules are in LPA for one system, make sure
the load modules are in the STEPLIB for the other system.

* InV6.0x, Java 1.4.2 is embedded in WebSphere product
and we highly recommend not to modify your configuration
to use any other Java to get through problems. This will lead
into other unwanted problems.

* Make sure the ports are unique between the two
WebSphere levels.

¢ Make sure that the "daemon_group_name" are unique
between the two systems. This is a known cause of the
ABENDEC3 with Reason code 02060018.

« Don't hand edit any WebSphere system management files
to make it work with other releases when running mixed
release level in same cell.

«® Redhooks
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What is the workshop about?

8. Problem avoidance in phases:

— Application Deployment
— Applications in Production

9. Information Sources

«@ Redhooks om/redbooks
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Application Deployment
Problem Avoidance Checklist

«@ Redhooks om/redbooks
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Application Deployment

Deployment phase includes application assembly
and deployment.

According to the J2EE EJB architecture, the
application is assembled from the WARs, JARs,
and classes files.

The EAR can be assembled and exported directly
from the WebSphere Application Developer
(WSAD) and then deployed to the z/OS using the
web-enabled Administration console.

You can also create the EAR using the Application
Server Toolkit (ASTK).

The Deployer is also responsible for mapping the
external references in the EJBs.

«® Redhooks
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Checklist for Deployment Concerns

The following list is taken from a best practices point of
view to minimize the number of problems during the
deployment phase and increase your chances of
success. When you assemble an application:

* Ensure the application is at least J2EE 2.0 -
compliant.

 The bean names must be unique within a given JAR
file.

* Generate deployment code for the enterprise beans
using the EJBDeploy tool or the Application Server
Toolkit (ASTK). For detailed information on EJBDeploy
and the ASTK, see the WebSphere for z/OS topic
“Migration and Installation” at:

i om/servers/eserver/zseries/zosl/installation/zosmani i
@ Redbbks
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Checklist for Deployment Concerns

* Check that the Java heap is large enough.

A good place to start is to let the initial heap size
be 25% of the maximum heap size. The JVM will
then try to adapt the size of the heap to the
working set size of the application.

The best way to determine the necessary size is to
run a series of tests, each time increasing the
initial size.

«® Redhooks
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Checklist for Deployment Concerns

When deploying an application, ensure:

» On the first Preparing for application install page,
specify the context root if you are installing a
stand-alone .war file.

« On the first Preparing for application install page,
specify whether or not to generate default
bindings for any incomplete bindings you may
have.

* You must specify if you want to precompile JSP
files on the Provided options to perform the
installation panel. The default is not to precompile.

«® Redhooks
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Checklist for Deployment Concerns

» For Distribute Application, you must specify
whether WAS expands or deletes application
binaries in the installation destination. The default
Is to enable application distribution.

If you disable this option, you must ensure that
the binaries are expanded in the directories of all
nodes where the application is expected to run.

» If the application uses Web modules, each
module must map to a virtual host. Failure to
specify all virtual hosts will result in an error.

«® Redhooks
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What is the workshop about?

8. Problem avoidance in phases:

— Applications in Production
9. Information Sources
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Runtime/Production
Problem Avoidance Checklist

«® Redhooks
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Runtime Problems avoidance checklist

The system runtime environment maps exactly back to a
specific configuration.

For that reason it is impossible to provide a complete
checklist for all configuration options.

It is however easy to get a copy of your running
configuration via backup copy and try to recreate the
problem in a test environment when needed.

«® Redhooks
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Runtime Problems avoidance checklist

The most overlooked preventive measure of runtime
problem is proper testing.

e ltis so subtle that it's easy to ignore

* Know your configuration

* Always keep a backup before changing your
configuration

* By knowing your configuration you would also know how
many components your request/response has to go
through to make it way back to the client.

«® Redbooks
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Checklist for Runtime Concerns

A Websphere application running on z/OS has
additional complexities in the work load management
and performance areas because Websphere
leverages the native environment to implement these
sets of components.

Again knowing your environment and knowing how far
a request has made is critical in efficient
troubleshooting.
Consider the following hints and tips when testing and
running applications in WebSphere for z/OS:

» Start with a simple configuration that does not
include firewalls, intermediate Web servers, or back-
end resource managers.

«® Redbooks
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Checklist for Runtime Concerns

*Use the HTTP Protocol Handler instead of the
IHS and Websphere plug-in.

*Practice with a simple known application such as
the Policy IVP and/or Trade2. Don't try an
application with many servlets and JSPs, do not
even use of EJBs, and many different J2EE
resources.

*That way you know which component works and
which doesn’t so you can eliminate them as quickly
as you follow the along the path of the request.

«® Redhooks
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Checklist for system infrastructure

* Check if files were transferred correctly to the
host (ASCII vs. Binary transfer mode)

» If using ISHELL, make sure directory names do
not end/start with underscore (_), or space, or
single quotation marks.

* Check the permissions of files (configuration
files, HTML files, resource bundles, classes, etc.).
For configuration files, the RACF userid or group
of the WebSphere for z/OS control region must
have execute permission bits on every directory in
the underlying file structure and read permissions
on the actual file.

«® Redhooks
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Checklist for system infrastructure

 Check WLM panels, SDSF Enclave panels,
or RMF Il reports to validate that WLM
classification rules are working as
designed to avoid performance problems.

» Make sure the browser can reach
WebSphere for z/OS J2EE servers using
the ping, nslookup, netstat, tracert etc...
commands.

Use a simple DOS window to check
communication using these Commands.

«® Redhooks
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Checklist for security issues

There are a wide variety of Websphere security
configurations and options. Problems with security
settings can occur rather easily if they have not been
set up properly.
 Check SYSLOG to make sure that security
service has started successfully.
 Check SYSLOG for other security messages
during initialization.
You are very likely to see problems there first, if
the problem is configuration related.

«® Redhooks
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Checklist for security issues

As most security problems fall under the two
categories: authentication and authorization,
Check:

 The authentication protocol, authentication
mechanism or user registry if authentication (the
process of determining who the caller is) fails.

 The application bindings from assembly and
deployment and the caller’s identity who is
accessing the method and the roles required by
the method, if authorization (the process of
validating that the caller has the proper authority to
invoke the requested method) fails.

«® Redhooks
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Checklist for HTTP Server

* Verify that your HTTP server is up and running if you
try to access the resource through the HTTP server
instead of directly through the Application Server.

» Verify that WebSphere Plug-in does initialize - what
you should look for as an evidence of the Plug-in’s
initialization is the “smiley face” in the SYSOUT.

* Understand the Trusted Proxy: This property allows
the application server to trust inbound requests from a
web server acting as a reverse proxy typically using the
WebSphere V5 Plug-in (of course this includes any
platform that supports the V5 Plug-in).

By default, TrustedProxy is not set and defaults to
false.

«® Redhooks
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Checklist for HTTP Server

*Understand the Trusted Proxy: This property
allows the application server to trust inbound
requests from a web server acting as a reverse proxy
typically using the Websphere V5 Plug-in (of course
this includes any platform that supports the V5 Plug-
in). By default, Trusted Proxy is not set and defaults
to false

*Use http://<hostname:port>/snoop

*Your snoop Servlet to list details about
your configuration for verification.

«® Redhooks
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Checklist for DB2

Check to see if you have the
db2sqljjdbc.properties file which indicates the
location of the DSNJDBC_JDBCProfile.ser file
for z/OS JDBC provider for DB2 and creation of a
DataSource for z/OS.

Also, check to see if your WebSphere
environment variable have the path to directories
so the WebSphere server can locate the DB2
home directory and the JDBC driver can locate the
db2sqljjdbc.properties file.

«® Redhooks
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Checklist for DB2

» Checkthat the correct versions of all application
JAR files, utility classes and JARs were packaged,
and JDKs and WebSphere for z/OS runtime JARs
are being used (may cause Marshal Exceptions
when application runs)

» Or deprecated classes can be loaded at runtime

* Plan enough time for testing on the z/OS
platform!

* Profiling identifies how much time the CPU is
spending in certain methods and can be used to
reduce bottlenecks and optimize the application
code.

«® Redbooks
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Runtime Problems avoidance checklist

» Verify that your change management procedure
for WebSphere for z/OS is properly implemented.

» That means test cases must be claimed for any and
all applicable changes before the changes can be
released.

— Problems due to mismatched levels between
z/OS load libraries and HFS files can happen after
maintenance has been applied.

Typically, this occurs because the SMP/E
SBBOLIB DDDEF statement points to a service
HFS, such as /service/webSphere390, or because of a
failure to remount the service HFS to the production
HFS.

«® Redbooks
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Runtime Problems avoidance checklist

* Since the DM server extends its reach of control
via node agent servers, make sure any
modification to DM server is also reflected in
node agent servers that they work in tune with.

 Make sure node agents are up and running
prior to any application deployment or
configuration changes. This will ensure the
changes are effectively synchronized across all
nodes. Look out for the message:

Configuration synchronization completed successfully

in the node agent job log around the time of
changes.

«® Redhooks
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Runtime Problems avoidance checklist

 To prevent time-out abends for the DM server,
check that the values for
e ConnectionlOTimeout
e ConnectionResponseTimeout0
e ConnectionKeepAliveTimeoutO
are disabled or set to higher values for both SSL
and non-SSL HTTP transport.
 Check that the WLM dispatch time-out value in
the DM server is disabled or set to a higher value
for the ORB service advanced settings:
control_region_wlm_dispatch_timeout=0

«® Redhooks
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Runtime Problems avoidance checklist

In order to handle large ear files, make sure the HTTP
buffers for both the deployment manager and node agents
are set to larger numbers:
protocol_http_large_data_inbound_buffer
protocol_http_large_data_response_buffer
Make sure you provide a large file system for the
WebSphere for z/OS configuration and leave a large spare
space for your file system.
This is always needed due to adding applications, upgrading
to new application versions, upgrading to a new WebSphere
for z/0OS maintenance level with a new version of the
Administration Console application, etc.

Monitor and archive old EAR files, reclaim unused space.

«® Redhooks
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Runtime Problems avoidance checklist

Make sure the DM has plenty of disk space for
work area and tmp area during application
deployment, otherwise it causes unpredictable and
obscure outcomes.

Verify that the /dev/null file is a character special
file.

Check your configuration to avoid having WLM
over-initiate the number of servers when a lot of
requests are coming in at server startup time.

«® Redhooks
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Runtime Problems avoidance checklist

» Verify that the error log formatting CLIST is
allocating enough space to contain all the error
messages. If you have a busy environment, the
default value might not work. Check the allocation
space in the lines 44 & 45 in the BBORBEXEC in
<WAS5>.SBBOEXEC.

* In the Administration Console definition for the
J2EE servers, verify that the remote debug
service is not turned on, which means JVM
property —Xdebug is not set, and allow Server
Region Recycling, unless you only have one
server region.

«® Redhooks
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Runtime Problems avoidance checklist

» For each of the J2EE servers verify that the
following attributes and properties are set
correctly.

e protocol_http_timeout_persistentSession
e protocol_http_timeout_input

e protocol_http_timeout_output

e transaction_maximumTimeout

« wim_dynapplenv_single_server=1

e wim_maximumSRCount=1

* wim_minimumSRCount=1

e ras_trace_defaultTracingLevel=1

«® Redhooks
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Runtime Problems avoidance checklist

» For each of the J2EE servers verify that the
following attributes and properties are set
correctly.

Use the Administration Console, the servant
region JES job log or the
servant.jvm.options file to check them.

* —verbosegc is enabled

*« —JVM maximum heap size is set

e —JVM minimum heap size is set

e —-Xdebug is turned off

«® Redhooks
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What is the workshop about?

9. Information Sources
«® Redbooks
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Information
Sources

«@ Redhooks

.com/redbook

© Copyright IBM Corp. 2005. Al rights reserved.

WebSphere for z/OS home page

The WebSphere for z/0S home page can be found

at:

http://www.ibm.com/software/webservers/appserv/zos _0s390/

«@ Redhooks
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WebSphere for z/OS InfoCenter

WebSphere for z/OS InfoCenter

‘@ WebSphere software Information center

http://publib.boulder.ibm.com/infocenter/ws51help/index.jsp

» This Information Center displays documentation for
several WebSphere Application Server products.

* Click the product name WebSphere Application
Server for z/OS V5.1 listed in the information center
navigation to display the welcome page containing
information that is specific to this product.

«® Redhooks
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TechDocs and White Papers

This Web site provides technical content about
recommendations and actual experiences written
by IBM specialists worldwide.

http://www.ibm.com/support/techdocs/

Techdocs - The Technical Sales Library .Ei
[

* Flashes
* Presentations & Tools
* Hints, Tips & Technotes

* FAQs
* White Papers
«® Redbooks
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Redbooks and Redpieces

e Redbook site @
http://www.redbooks.ibm.com L

«® Redbooks search
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«® Redbooks
Developers’ source of information
) ;
WebSphere Developer’'s Domain EEm—
suitware

At this web site you can find platform-independent
information about Best Practices, Hints and Tips,
documentation, tools, and links to other technical
information.

http://www.ibm.com/developerworks/websphere/newto/

Alphaworks community

alphaWorks provides a unique opportunity for
developers around the world to experience the latest
innovations from IBM.

http://www.alphaworks.ibm.com/
«® Redhooks
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Java

Developers’ source of information

* J2EE Platform Specification

you will find many hints and tips of how to code J2EE
applications on the Java community process web
page.

http://jcp.ora/

Java
:
JAVA documentation web site for information and
downloads about

« J2EE Software Development Kits (SDK)
« J2EE API Documentation

Pl Community

SLH Process
JCP Home

S The Source for Developers
Javé A Sun Developer Network Site
http://java.sun.com/j2se/download.html
«® Redhooks
Helpful Web Pages
IBM eServer zSeries support
http://www.ibm.com/servers/eserver/support/zseries

n
1BM (@ serve
Support for mainframe servers

z/OS home page

http://www.ibm.com/servers/eserver/zseries/zos/

zIos

«@ Redhooks
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Helpful Web Pages

LookAt messages
http://www.ibm.com/servers/s390/0s390/bkserv/lookat/

z/OS Internet library

http://www.ibm.com/servers/eserver/zseries/zos/bkserv/

L S S R —

s Z/OS Internet Library |

«® Redhooks
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Educational information

IBM offers a comprehensive portfolio of technical
training and education services designed for
individuals, companies, and public organizations to
acquire, maintain, and optimize their IT skills.

Go to the IBM Global Service web page:

http://www-1.ibm.com/services/us/index.wss/home

and click on the “training” panel and browse through:
e Course catalog
e e-Learning
e Blended learning
« Save money
e Onsite training

«® Redhooks
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Don’t give up — Help is on the way

The discipline of doing PD for WebSphere is not
a simple task. It requires some level of
comfort from working with and knowing about
your system over a period of time. The
complexity increases as you add more
components to your system.

There is help.
If all else fails, you can always contact IBM.
«® Redbooks
Thank you
Obrigado
L& AASIAAIR
_ BEHR
Dankie
Bedankt
Danke
Merci
Hvala
«® Redbooks
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Questions ?

g@ Redbooks om/redbooks
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