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About This Book

The Administration Guide in its three volumes provides information necessary
to use and administer the year 2000 ready, DB2* relational database
management system (RDBMS) products, and includes:

Information about database design (found in Administration Guide: Planning)

Information about implementing and managing databases (found in
Administration Guide: Implementation)

Information about configuring and tuning your database environment to
improve performance (found in Administration Guide: Performance).

Many of the tasks described in this book can be performed using different
interfaces:

The Command Line Processor, which allows you to access and manipulate
databases from a graphical interface. From this interface, you can also
execute SQL statements and DB2 utility functions. Most examples in this
book illustrate the use of this interface. For more information about using
the command line processor, see the Command Reference.

The application programming interface, which allows you to execute DB2
utility functions within an application program. For more information about
using the application programming interface, see the Administrative API
Reference.

The Control Center, which allows you to graphically perform
administrative tasks such as configuring the system, managing directories,
backing up and recovering the system, scheduling jobs, and managing
media. The Control Center also contains Replication Administration to
graphically set up the replication of data between systems. Further, the
Control Center allows you to execute DB2 utility functions through a
graphical user interface. There are different methods to invoke the Control
Center depending on your platform. For example, use the db2cc command
on a command line, (on OS/2) select the Control Center icon from the DB2
folder, or use start panels on Windows platforms. For introductory help,
select Getting started from the Help pull-down of the Control Center
window. The Visual Explain and Performance Monitor tools are invoked
from the Control Center.

There are other tools that you can use to perform administration tasks. They
include:

The Script Center to store small applications called scripts. These scripts
may contain SQL statements, DB2 commands, as well as operating system
commands.

© Copyright IBM Corp. 1993, 2001 vii



* The Alert Center to monitor the messages that result from other DB2
operations.

* The Tool Settings to change the settings for the Control Center, Alert
Center, and Replication.

* The Journal to schedule jobs that are to run unattended.
* The Data Warehouse Center to manage warehouse objects.

Who Should Use This Book

This book is intended primarily for database administrators, system
administrators, security administrators and system operators who need to
design, implement and maintain a database to be accessed by local or remote
clients. It can also be used by programmers and other users who require an
understanding of the administration and operation of the DB2 relational
database management system.

How This Book is Structured

viii

This book contains information about the following major topics:

Introduction to Performance

* Chapter 1 Flements of Performancd, introduces concepts and considerations
for managing and improving DB2 UDB performance.

* Chapter 2 Architecture and Pracesses Qverview, introduces underlying DB2

Universal Database architecture and processes.

Tuning Application Performance

* Chapter 3 Application Considerationd, describes some techniques for

improving database performance when designing your applications.

¢ Chapter 4 Environmental Considerationd, describes some techniques for

improving database performance when setting up your database
environment.

* Chapter 5_System Catalog Statisticd, describes how statistics about your
data can be collected and used to ensure optimal performance.

* Chapter 6 [Inderstanding the SQI. Compiled, describes what happens to an

SQL statement when it is compiled using the SQL compiler.

* Chapter 7 SQI. Explain Facility, describes the Explain facility, which allows
you to examine the choices the SQL compiler has made to access your data.

Tuning and Configuring Your System

* Chapter 8 Operational Performance, provides an overview of how the

database manager uses memory and other considerations that affect
run-time performance.

Administration Guide: Performance



* Chapter 9 Using the Governot, provides an introduction to the use of a

governor to control some aspects of database management.

4

introduces some considerations and tasks associated with increasing the
size of your database systems.

* Chapter 11 Redistributing Data Across Database Partitiond, discusses the
tasks required in a partitioned database environment to redistribute data
across partitions.

* Chapter 12 Benchmark Testing, provides an overview of benchmark testing
and how to perform benchmark testing.

» Chapter 13 Configuring DB2, discusses the database manager and database

configuration files and the values for the configuration parameters.

Appendixes

« Wppendix A_DB2 Registry and Environment Variables, presents profile

registry values and environment variables.

° lA.p.pende_B_Epram_Tahles_and_Deﬁm.tmné provides information about the
tables used by the DB2 Explain facility and how to create those tables.

« Appendix C SQI Explain Toald, provides information on using the DB2
explain tools: db2expln and dynexpln.

* Appendix D dh2exfmt - Fxplain Table Format Toal, formats the contents of

the DB2 explain tables.

« Appendix E Tlsing the DR2 I ihrary, provides information about the
structure of the DB2 library, including wizards, online help, messages, and
books.

A Brief Overview of the Other Volumes of the Administration Guide

Administration Guide: Planning

The Administration Guide: Planning is concerned with database design. It
presents logical and physical design issues; distributed transaction issues; and
high availability topics. The specific chapters and appendixes in that volume
are briefly described here:

The World of DB2 Universal Database

¢ "Administering DB2 Universal Database” presents an introduction to, and
an overview of, DB2 Universal Database.

Database Concepts

* "Basic Relational Database Concepts” presents an overview of database
objects, including recovery objects, storage objects, and system objects.

About This Book  1X



* "Federated Systems” discusses federated systems, which are database
management systems (DBMSs) that support applications and users
submitting SQL statements referencing two or more DBMSs or databases in
a single statement.

* "Parallel Database Systems” provides an introduction to the types of
parallelism available with DB2.

* "About Data Warehousing” provides an overview of data warehousing and
data warehousing tasks.

* "About Spatial Extender” introduces Spatial Extender by explaining its
purpose and discussing the data that it processes.

Database Design

* "Logical Database Design” discusses the concepts and guidelines for logical
database design.

* "Physical Database Design” discusses the guidelines for physical database
design, including considerations related to data storage.

Distributed Transaction Processing

* "Designing Distributed Databases” discusses how you can access multiple
databases in a single transaction.

* "Designing for Transaction Managers” discusses how you can use your
databases in a distributed transaction processing environment, such as
CICS.

High Availability Systems

* "Introducing High Availability and Failover Support” presents an overview
of the high availability failover support that is provided by DB2.

Appendixes

* "Planning Database Migration” describes information about migrating
databases to Version 7.

* "Incompatibilities Between Releases” describes the incompatibilities
introduced from release to release up to, and including, Version 7.

* "National Language Support (NLS)" describes DB2 National Language
Support, including information about countries, languages, and code pages.
Administration Guide: Implementation

The Administration Guide: Implementation is concerned with the implementation
of your database design. The specific chapters and appendixes in that volume
are briefly described here:

Administering Using the Control Center

X  Administration Guide: Performance



* "Administering DB2 Using GUI Tools” describes the graphical user interface
(GUI) tools used to administer the database.

Implementing Your Design

* "Before Creating a Database” describes the prerequisites before you create a
database.

* "Creating a Database” describes those tasks associated with the creation of a
database and related database objects.

* "Altering a Database” discusses what must be done before altering a
database and those tasks associated with the modifying or dropping of a
database or related database objects.

Database Security
* "Controlling Database Access” describes how you can control access to your
database’s resources.

 "Auditing DB2 Activities” describes how you can detect and monitor
unwanted or unanticipated access to data.

Moving Data

 "Utilities for Moving Data” is a one-page introduction to the different ways
to move data and to direct you to the Data Movement Ultilities Guide and
Reference book.

Recovery
* "Recovering a Database” is a one-page introduction to the concepts of

database backup, restore and rollforward. More extensive information can
be found in the Data Recovery and High Availability Guide and Reference.

Appendixes

+ "Using Distributed Computing Environment (DCE) Directory Services”
discusses information about how you can use DCE Directory Services.

 "User Exit for Database Recovery” discusses how user exit programs can be
used with database log files, and describes some sample user exit programs.

¢ "Issuing Commands to Multiple Database Partition Servers” discusses the
use of the db2_all and rah shell scripts to send commands to all partitions in
a partitioned database environment.

* "How DB2 for Windows NT Works with Windows NT Security” describes
how DB2 works with Windows NT security.

* "Using the Windows NT Performance Monitor” provides information about
registering DB2 with the Windows NT Performance Monitor, and using the
performance information.

About This Book  Xi



xii

"Working with Windows NT or Windows 2000 Database Partition Servers”
provides information about the utilities available to work with database
partition servers on Windows NT or Windows 2000.

"Configuring Multiple Logical Nodes” describes how to configure multiple
logical nodes in a partitioned database environment.

"High Speed Inter-node Communications” describes how to enable Virtual
Interface Architecture for use with DB2 Universal Database.

"Lightweight Directory Access Protocol (LDAP) Directory Services”
provides information about how you can use LDAP Directory Services.

"Extending the Control Center” provides information about how you can
extend the Control Center by adding new tool bar buttons including new
actions, adding new object definitions, and adding new action definitions.
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Chapter 1. Elements of Performance

Performance is the way a computer system behaves given a particular work
load. Performance is measured through one or more of the system’s response
time, throughput, and availability. Performance is also affected by:

* The resources available
* How well those resources are used and shared.

In general, you should undertake performance tuning when you want to
improve the cost-benefit ratio of your system. Specific goals could include:

* Processing a larger, or more demanding, work load without increasing
processing costs. (For example, increasing the work load without buying
new hardware or using more processor time.)

* Obtaining faster system response times, or higher throughput, without
increasing processing costs.

* Reducing processing costs without negatively affecting service to your
users.

Translating performance from technical terms to economic terms is difficult.
Performance tuning certainly costs money (through people’s time and through
processor time), so before you undertake a tuning project, weigh its costs
against its possible benefits. Some of these benefits are tangible:

* More efficient use of resources
* The ability to add more users to the system.

Other benefits such as greater user satisfaction because of quicker response
time, are intangible. All of these benefits should be considered.

There are wizards integrated with DB2 that will assist you in completing
some performance-related administration tasks. These tasks are typically those
where you spend a little time and can achieve a significant performance
improvement. The wizards take you through each task one step at a time.
Wizards are available through the Control Center and the Client
Configuration Assistant.

The Performance Configuration wizard assists you to tune the performance of
a database by updating configuration parameters to match your business
requirements. This wizard, and, to a less extent the Create Database wizard,
can assist in improving the performance of a database. Other wizards are
available to assist in the improvement of performance of individual tables and
general data access. The wizards in this area include: Create Table, Index, and

© Copyright IBM Corp. 1993, 2001 3



Configure Multisite Update wizards. The wizards can be found from the
Control Center by clicking with the right mouse button on an object.

Tuning Guidelines

The following guidelines should help you develop an overall approach to
performance tuning.

Remember the Law of Diminishing Returns: Your greatest performance benefits
usually come from your initial efforts. Further changes generally produce
smaller and smaller benefits and require more and more effort.

Do Not Tune Just for the Sake of Tuning: Tune to relieve identified constraints. If
you tune resources that are not the primary cause of performance problems,
this has little or no effect on response time until you have relieved the major
constraints, and it can actually make subsequent tuning work more difficult. If
there is any significant improvement potential, it lies in improving the
performance of the resources that are major factors in the response time.

Consider the Whole System: You can never tune one parameter or system in
isolation. Before you make any adjustments, consider how it will affect the
system as a whole.

Change One Parameter at a Time: Do not change more than one performance
tuning parameter at a time. Even if you are sure that all the changes will be
beneficial, you will have no way of evaluating how much each change
contributed. You also cannot effectively judge the trade-off you have made by
changing more than one parameter at a time. Every time you adjust a
parameter to improve one area, you almost always affect at least one other
area that you may not have considered. By changing only one at a time, this
allows you to have a benchmark to evaluate whether the change does what
you want.

Measure and Reconfigure by Levels: For the same reasons that you should only
change one parameter at a time, tune one level of your system at a time. You
can use the following list of levels within a system as a guide:

* Hardware

* Operating System

* Application Server and Requester
* Database Manager

¢ SQL Statements

* Application Programs

4  Administration Guide: Performance



Check for Hardware and Software Problems: Some performance problems may be
corrected by applying service either to your hardware, or to your software, or
to both. Do not spend excessive time monitoring and tuning your system
when simply applying service may make it unnecessary.

Understand the Problem Before You Upgrade Your Hardware: Even if it seems that
additional storage or processor power could immediately improve
performance, take the time to understand where your bottlenecks are. You
may spend money on additional disk storage only to find that you do not
have the processing power or the channels to exploit it.

Put Fallback Procedures in Place Before You Start Tuning: As noted earlier, some
tuning can cause unexpected performance results. If this leads to poorer
performance, it should be reversed and alternative tuning tried. If the former
setup is saved in such a manner that it can be simply recalled, the backing out
of the incorrect information becomes much simpler.

Disk Storage

We have already mentioned that the hardware that makes up your system can
influence the performance of your system. As an example of the influence of
hardware on performance, consider some of the implications associated with
disk storage.

How you manage disk storage affects performance in four ways:
* How Storage is Divided:

How you divide a limited amount of storage between indexes and data,
among table spaces, and among buffer pools, determines to a large degree
how each will perform in different situations.

* Wasted Storage:

Wasted storage in itself may not affect the performance of the system that is
using it, but it may represent a resource that could be used to improve
performance elsewhere.

* Distributing Disk 1/O:

How well you balance the demand for disk I/O across several disk storage
devices, and controllers can affect how fast the database manager can
retrieve information from disks.

* Running Out of Storage:

Reaching the limit of available storage can degrade overall performance.

Chapter 1. Elements of Performance 5



Performance Improvement Process

Use the following process to improve the performance of any system:

1.

a ks N

9.

Define performance objectives.

Establish performance indicators.
Develop a performance monitoring plan.
Carry out the plan.

Analyze your measurements to determine whether you have met your
objectives. If you have, consider reducing the number of measurements
you make because performance monitoring itself uses system resources.
Otherwise, continue with the next step.

Determine the major constraints in the system.

Decide where you can afford to make trade-offs and which resources can
bear additional load. (Nearly all tuning involves trade-offs among system
resources and the various elements of performance.)

Adjust the configuration of your system. If you think that it is feasible to
change more than one tuning option, implement changes one at a time. If
there are no options left at any level, you have reached the limits of your
resources and need to upgrade your hardware.

Return to Step 4 above and continue to monitor your system.

Periodically, or after significant changes to your system or work load:

* Return to Step 1 above.

* Re-examine your objectives and indicators.

* Refine your monitoring and tuning strategy.

How Much Can a System be Tuned?

There are limits to how much you can improve the efficiency of a system.
Consider how much time and money you should spend on improving system
performance, and how much the spending of additional time and money will
help the users of the system.

Your system may perform adequately without any tuning at all, but it
probably will not perform to its potential. Each database is unique. As soon as
you develop your own database, and applications to use it, investigate the
tuning parameters available and learn how you can customize their settings to
reflect your situation. In some circumstances, there will only be a small benefit
from tuning a system; however, in most circumstances, the benefit may be
significant.
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Wizards are available from within the Control Center to assist in tuning the
database parameters. The Performance Configuration wizard can be found by
clicking the right mouse button on the database you want to tune from the
Control Center.

As your system encounters a performance bottleneck, it is more likely that
tuning will be effective. If you are close to the performance limits and you
increase the number of users on the system by about ten percent, the response
time is likely to rise by much more than ten percent. In this situation, you will
need to determine how to counterbalance this degradation in performance by
tuning your system. However, there is a point beyond which tuning cannot
help you. At this point, you should consider revising your goals and
expectations within your environment. Or, you should change your system
environment by considering: more disk storage, faster CPU, additional CPUs,
more main memory, faster communication links, or a combination of these
changes.

A Less Formal Approach

If you do not have enough time to set performance objectives and to monitor
and tune in a comprehensive manner, you can address performance by
listening to your users. Find out if they are having performance-releated
problems. You can usually locate the problem, or determine where to start
looking for the problem, by asking a few simple questions. For example, you
can ask your users:

* What do you mean by “slow response”? Is it ten percent slower than you
expect it to be, or tens of times slower?

* When did you notice the problems? Is it recent or has it always been there?

* Do you know of other users who are complaining of the same problem?
Are those complaining one or two individuals or a whole group?

* (If a whole group of users are experiencing difficulties, are they connected
to the same local area network?)

* Are the problems you are experiencing related to a specific transaction or
application program?

* Do your problems appear during regular periods such as at lunch hour, or
are they continuous?
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Putting It All Together

The underlying architecture of DB2 is important since an understanding of
key concepts and processes will assist you with other performance issues.
Topics such as storage architecture, data management, the processing model,
and the memory model are all 1n1t1ally presented in the next chapter. See

i for more

1nformat10n.

Tuning application performance is concerned with those performance topics
associated with your applications and their interaction with the database.
There are topics specific to applications themselves: concurrency, locking,
optimization classes, control of results sets on queries, row blocking, use of
compound SQL. In addition, there are brief discussions of: character
conversion as it relates to application performance; stored procedures;
activation of databases and the advantages of parallel processing. See

‘ - for more information.

There are topics specific to optimization of queries: configuration parameters
affecting query optimization, the impact of node groups and table spaces on
query optimization, and the large impact that indexes can have on query

optimization. See /Chapter 4 Environmental Considerations” on page 91l for

more information.

System catalog statistics have a significant influence on how well data is
accessed by applications. The following topics are associated with statistics:
the RUNSTATS utility, distribution statistics, index statistics, and those

statistics that can be updated by users. See 'Chapter 5 System Catalag
Btatistics” on page 113 for more information.

The SQL compiler takes each application and determines the best access plan
for that application. Each query within the application is evaluated and may
undergo several different operations designed to most clearly define the goal
of the query. Then different methods of access (scans and joins) are reviewed
for each query to determine the quickest way to retrieve the data requested by
the query. The effects of parallelism are also considered. See kﬁm

Lnderstanding the SQI. Compiler” on page 149 for more information.

There are different tools available within the DB2 product to assist in the
understanding of what is happening with the queries of an application. These
tools are concerned with explaining what is affecting application performance.
See f’Chapter 7. SOOI Fxp]ain Facilitv” on page 213 for more information.

In addition to tuning individual applications, you should also consider the
performance of the database where those applications are running.
Performance of your database is determined in large part by how well
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memory is used. There are many topics surrounding memory that are
concerned with performance: buffer pools, prefetching of data, parallel 1/0,
sorting capabilities, the need to reorganize the data in tables, and the concept

of database agents. See !Chapter 8 Operational Performance” on page 239 for

more information.

There is a Governor that can be set up to manage how applications are using

the database. See I‘Chapter 9 Using the Governor” on page 281 for more

information.

The number of processors and the number of database partitions can be
increased to improve the performance of the database. See

93 for more

g Yc
information.

Once you have increased the number of database partitions, you will want to
ensure the data in the database is spread or redlstrlbuted correctly among the
database partitions. See L

Eam.tl.anslon_pa.geﬁﬂj for more information.

To determine how well your database is performing, you can conduct

benchmark testing. The methodology for benchmark testing, how to prepare
for a benchmark test, the creation of a benchmark program, and the running
of benchmark tests are all topics of importance. See !Chapter 12 Benchmarld

[Lesting” on page 317 for more information.

The very extensive set of database manager and database configuration

}Earameters are presented individually within IChapter 13 Configuring DR2

There is additional information that is related to these performance topics. The
appendices include the following:
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Chapter 2. Architecture and Processes Overview

When working with the performance of the database operations for DB2, you
need some understanding of the rudimentary concepts involving the DB2
architecture and processes. This chapter presents sufficient information to
provide you with information on how DB2 Universal Database works. While
later chapters provide greater detail on some of the topics found here, what is
shown in this chapter creates the context for later understanding.

The first figure shows an overview of the architecture and processes for DB2
UDB.
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Figure 1. Architecture and Processes Overview

On the client-side, there are local and/or remote applications that are linked
with the DB2 Universal Database client library.

Between the clients and the DB2 Universal Database server is a “cloud”
representing the means of communication between the local or remote clients,
and the server. Local clients communicate using shared memory and
semaphores; remote clients use a protocol such as Named Pipes (NPIPE),
TCP/1IP, NetBIOS, IPX/SPX, or SNA.
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On the server-side, activity is controlled by engine dispatchable units (EDUs).
In all figures in this chapter, EDUs are shown as circles or groups of circles.
EDUs are implemented as threads on Windows-based platforms and on OS/2
(all within a single process),