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The Data Center Challenge - Controlling IT complexity and
cost while maintaining daily operations

® An Integrated system of multiple architectures for optimizing the deployment of
multi-tier workloads

® Creating a single point of control for management and administration to reduce
operational overhead by up to 80%, including:

» Power and Facilities
A strategic systems platform....

» Labor
» Software License
Helping to free up resources for critical projects and establish a base for the future

zEnterprise

=_owers cost of acquisition by up to
56%

= Reduces cost of ownership by up to
55%*

Based on IBM analysis of a large Financial Services company Datacenter. See details on ibm.com/systems/zenterprise/ Deployment configurations based on IBM studies and will
vary based on workload characteristics. Price calculations based on publicly available US list prices, prices will vary by country.
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IBM zEnterprise System

Business Applications require integration of multiple workload components with
varying workload characteristics

Explosive systems and data growth

inhibit responsiveness to client Transaction Processing Business Analytics

needs, and market and Data Management
opportunities

_— = Data Mining Applications
= Application Database

» Data Warehousing . Numerif:al
zEnterprise = Online Transaction Processing » Enterprise Search
= Batch

1. Enables mixed workload business
processes to be deployed and
centrally managed

Core Applications Web, Collaboration
2. Allows optimized single system and Infrastructure
integration of data, applications, and * ERPICRM _ . Systems Management
web serving = Core banking, payments, claims - Web Serving/Hosting
= Industry Solutions = Networking
3. Delivers dynamically responsive IT = File and Print

4. Meets the need of heterogeneous
data centers

A strategic systems platform for critical enterprise applications
Helps to integrate workloads and establish a base for the future

4 © 2012 IBM Corporation



IBM zEnterprise System

The broadest systems architecture

Enabling integration and
centralized management of
multi-platform systems,
applications, and data

zEnterprise z196 and z114 Unified Resource BladeCenter Extension
— Industry’s most robust design Manager (zBX)
for systems and data —Unifies management of — AIX® Linux®, and Microsoft®
continuously availability resources, extending IBM Windows®* applications
— Optimized to host large-scale System z® qualities of service — Appliance Blades - Smart
database, transaction, and end-to-end across workloads analytics, DataPower®
mission critical applications —Provides platform, hardware  — Dedicated high-performance
— The most efficient platform and workload management private network

for large-scale Linux®
consolidation

— Massive scale up (Statement of Direction) on !

— Massive scale out
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Major Operating Systems on IBM System z

Traditional Mainframe Operating Systems

N el
LjLjLfLyLfry L

- ol - ! e

R P | e

1 el - &j&* %&l*%%%

Z/ - E ey et
e E ]

- - - 1T il NN

\, - Al - R R
E o E ]

/ E |F E ]l b [ E

E; z - - - Ll Sl e
e E P ]

- - - 1w Il

EE € o . 1 e .
Ee P e ]

F’ - B e B

- G

- G

: G

F: 7 /\,hn G

= z G

- G

Standard Processors — e
. CP - = i : 5

- For z/OS, z/VSE, TPF, z/VM workloads .
Specialty Processors

. CF (Coupling Facility)
- For Parallel Sysplex with z/OS

=~ IFL (Integrated Facility for iD
= For Linux and Linux applicati

. zAAP (zSeries Application Assist Processor)
- For offload of Java applications from z/OS

. zIlIP (System 29 Integrated Information FProcessor)
- For z/OS offload of DB2 distributed requests
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Implement Virtualization on System z:
LPAR and z/VM, when to use what

= z/VM Virtualization

= Vertical virtualization - Grow workloads
without linearly growing number of virtual guest
machines

= one guest can be increased by allocating
more resources (CPUs, memory)

= Horizontal virtualization — for isolation
between servers

= isolation of guests in a network

= Redundancy for application high availability
=Dynamically add, remove and shift physical |
resources to optimize business results

= LPAR Virtualization
= High Isolation with fixed resources
= Direct attached I/O devices for max bandwidth

9 © 2012 IBM Corporation



z/VVM Technology: Share everything

i[H|
IIII
]

» z/VM simulates the existence of a dedicated real machine, including processor functions,

storage, and input/output resources.
» z/VM includes network Virtualization, high availability and integrated security between VMs

* It supports uniquely, over commitment on all levels.

z/VM can provision
a virtual machine

with a mix of virtual
and real resources.

]<—Virtual

Linux Linux Linux CMS VSE z/0OS
- - gl - | ||
] (T Tl
I i t zvw § ! }
— 1/O and Network (VLAN, VSwitch)
— Memory
...... — Processors .
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Dynamically add
resources to
z/NM LPAR
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Membr
= Live Guest Relocation (LGR) - Dynamically %
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Single System Image, Clustered Hypervisor, Live Guest Relocation

Single System Image (SSI) - connect up to four z/VM systems as members of a cluster
Provides a set of shared resources for member systems and their hosted virtual machines
— Directory, minidisks, spool files, virtual switch MAC addresses

Cluster members can be run on the same or different z10, z196, or z114 servers

Simplifies systems management of a multi-z/VM environment

@ Up to 16 CTCs for ISFC-based

z/VM SSI communications Y
Member 1 . Pl Member 2

T, ™ - -
~ -
s."_: -~

— Single user directory

— Cluster management from any member

e Apply maintenance to all members in
the cluster from one location

e Issue commands from one member
to operate on another

— Built-in cross-member capabilities

— Resource coordination and protection of
network and disks

Shared disks

[3
ember 4
Common LAN for guest IP Private disks

communications

Z/IVTW

move Linux guests from one z/VM member to another

Reduce planned outages; enhance workload management
— Non-disruptively move work to available system resources and non-disruptively move system resources to work

— When combined with Capacity Upgrade on Demand, Capacity Backup on Demand, and Dynamic Memory Upgrade,

you will get the best of both worlds

11 © 2012 IBM Corporation
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Mixed workload consolidation
with zEnterprise

7,
€
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Mixed Workload consolidation on zEnterprise

Consolidation

For System z customers, zEnterprise opens

new horizons:
*Integration of multiple platforms of the Enterprise

*The integration of existing applications and data
using Connector components

*Reduction of network components (Router,switch)

+Maintain isolation in an fully integrated
environment

+Centralized Management of the entire Ensemble

zBX + Linux on z + zEnterprise

inter partition communication

© 2012 IBM Corporation



Multi-zone Network with VSWITCH (red zone physical isolation)

N <

N \
VSWITCH 1 Eli VSWITCRE

LPAR 1 LPAR 2
web
web web web z/VM db db db
web app| aPP app > z/VSE
z/0S

To —'II”
internet T
[0
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With 2 VSWITCHes, 3 VLANSs, and a multi-domain firewall
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Insurance Company Consolidated 292 Servers to a z10

.| 3560E-24TD 8
ot© 3560E-24TD 17
| 33\ ~ | 3560E-12D 6
50 Ft UTP Cable 584

10GB Eth Fiber Cable 60

—={ Network )=

L - A . aad

The diagram only shows 30 of 292 servers

Backbon

Data is based on real client opportunity and on internal standardized costing tools and methodologies.

15 Client results will vary by types of workloads, technology level of consolidated servers, utilization factor, and other implementation requirements. Savings will vary by client.
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Linux Application integration
cross plattforms
with zEnterprise
- technology study -
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The Feature

* Run any application in Linux on System z

—particularly including x86 applications
—scope: zEnterprise

= Blade virtual servers considered “co-processors” to
Linux on System z

* Linux on System z manages application lifecycle

22 © 2012 IBM Corporation
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Application Integration: Implementation Details

= Run x86 Linux applications from
Linux on System z

— lifecycle of x86 applications and
resources are entirely managed from
Linux on System z

— x86 applications and resources are
represented through proxy entities on
Linux on System z

e Proxy processes on System z
don’t use cycles or memory

e proxy resources allow for
managing x86 system resources
— retains certified x86 distribution

environments (no kernel changes
required)

23

i x86
| app

System z

with x86 app

user deals
onsteI

x86

app

X86 proxy process .

“behaves identical
to real process

x86
app

1x86 app runs
on blade
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Application Integration: Aspects Covered
= Execution of x86 Binaries
* Process Management
= Userids, Authorization, Authentication
* File System Integration
* Network Integration
= Time Synchronization
= Logging
= Software Package Management (online and offline)

= x86 Blade Virtual Server Attachment

24 © 2012 IBM Corporation



Application Integration

P —— x86 application ____hybrid Systemz __ | A

=
N
Integration on - Application Integration Application Integration
= "
% 5 process dispatcher x86 application
> OS level proxy processes pplication integrati

x86 resource control

Linux on System z Linux on x86

» Hypervisor level

» Resource level 10 forwarding

Reduction of
management
on each level

System z-managed LAN and SAN Distributed LAN and SAN

© 2012 IBM Corporation
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Web integration with Linux and traditional
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Linux on System z as Central Access Point

Web enable, improve interface, simplify, extend existing applications

yyyyyyyy

o i s

6 0 i J

Linux
DB2
ORACLE

Windows/
DB2
MS SQL

28

zBX
Blades

Linux on
System z

2ol MmELe
1BW Mmepzbpore

z/VSE or z/0S
Environment

SOA

ICS
+ TCP/IP
+ COBOL

z/VM

IFL Engine (s)

LPAR or z/'VM

| Standard CP Engine (s)

IBM zEnterprise
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Application Integration with Host Access Transformation Services (HATS)

*No software download to the client
«Converts green screens to GUI
Integration with distributed applications
simproves ease of use of host applications
*Web Service on the fly

PF1 PF2 PF3 PF PFS PFE Enter | PAI Atin ingert_| Backiah | NewLine
PF7_| PFs_| PP | PRID_| PFI1_| PF12 | Clear PA? | SysReq | Delete | FldExit | NexPad

P b e i i S
o JEE-IE Lol L ey

3270 or 5250 e A S — _ - J
data stream M;,r Compa

Ha TS
Windows/
Linux
DB2
ORACLE

=

Screen transformation rules running on HTML in a Browser

WebSphere Application Server

29 © 2012 IBM Corporation



Integration variety of WebSphere Portal

User Perspective I'T Perspective

Personalization

Customization

Navigation

- U

- e v .
%1&&‘%

T

People Awareness Rapid, Role Based Deployment

Scalability and Reliability

30 © 2012 IBM Corporation
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Special Network Integration for z/VSE
with Linux on System z
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Linux Fast Path in a z/VM-mode LPAR - Supported by z/VSE 4.3 + 5.1

Faster communication between z/VSE and Linux applications

Application

|

TCP/IP Stack

|

z/VSE Supervisor

4

(s

il

3IOM]BU *-
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Application

|

TCP/IP Stack

¥

Kernel

%

HiperSockets

IOM]BU *-

Application

z/VSE Supervisor

%0

& Ll

Application

LFP Daemon

i

TCP/IP Stack

Kernel ‘

S

System z10, 2196, z114
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2/VSE z/V/M IP Assist (VIA)

- Supported by z/VSE V5 + z/VM V6

With z/VM IP Assist (VIA), no Linux on System z is needed to utilize the LFP advantage

35

Application

|

TCP/IP Stack

|

z/VSE Supervisor

4

3IOM]BU *-

Application

|

TCP/IP Stack

i

Kernel

%

HiperSockets

IOM]BU *-

Application

z/NSE Supervisor

ygﬂ"‘

2196, z114

3IOM]aU *--
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Linux Fast Path in an LPAR

Linux Fast Path in LPAR

environment: Application Application
GA 06/2012: Linux Fast Path function for

LPAR environments Exploiting the LFP Daemon
zEnterprise HiperSockets Completion \
Queue.

TCP/IP Stack

A
1
1

z/VSE Supervisor Kernel

z196, z114

HiperSockets CQ

WIOMIBU - -----
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CICS workload integration
with Linux on System z
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Connectivity to CICS transactions

HTTP Access:
CICS Web Interface/Services
(CWI/CWS) within CICS

WebSphere
Host Access Transformation Services
(HATS)

3270

J2C Connector:
CICS Transaction Gateway (CTG)

JMS Connector: I
MQ to CICS Bridge l

CICS TS

sowr L

SOA Integration:
eb Services access to CICS

38 © 2012 IBM Corporation
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The Two Models of SOA CICS Integration via Web Services

Other/Any CICS TS (direct SOA access to CICS)
Business Function
Web CICS . ,
Sorvce 11—t> Wap e "SURIO, Bsness _, Dt
Client Services R\
I | B D
Other/Any Intermediate (Linux) CICS TS
CICS Program
connector
Web Web IC—I:X(T;S Business
Service SEIVIces | Socket > logic i
Client end-point | HTTP 5

39  16-Apr-12
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z/VVSE support for IBM CICS Explorer —
The “new face of CICS Transaction Server for VSE/ESA*

CICS Explorer

= New systems management
framework for CICS TS

Consists of client and server
part

. .
= Based on the Eclipse Rich
Client Platform (RCP) 3
5 Regions = B2y Tasks | B0 I5CMRO Connections | ) Terminals | B Files| & Transactions | [%b Fie Definitions =0
CNHD2111 Context: CICSL2, Resource: CICSRGN, 4 records colected at Oct 10, 2009 10:35:17AM 5 b dame: ox"
. . .
™ PrOVIdes Inte ratlon Iatform Region Job Name | MVS System ID TaskCount  CICSStatus  CICSTSLevel  Total CPU Page In Count | Page O ST
= TNX 14 IYnoiis MVl 7 «  ACTIVE 040100 Q000:01:12.757%6 S o - oI
Imi3z2 Y3z MV23 7 ~  ACTIVE 030200 Q000:0413.5715 993 11743
TYNX42 Y42 MVZ3 7 ~  ACTIVE 030200 0000:05:12.2451 580 B419
IYNX44 IS MV23 a8 ~  ACTIVE 040100 0000:01:05.4144 0 4

Scalable and intuitive way to
monitor CICS systems

= Can be extended via plug-ins

Client part of CICS Explorer
common for z/0S and z/VSE

SeEF B FRITEGUIPEREIES TS
and z/VSE 5.1

40 © 2012 IBM Corporation
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Service Oriented Architecture (SOA) — the way to new processes

= Applications look the same for all users
=Core applications can be enhanced with an interface

(independent of their language, COBOL, ASM, PL/I, Java, C#)
=New business logic is built
Increased success for the Enterprise

44

appl-x

Product Catalog:

*pictures

*description

*specifications

«testimonials

Supplier A

Orders I

/

Linux on System z

—|New Logic

- .

Ideliverables

\Idebit check
\I shipping

Traditional System z

WAS //I restock
LPAR or z/VM LPAR or z/VM
System Y4 System z

Integration of Processes
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What is an Enterprise Service Bus?

An Enterprise Service Bus (ESB) is a flexible
Infrastructure for services and application integration

An ESB reduces the number, size and complexity of your interfaces in a SOA solution.

Portal Service

SOAP Connected
Component {e.g. .Net)

<

| B2B
. Interactions

between requestor and service

.
N
Orchestration N
X

« TRANSFORMING message
formats between requestor and
service

« HANDLING of business events
between different types of services

Existing Apps \\_\ P
and Legacy N
Systems

New Service N
Logic
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Integrated SOA Tooling Across ESB Runtimes
All 3 ESBs integrate with Eclipse, WTX, ITCAM for SOA and WSRR

Legacy Mapping Tool:

WebSphere Tx SOA Registry:
(TLansformation Extender) WSRR
="T WebSphere Service Regi;ryand Repositol;y -
sall o] e ] i
Publish Iﬁr%jd g:;; ﬁ (@\T/e;:

SOA Management:
ITCAM for SOA

Development Tools:
Eclipse/RAD/RDz




Integration Appliance XI50

Purpose-built hardware for Enterprise Service Bus functionality

SOA Integration / ESB Message Enrichment / Web
Service virtualization for legacy applications

Enforce high levels of security independent of protocol
or payload format

Integrate with enterprise monitoring systems

Service level management options to shape traffic

L:

Advanced protocol-bridging seamlessly supports a wide array of transports, including HTTP,
WebSphere MQ, WebSphere JMS, Tibco EMS, FTP, NFS, et al.

Any-to-any “DataGlue” engine supports XML and Non-XML (Binary) payloads, promoting
asset reuse and enabling integration without coding

)
D
O

Direct database access enables message-enrichment and data-as-a-service messaging
patterns (DB2, Oracle, MS-SQL, Sybase)

* High performance architecture creates low-cost, easily-scalable ESB solution for Smart SOA
needs

1]



Example of Federated ESB

Red — service requestors/providers
Blue — part of the ESB

SOAP/HTTP/
WS-Security

<>

A

ProcesdServer

FTP/Files

XML/MQ
Process [Server

DataPower
Device

SOAP/HTTP

WebSphere ESB1

MQ

MQ and Message Broker MQ

WS Partner
Gateway

Services Registry/Repositor
WSRR

EDI/AS2/
SOAP/HTTP

XML/HTTP

XML/MQ




The SOA ESB with Datapower in zEnterprise
connecting via IEDN to z/VSE

ZB:%!
System z Host

z/NSE AIX on
V4/V5 POWER?7

VSWITCH

[] z7vM .
Blade Virtualization Blade Virtualization

L 1

Future Offering

S stem z PR/SM

z HW Resources | l D Blade HW Resources
BX

D_|

Support Element

Private data network (IEDN) S

- mmmmm  Private Management Network INMN
'l\JAglrf]I:deTesource »mmm Private Management Network (information only)
9 mesm=  Private High Speed Data Network [EDN

Customer Network Customer Network

1 All statements regarding IBM future direction and intent are subject to change or
withdrawal without notice, and represents goals and objectives only.
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Data Warehouse and Bl Solutions
with Linux on System z
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Linux on System z as Data Warehouse and BI
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Integ rate, Consolidate, Evaluate, Decide,
Explore Business Intelligence (Bl)

Windows/
Linux

Windows/
Linux
DB2
ORACLE

1

DB2
ORACLE

System z

Linux on

Systrem z
Environment

+ TCP/IP
+ CICS
+ COBOL

z/VNM or LPAR

LPAR or z/'VM

IFL Engine (s)

Standard CP Engine (s)

IBM System z

© 2012 IBM Corporation



InfoSphere Federation Server on Linux on System z

= Integrating at the data layer — Federation of data
— Read from and write to federated mainframe data sources using SQL

— Standards-based access via JDBC, ODBC, or Call Level Interface
e Including for mainframe VSAM data and flat files
— Multithreaded with native drivers for scalable performance

— Metadata-driven means...

o No mainframe programming required
o Fast installation & configuration
o Ease of maintenance

— Works with existing and new...

e Mainframe infrastructure
o Application infrastructure
e Toolsets

Oracle VSAM DB2 Software AG CA MS
IMS Data Adabas Datacom SQL

53 © 2012 IBM Corporation



COGNOS Model Elements

Analysis
Studio -

e e

Create star schema model
from the consolidation and
dimensional views

Create measure and regular
dimensions based on the
consolidation view

Define calculations, filters,

Consolidation View named expression and

organize the data logically

Define standard fields and
properties, establish
relationship with standard
dimensions

COGNOS Data Model

Metadata w

54 © 2012 IBM Corporation
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IBM DB2 Analytics Accelerator V2.1

Capitalizing on the best of both worlds — System z and Netezza

What is it? How is it different
The IBM Smart Analytics Optimizer is a workload = Performance: Unprecedented
optimized, appliance add-on, that enables the response times to enable ‘train of
integration of bqsmes; /pS/ghts /ntq operational thought' analyses frequently blocked by
processes to drive winning strategies. It accelerates
poor query performance.

select queries, with unprecedented response times.
= Integration: Connects to DB2 through

deep integration providing transparency
to all applications.

= Self-managed workloads: queries are
executed in the most efficient way

= Transparency: applications connected

© 2012 IBM Corporation
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Swiss Re The IBM® DB2 Analytics Accelerator delivers the speed to create the insights we need to work smarter. By

putting the right answers into the hands of decision makers across our business, enables us puts us to quickly
m adapt and grow."
Refto Estermann, Director of Information Technology, Swiss Reinsurance Company Ltd.

“The goal is to book inventory down to the last room available to maximize yield,” said Kravchenko.
We can expeditiously do this from a centralized reservations system, no matter where in the world

)
the reservation is requested.” Aarr|01'|
Misha Kravchenko, Vice President, Global Enterprise Mainframe Systems for Marriott

International  poreis RESORTS SUITES

.\_ FLOR]DA “Moved from data mining to full scale data warehousing on System z to deliver the high performance

H and 24x7 availability required for hospital processes and the consistent uptime, superior scalability and
OSPITAL recoverability”

Bob Goodman, Senior Database Administrator, Florida Hospital

The shill o heal The Kpinit b care

‘Business users at Chartis Insurance require SLA with no down time, high performance and fast
time to market. With System z, business users benefit from seamless up time of 99.99 percent,
the fastest performance available and time to market measured in days.” CHARTIS

Travis Neel, VP BICC, Chartis Insurance

“Running our data warehouse platform on System z allows us to achieve consistent
( Zurcher performance and reliable uptime, which are crucial for maintaining the highest degree of

Ka nton alb ank customer confidence in the bank and its services.”
Hermann Schelling, Head of Database Engineering, Zircher Kantonalbank

“Our commitment to informed decision making led us to consider private cloud delivery of Cognos
Bl via System z, which is the enabling foundation that makes possible the support of 200,000 kisers
and +$25M savings over 5 years.”

/BM C/O Office
57
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SAP Solutions on IBM zEnterprise System
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SAP solutions remain In high demand to meet client

requirements for business insight, improved productivity, and
iInnovation

User Adaptation Duet IAIon.r Ponal f Mobile

=
Extensibility — TR —
Business u ERP finanCia|S, HR, CRM/SCM
Insights
/SRM
: g‘gléitg;ore Industry Specific Extensions - -
= Industry solutions, like:
gorizontal Core gal:esusmess gﬂzﬁ:}?ﬁg gﬁ:lness gﬁ;ness gﬁ:iness - Bank|ng, core bank|ng, Bank
rocesses All-in-One ByDesign One Analyzer (repOrtlng), r|Sk and
Integration E SAP NetWeaver — Pl - MDM — LCM ' Compllance
Mldslze Small - Insurance
Compgpé Co.s
— Retail
— Automotive
Improve VLSlbllltV, Expand and innovate Improve mission critical
SHPOWeLLClIer without disruption industry business processes
decision making y

Today there are over 1500 installations of SAP on System z,
and plenty of IT organizations looking to consolidate their SAP instances.

© 2012 IBM Corporation



SAP on IBM zEnterprise System

Linux on System z

ABAP JAVA

DB2 Client

DB2 Client

liveCache

data networ

zEnterprise
Unified
Resource .
Manager ﬁ‘ z196 zEnterprise ZBX o
Sp————— e e 50
o .
Customer Network Customer Network

© SAP 2009, 2010 / Page 62
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Core Banking on IBM System zEnterprise
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113 of top 120 banks by asset size choose System z...

To directly impact the bottom line

SMART IS
Reducing costs and serving the client

=
="

n

To serve the customer

SMART IS
Business continuity, security and agility

=

To deliver growth
SMART IS

Im

68

proved speed to market with integration

Smart is not just for
existing mainframe clients:

Caixa Galicia: Dramatic growth and national success, spurred by lean , efficient
System z to deliver bank transaction costs 30% below Spain Average

Handelsbanken (Sweden): “Customers entrust us with their hard earned
savings so it's paramount that we select one of the industry's most powerful and
secure servers - the IBM System z,” said Roger Rydberg, technical manager at
Handelsbanken. ‘[System z] allows us to keep up with business climate changes
because we can add or eliminate capacity any time based on customer demands.
We can even make changes easily without having to stop any services.”

St Georges Bank: Integration of disparate systems and data to improve
customer service, bringing new products to market. “We no longer want to invest
the time and resources in two or three year initiatives. Business is changing so fast
these days that we can't afford to roll something in production that represents the
thinking of three years ago.”

Vietnam: Protecting data from risks, while allowing
responsiveness to the high demands of banking VietinBank ®

© 2012 IBM Corporation



Core Banking Solutions on IBM System zEnterprise

System z Host

z/0S

Application Application
A B

Core Banking
Batch

Core Banking
OLTP

Hipersockets
Database

DB2
z/VM

System z PR/SM

z HW Resources

Support Element

1 All statements regarding IBM future direction and intent are subject to change or
70 withdrawal without notice, and represents goals and objectives only. (Statement of Direction) on System x blades in 4th quarter 2011 © 2012 IBM Corporation
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Collaboration — Call Centers on
Linux on System z and interaction with
CICS workload via SOA

iy

| 250 Pt
(]
J 4
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IBM System z — the next generation voice Hub!
— more than a simple Phone Server

,,Asterisk® is the world’s leading open source telephony
engine and tool kit

z/Linux z/Linux z/Linux

i S— . B

Asterisk
5 /s §

e - o o

VSAM / DB2

-
ﬂﬂ ‘sm‘
& M

(http://www.asterisk.org/support/about)
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Central Backup for the Enterprise
with Linux on System z
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Enterprise Backup with Linux on System z
Implement TSM on Linux on System z as central Backup Hub

Linux
DB2
ORACLE

Windows '
System 4 Demand System Z
\ Linux on Production
o System z Environment
TSM Serve DB2 LUW TCP/IP
rage Pools e +
Storag | (Tivoli Data + VTAM
3 | —] storage Warehouse +CICS TS
DASD Manager) _ + VSAM
\mu?m‘ + COBOL
Tapes / VTS Tivoli DB2 +DB2

I=

EEEEE

a | Z/VMor LPAR z/VM or LPAR
IFL Engine(s) CP Engine(s)

IBM System z

1l
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Solution Benefits with Linux on System z

= Centralized Backup procedure for the enterprise
= One central tool for System z and distributed backups and archives

= Use of Stability of System z for Recovery and High availability

76 © 2012 IBM Corporation



High Availability integration of z/OS
and Linux on System z
using GDPS
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GDPS and xDR with z/VM guests — High availability

= Proxy
— One linux system is configured as Proxy for GDPS which has special configuration
* (Memory locked, Access rights to VM, One-Node-Cluster)
— Is used for tasks that have z/VM scope
» HyperSwap, shutdown z/VM, IPL z/VM guest

» Production Nodes
— Run Linux Workload
— Are used for local actions ( Shut down node, Maintenance Mode)

= Other Systems
— Enabled for HYperSwap via xDR Proxg Linux, z/VSE)
— No re-IPL in place, no start/stop via GDPS (init, reipl, maint)

Other System Production System Production System

e

\A 4

\ 4

commands
node scope
commands
z/VM scope

GDPS K-System

mnit

vV VY VY

init

VM Device 3228

Physical Device
4000

8 Site 1 Site 2 © 2012 IBM Corporation



Cloud Computing with
Linux on System z and
integration of cloud and traditional

79 © 2012 IBM Corporation



III
1l

il
]

Cloud computing service Layers User

CRM/ERP/HR Collaboration

Business - Industry :
Processes Applications g

Software as a Service

Middleware Web 2.0 Application
Runtime

Java
Runtime

Development
DEIELENS Tooling

Platform as a Service

Data Center
Fabric

Servers Networking

Storage

Infrastructure as a Service

VIRTUALIZATION + STANDARDIZATION + AUTOMATION I higher
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Universita di Bari

BENEFITS to Clients

Wine Market

Support for 60 wineries to
determine demand and

get best market price
Fish Market MoniCA
Electronic fish auction for Logistics solution tracks
fishermen while on boats and collects data real time

# UNIVERSITA

= P
Solution Edition for ; 5 DEGLISTUDI DI BARI
Cloud Computing '

Solve community challenges Universita di Bari, established in
1924, is developing cloud-based

. & solutions for a consortium of
companies and universities from

S five regions of southern ltaly.
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SAP on IBM zEnterprise System with zBX

82

zEnterprise
Unified
Resource
Manager

| Linux on System z

SAP NetWeaver SAP NetWeaver
Application Server Application Server

SAP ﬁ:&ni‘réﬁi SAP Technology
Services Components

DB2
Data Sharing

' z196 zEnterprise

s

Customer Network Customer Network © 2012 IBM Corporation
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z HW Resources ‘ i

D—I

Support Element

Private data netwok (3

Customer Network

Certified
Oracle
Applications

AlX on
POWER7

Blade Virtualizatio

I_— Eys em z PR/SM —| [ I e———

zBX

Unified Resource ~~ mmmmmm  Private Managenmn
Manager mmssm  Private High Speed Data Network

(o)
£
=
[
=
O
o
D
S
=
-]
o

=%

Customer Network
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Other Systems

Systems
Management

Enterprise Service
Management

1I\'0] I8 software Management Software

£
o -
T 73
IBM Systems Director [N I 2 || 5]|5]¢|¢
= S g 7] = = 3 3 3 Advanced
> |5 o o 3 o e a e Managers
) S - -
= = c (] (1] (1] (1] (1]
@ 3] = ] < c c c S &
L = = 8 £ 21 2] 2|2 Priced Plug-Ins
9 g s 13135 ]|35]%
3 o < | <] <] <

Automation Update System x & Blade Center Base Systems
Status Remote Access System z Director Managers
I B Mm SYSt ems |;/.irtualization Core-Direcfor s ::)wer S)c(:ste:s : Hards\(lv oo
Di recto . iscovery Configuration orage Configuration Platform Managers
Resource
Management

Managed virtual
and physical
environments

IBM and non-IBM
hardware
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From Infrastructure to
Cloud Management ' ' ivoli \ |/

Workloads

|

|

|
*Service measurement !
*Service reporting :
*Usage accounting i
*Auditing and controls \
|

|

|

|

Virtualized
Infrastructure Laye

. |
Tivoli Service : ;
Automation i . Ser"itcﬁl Aier‘”ct.e E
i equest Mgri Automation )
Layer | Mgr Usage E
I ()]
=Automate process i Reports -
of instantia[t)ing and : Web 2.0 Tivoli Process Automation Engine P e
. i User Orchestration workflows ! m©
managing a : Interface - Z
distributed IT ; Billing 9
. 1 |
environment. | Service Image = Work- Reports S
; Automation Library  flows @
i Templates )
i |
‘ Be————- | ¢
1 w
i \ [ VM Control / : :
1 [ =
**************** I N T
|
|
|

*Virtualized resou
*Virtualized aggre
*Physical infrastructu

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,
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Automate cross platform workload with
Linux on System z
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Tivoli Workload Automation Integration Points

~ Tivoli Service Request

Tivoli Business Service er
Manager o

Tivoli INFOMAN

-

- Tivoli ¢
Tivoli Enterprise Portal —

AN Ss—

Tivoli OMEGAMON

e Tivoli Workload
Tivoli Monitoring Automation
y SN :
Tivoli Netcool OMNIbus y— %
e Workload Manager

Tivoli Enterprise Con
o S—

ivolj System Ay - —
tomat; ivoli Storage Na
Z/0S & Multiplatformson .

rapparT isioning
ool iew Tivoli Provi
Tivoli NetVie Manager Process Management

\ Tivoli Configuration Services
Open Grig Manager Performance

Servi i
. ce Management Services
Arch:tecu,re S g

Infrastructure Services
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Workload Automation on zEnterprise

Fit for purpose workload deployment

Job execution and monitoring

(DINH)Z 8josuo) Juswabeue)y asempleH z WalsAg
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swabeue| a|quasug yum

| | | |
—
| Afplication Serjing Bl Accelerator]J
TWS >_] 23 .
s ll2dlies | |22 8=
z/0OS =lIEX% = g
=N
x
inu o2 [ux
i
Linu
z/NM lade Virtualizdtfo{| Blade Virtualizafion

System z PR/SM

Service Element

zBX =Optional Factory Packaged Application Serving
Blades and Accelerators

I:I Ensemble Managemen Private Management Network
Firmware Private High Speed Data Network
AD

e
PeopleSoft.

-businesssuite

zCentric end-to-end solution ideal
to manage heterogeneous
workloads across System z and
Blade extensions, under a single
point of control and management

Future option to exploit Unified
Resource Management interfaces
would provide unprecedented
workload moving and optimization
capabilities

Business benefits

* Reduce costs with fit-for-purpose

platform, and implement a
virtualized and green data center

* Realize data-proximity processing

with high bandwidth for
distributed applications

© 2012 IBM Corporation



Application Extensions allow business users to take
advantage of processes in a managed approach

Business benefits

New Tivoli Workload Automation application
extensible framework

* Share infrastructure among

=Custo applications
transaction focused systems to modern systems
running web applications and heterogeneous * Reduces labor costs, enabling to
applications automate new workloads with the
same staff of people
»Workload Automation role is maintaining a single * No request for new skKill: re-using of
point of control over workloads workload automation processes and

procedures already in place

*TWS 8.6 easily build and deploy application plugins
to extend the reach of automation to any new

load type 0=

Emerging
workloads

Traditional

workloads Proofpoints — Customer quotes

“Very concrete needs” from
BPs or “early adopters”
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Summary

The demands placed on the data center have never been greater.

IBM System zEnterprise:

1. Enables mixed workload Business Processes to be deployed, and centrally
managed

2. Allows optimized integration of data,
applications, and web serving

3. Delivers dynamically responsive IT
with lower acquisition and operating
costs

4. Meets the need of heterogeneous data
centers

A strategic systems platform....
Helping to free up resources for critical projects and establish a base for the future

ZSP03505-USEN-00
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Links to Information on System z

IBM System z Data sheets:

IBM Offerings:

Client Case Studies For Oracle On Linux For System Z Servers:

Clabby Analytics Whitepapers:

Other Client Studies:

Ziff Davis Enterprise Whitepaper:

95

Video

Oracle Solutions on System z Server Data Sheets:
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Questions?

Wilhelm Mild IBM Deutschland Research
. & Development GmbH
IBM IT Architect Schénaicher Strasse 220
71032 Béblingen, Germany

THE (Open crour Office: +49 (0)7031-16-3796
A ‘I\:ﬂastt_f_r aen e o mI/dW@derm.Com
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