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Logging on to z/VM (creating a virtual machine)

User Attempts to Log On

= LOGON, AUTOLOG,XAUTOLOG Reconnect

TYes

Disconnected
7

“Not in CP Directory" Create Virtual Machine

Disconnect, "Already Logged
then Reconnect On
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1/100 s
kernel context
user context 5/100 s
Host action  stop start stop start stop start stop start
Guest action stpt stptl istpt stpt stpt stpt stpt stpt

woovy vy 'y

kernel contexty v v vy Y Y
user context
user time e b= l p—i 5/100 s
kernel time - = — L— 1/100 s
steal time - L - 3/100 s
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Processor 1 instruction stream ------——————eeee————-

Critical
section

i

Processor 2 instruction stream -----——————ceeeeeem—-

« Linux kernel uses spin locks for exclusive use of kernel resources
« Traditional implementation uses busy waiting (“spinning”) if lock cannot b
acquired
— Bad idea with virtual CPU's
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* DIAG 44: to the LPAR hypervisor or to z/VM to give the processor back
instead of looping on the lock, to allow other more useful work to be done
spin_retry counter in Linux to avoid excessive use of diagnose instructions

[root@h4245005 ~]# cat /proc/sys/kernel/spin_retry
1000

* DIAG 9C: remember CPU that has the lock and tell z/VM who should get

the processor
— Available since RHELS5 U1 and SLES10 SP1
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Processor 1 instruction stream ---—--————————m e

Critical
section

i

Processor 2 instruction stream =------=====—mmmmmmmmmmmmmmeeeeeeeo

Linux traditional method: Spinning v

DIAG44 EEEEEED>
Spin counter + DIAG 44 v

Spin counter + DIAG 9C v
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top - 09:50:20 up 11 min, 3 users, load average: 8.94, 7.17, 3.82
Tasks: 78 total, 8 running, 70 sleeping, O stopped, O zombie

Cpu@ : 38.7%us, 4.2%sy, 0.0%ni, 0.0%id, 2.4%wa, 1.8%hi, 0.0%s1i,
Cpul : 38.5%us, 0.6%sy, 0.0%ni, 5.1%id, 1.3%wa, 1.9%hi, 0.0%s1i,
Cpu2 : 54.0%us, 0.6%sy, 0.0%ni, 0.6%id, 4.9%wa, 1.2%hi, 0.0%s1i,
Cpu3d : 49.1%us, 0.6%sy, 0.0%ni, 1.2%id, ©0.0%wa, 0.0%hi, 0.0%s1i,
Cpud4 : 35.9%us, 1.2%sy, 0.0%ni, 15.0%id, ©0.6%wa, 1.8%hi, 0.0%s1i,
Cpu5 : 43.0%us, 2.1%sy, 0.7%ni, 0.0%id, 4.2%wa, 1.4%hi, 0.0%s1i,

Mem: 251832k total, 155448k used, 96384k free, 1212k buffe
Swap: 524248k total, 17716k used, 506532k free, 18096k cached
PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+ COMMAND

20629 root 25 ® 30572 27m 7076 R 55.2 11.1 0:02.14 cc1l
20617 root 25 O 40600 37m 7076 R 47.0 15.1 0:03.04 cc1l
20635 root 24 © 26356 20m 7076 R 42.3 8.4 0:00.75 cc1l
20638 root 25 ®@ 23196 17m 7076 R 27.0 7.2 0:00.46 ccl
20642 root 25 © 15028 9824 7076 R 18.2 3.9 0:00.31 ccl
20644 root 20 © 14852 9648 7076 R 17.0 3.8 0:00.29 ccl
26 root 5 -10 0] 0] S 0.6 0.0 0:00.03 kblockd/5
915 root 16 © 3012 884 2788 R 0.6 0.4 0:02.33 top
1 root 16 O 2020 284 1844 S 0.0 0.1 0:00.06 init
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* Many applications use timeouts to check for work
* Modern distributions come with many background processes (daemons)
that wake up regularly
* Older kernels had a regular timer interrupt of up to 1000 times per second
— Unnecessary CPU load in z/VM that also influences z/VM
scheduler decisions

* Linux now uses Dynamic ticks for event-based wakeup

[root@h4245005 ~]# cat /proc/interrupts

CPUO CPU1 CPU2 CPUS3 CPU4 CPUS
EXT: 269258 27381 100415 46332 19236 181209
I/0: 7990 7330 6246 7852 7067 6011
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z/VM Linux Idle Guests

©
®
%)

A o root@h4245005:~ —
[y PowerTOP wersion 1,10 (C) 2007 Intel Corporation

< Detailed C-state information iz not P-states (freguencies)

interval: 10.0s

Top causes for wakeups:

45,2% ¢ 2.8) <kernel core: @ hrtimer_start_range_ns (tick_sched_timer)
18,43 ¢ 1.2 nultipathd : hrtinmer_start_range_ns (hrtimer_wakeup)
16,12 ¢ 1.0 <kernel core> ¢ __engueue_rt_entity (sched_rt_period_timer)
9.7 ( 0.6) <kernel core: @ hrtimer_start (tick_sched_timer)
3,28 0.2 sendmail : hrtimer_start_range_ns (hrtiner_wakeup)
1.6% ¢ 0.1 <kernel core: ¢ run_timer_softirg (sync_supers_timer_fn)
1.6% ¢ 0,1 cpuplugd @ hrtimer_start_range_ns Chetimer_wakeup)
1.6% ¢ 0,13 flush-94:0 : bdi_writeback_task (process_timeout)
1.6% ¢ 0.1 bdi-default : bdi_forker_task (process_tinsout)

Sugegestion: Enable the COMFIG_USE_SUSPEMND kernel configuration option.
Thiz option will automatically di=able UHCI USE when not in use, and may

| =ave aEmeimatelE 1 latt of power,

Recommendation:
Turn off any unneeded services and daemons
Watch out for applications with bad wakeup behaviour
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* Allows to mount a z/VM minidisk to a Linux mount point

« z/VM minidisk needs to be in the enhanced disk format (EDF)

« The cmsfs fuse file system transparently integrates the files on
the minidisk into the Linux VFS, no special command required

root@larsson:~> cmsfs-fuse /dev/dasde /mnt/cms
root@larsson:~> 1s -la /mnt/cms/PROFILE.EXEC
-r--r----- 1 root root 3360 Jun 26 2009
/mnt/fuse/PROFILE.EXEC

« By default no conversion is performed
— Mount with '-t' to get automatic EBCDIC to ASCII conversion

root@larsson:~> cmsfs-fuse -t /dev/dasde /mnt/cms

« Write support is work in progress, almost completed
— use “vi’ to edit PROFILE.EXEC anyone ?
« Use fusermount to unmount the file system again

root@larsson:~> fusermount -u /mnt/cms
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Using the z/VVM CP interface device driver (vmcp), you can send
control program (CP) commands to the VM hypervisor
and display VM's response.

root@larsson:~> modprobe vmcp
root@larsson:~> vmcp ¢ V cpus

CPU 02 ID FF20012320978000 CP CPUAFF ON
CPU 00 ID FFO0012320978000 (BASE) CP CPUAFF ON
CPU 01 ID FF10012320978000 CP CPUAFF ON

root@larsson:~> vmcp q priv

Privilege classes for user HANS
Currently: GU
Directory: GU

The privilege cla

HCPDSTO94E Stor r7e FrexceeusTui

Error: non-zerg

Lnst changes.

ge ectory maximum (5G)
CP response for command 'DEF STORE 32G': #94

11 © 2010 IBM Corporatio
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11.1

The Ismem command lists the ranges of available memory with their online status.

« The listed memory blocks correspond to the memory block representation in
sysfs.

« The command also shows the memory block size, the device size, and the
amount of memory in online and offline state.

The output of this command, shows ranges of adjacent memory blocks with
similar attributes.

root@larsson:~> lsmem

Address range Size (MB) State Removable Device
OX0000OOOOOOOOEORO-OXOOCOEOEORTTFFfff 256 online no 0
OX0000O0OO01000000O-OXOO00EOEO2FFFffff 512 online vyes 1-2
OX0000OOOO30000000-OXO000EOEO3Fffffff 256 online no 3
0X0000000040000000-0XO00000006TTFTTff 768 online yes 4-6
OX0000O0OO070000000-OXO0COEOEOTFFFffff 2304 offline - 7-15

Memory device size : 256 MB
Memory block size : 256 MB
Total online memory : 1792 MB
Total offline memory: 2304 MB
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Configuring standby memory

To see how much central and expanded storage (memory) are installed and allocated to a
system use the QUERY STORAGE and QUERY XSTOR commands. For example:

Modify the directory entry by adding a covmanp statement. This will give the virtual machine an
additional 768 MB of standby memory:

13 © 2010 IBM Corporationg
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14
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The chmem command sets a particular size or range of memory online or offline

Setting memory online might fail if the hypervisor does not have enough memory left
» For example, because memory was overcommitted
Setting memory offline might fail if Linux cannot free the memory

If only part of the requested memory could be set online or offline, a message tells you
how much memory was set online or offline instead of the requested amount

To request 1024 MB of memory to be set online, issue:

root@larsson:~# chmem --enable 1024

To request the memory range starting with 0x00000000e4000000 and ending with
0x00000000f3ffffff to be set offline, issue:

root@larsson:~# chmem --disable ©x00000000e4000000-0x00000000f3ffffff

This command requests 1024 MB of memory to be set online.

root@larsson:~# chmem --disable 512

© 2010 IBM Corporation @
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 Full-screen terminal access to Linux instances on the same z/VM

« Access to Linux instances that are not connected to an Internet Protocol (IP)
network

« Use cases

15

Provide an alternative terminal access to 3270 and 3215 line-mode terminals
Increase availability by providing emergency access if the network for a system fails
Centralize access to systems by providing a terminal server environment

Heighten security by separating user networks from administrator networks or by
isolating sensitive Linux instances from public IP networks

© 2010 IBM Corporation @
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« Full-screen terminal access to Linux guest operating systems on the

same z/VM
* Access Linux instances with no external network because I[UCV is

independent from TCP/IP

o
AN

zINM
Linux Linux
'M ZVM ZIVM
IUCV HVC : IUCV HVC .
Device Driver lucvit Device Driver lucvity

Linux A
Terminal Server '\
: ts-shell
Terminal
o
' —

iucveonn

zNM zNM

IUCV HVC : IUCV HVC .
Device Driver luevity Device Driver levit

Linux Linux
16 rporation
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17

Using the iucvconn program:To access the first z/VM IUCV HVC
terminal on the Linux instance in z/VM guest LNXSYS02

root@larsson:~> iucvconn LNXSYS02 lnxhvcO

To create a transcript of the terminal session to the Linux instance in
z/VM guest LNXSYS99

root@larsson:~> iucvconn -s ~/transcripts/lnxsys99 LNXSYS99
Inxhvco

Using the iucvtty program: To allow remote logins using the
terminal identifier ,Inxterm”

root@larsson:~> iucvtty lnxterm

To access the ,Inxterm” terminal on the Linux instance in z/VM guest
LNXSYSO01

root@larsson:~> iucvconn LNXSYS01 lnxterm

To use /sbin/sulogin instead of /bin/login for terminal “suterm”

root@larsson:~> iucvtty suterm -- /sbin/sulogin

—
[N

’
o
~
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How can you enable a terminal server for iucvconn?

« Authorizing the z/VM guest virtual machine for IUCV
— Adding an IUCV user directory statement, for example, ITUCV ANY

— The z/VM user directory for a terminal server might look like:

18 © 2010 IBM COrporationE
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How to prepare a set of ECKD DASD devices for a multi-volume dump? ) 10.3
bit systems only). ~—
«  We use two DASDs in this example: ‘ 5.4

root@larsson:~> dasdfmt -f /dev/dasdc -b 4096
root@larsson:~> dasdfmt -f /dev/dasdd -b 4096

« Create the partitions with fdasd. The sum of the partition sizes must be sufficiently
large (the memory size + 10 MB):

root@larsson:~> fdasd /dev/dasdc
root@larsson:~> fdasd /dev/dasdd

« Create afile called sample_dump_conf containing the device nodes (e.g.
/dev/dasda1) of the two partitions, separated by one or more line feed characters
* Prepare the volumes using the zipl command.

root@larsson:~> zipl -M sample_dump_conf

[...]

19 © 2010 IBM Corporation p*=®.
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How to obtain a dump

To obtain a dump with the multi-volume DASD dump tool, perform the
following steps:

« Stop all CPUs, Store status on the IPL CPU.

» IPL the dump tool using one of the prepared volumes, either 4711 or 4712.

« After the dump tool is IPLed, you'll see a messages that indicates the
progress of the dump. Then you can IPL Linux again

« Copying a multi-volume dump to a file
Use zgetdump command without any option to copy the dump parts to a file:

root@larsson:~> zgetdump /dev/dasdc > mv_dump_file

20 ©2010 IBM Corporationﬁ
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@ s

« The vmur command provides functions required to work with z/VM spool file queues
Receive: Read data from the z/VM reader file queue

Punch or print. Write data to the z/VVM punch or printer file queue and transfer it to
another user's virtual reader, optionally, on a remote z/VM node

List. Display detailed information about one or all files on the specified spool file queue
Purge: Remove one or all files on the specified spool file queue
Order: Position a file at the top of the specified spool file queue

21
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r <name= . <ty pEr—

- receive—L—HJ—' OptA I— <spool id> |:
- (Y | P

<gutfile>——
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-q prt
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22

Begin console spooling with:

root@larsson:~# wvmcp sp cons start

Produce output to z/VM console (for example, with CP TRACE)

Close the console spool file and transfer it to the reader queue, find the spool ID behind
the FILE keyword in the corresponding CP message:

root@larsson:~# wvmcp sp cons clo \* rdr
RDR FILE 0398 SENT FROM T6360025 CON WAS 0398 RECS 1872 CPY
©01 T NOHOLD NOKEEP

Receive the console spool file and save it on the Linux file system in the current directory:

root@larsson:~# chccwdev -e 000c
root@larsson:~# wvmur re -t 398 linux_cons

© 2010 IBM Corporation p*=®.
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* Provides monitor data through the monitor stream
— z/VVM monitor service collects data in a shared memory segment (DCSS)
— Producer: a range of facilities, e.g. Linux through appldata / monwriter
— Consumer: Performance Toolkit, or Linux application through monreader

z/VVM monitor stream

appldata/ _ _
2\ monwriter | Monitor Service
(DIAG 0x0D
gl z/\/M

gL

monreader
(DIAG
0x064,
IUVC),

23 © 2010 IBM Corporation p*=®.
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24

« Kernel modules which gather information from the Linux kernel

« appldata_os

— CPU utilization, processes
 appldata_mem

— memory, paging, cache
« appldata_net_sum

— packets, bytes, errors

« Usage:

root@larsson:~# modprobe appldata_os

root@larsson:~# modprobe appldata_os

root@larsson:~# echo 1 > /proc/sys/appldata/os
root@larsson:~# modprobe appldata_mem
root@larsson:~# echo 1 > /proc/sys/appldata/mem
root@larsson:~# modprobe appldata_net_sum
root@larsson:~# echo 1 > /proc/sys/appldata/net_sum

© 2010 IBM Corporation p*=®.
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Linux monitoring data collected by appldata_os as processed and displayed by z/VM

Performance Toolkit;

CRU 2097

IFI_I: -FII'I' FII Ser

CPL 2097

25

~ER

(] (el L] D

FCOIF  Interval 13:50:14 -

Tatal cPU
Utilization (%)

Mice IRQ SoftIRQ I0OWaift

s
i

Interval 132:50:14 -

Current

_THlPﬂ PHﬂatl HdITIHJ THTil

Y3

' u I_I
L

13:31:

12:51:

Idl

s
4
-
s
4
-t
-
4+
-t

erf. Monitor

x.ﬂﬂiﬂg-ﬁ Mr of

15_Min Users

7.8
1.3
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Linux monitoring data collected by appldata_mem as processed and displayed by z/VM
Performance Toolkit:

CPU 20497 SER FCROAF Interwval Monitor
. .HHerH élln- T}nn EHEi E . Smapﬁiﬂg
oo HiIH ---r {--- Hlih == uffers G { Space - {-
I THle HU_Ed H_Total *HU=zed Shared ~CaFr ___j S_Total *5
3 / N0 N N 9.6 254.4 3227
,u L L 4%, 3 o o
0| L o Ak A |

CPU 2097 SER FCOEF

Moni tor

c-» Mr oof
‘|'|-I U=zers
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27

Virtual Linux file system
— Uses diagnose calls to gather guest data from hypervisor
— Works with LPAR hypervisor or z/VM
— resources controlled by hypervisor, i.e. physical CPUs
— resources provided to guest systems, i.e virtual CPUs
Preconditions
— LPAR: enable “Global performance data control” checkbox in HMC
activation profile of the guest where hypfs is mounted
— z/VM: privilege class B required for the guest where hypfs is
mounted
mounting hypfs:

root@larsson:~# mount -t s390_hypfs /sys/hypervisor/s390/

hypfs is populated with initial data when being mounted and hypfs data is only
updated on request:

root@larsson:~# echo 1 > /sys/hypervisor/s390/update

© 2010 IBM Corporation p*=®.
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28

/sys/hypervisor/s390
| -— update

| -- cpus

| "=- count

| -- hyp

| "-- type
'—-- systems
| -- <guest-name>

| -- onli
| -- cpus

netime us

capped
count

cputime us

dedicated

weight cur
weight max
weight min

max KiB
min KiB
share KiB
used KiB

-- samples

cpu_delay
cpu_using
idle

mem delay
other
total

systems/onlinetime_us:

time since guest activation

systems/cpus:

capped: 0=off, 1=soft, 2=hard

count: number of virtual CPUs

cputime_us: actual use time

dedicated: 0=no, 1=yes

weight_cur, weight_min, weight_max: current,
minimum and maximum share of guest (1-10000;
0=ABSOLUTE SHARE)

systems/mem:

max_KiB: memory limit granted to guest
min_KiB: minimum memory requirement of guest

share_KiB: suggested guest memory size estimated
by z/VM

used_KiB: current memory footprint of guest

systems/samples:

cpu_delay: guest waiting for CPU

cpu_using: guest doing work

idle: guest being idle

mem_delay: guest waiting for memory to be paged in

other: other samples
© 2010 IBM Corporation
i
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[root@h4245005 ~]# find /sys/hypervisor/s390/systems/H4245005/
-type f | while read f; do echo -n "$f: "; cat $f; done

/sys/hypervisor/s390/systems/H4245005/samples/total: 500061
/sys/hypervisor/s390/systems/H4245005/samples/other: 30152
/sys/hypervisor/s390/systems/H4245005/samples/idle: 469694
/sys/hypervisor/s390/systems/H4245005/samples/mem_delay: 0
/sys/hypervisor/s390/systems/H4245005/samples/cpu_delay: 43
/sys/hypervisor/s390/systems/H4245005/samples/cpu_using: 172
/sys/hypervisor/s390/systems/H4245005/mem/share_KiB: 319004
/sys/hypervisor/s390/systems/H4245005/mem/used_KiB: 319004
/sys/hypervisor/s390/systems/H4245005/mem/max_KiB: 1048576
/sys/hypervisor/s390/systems/H4245005/mem/min_KiB: 0
/sys/hypervisor/s390/systems/H4245005/cpus/weight_cur: 100
/sys/hypervisor/s390/systems/H4245005/cpus/weight_max: 10000
/sys/hypervisor/s390/systems/H4245005/cpus/weight_min: 6
/sys/hypervisor/s390/systems/H4245005/cpus/count: 6
/sys/hypervisor/s390/systems/H4245005/cpus/dedicated: O
/sys/hypervisor/s390/systems/H4245005/cpus/capped: 0O
/sys/hypervisor/s390/systems/H4245005/cpus/cputime_us: 203792603
/sys/hypervisor/s390/systems/H4245005/onlinetime_us: 166806841739

© 2010 IBM Corporation p*=®.
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The hyptop command provides a dynamic real-time view of a hypervisor
environment on System z.

» It works with both the z/VM and the LPAR PR/SM hypervisor.
« Depending on the available data it shows, for example, CPU and memory information about
running LPARs or z/VM guest operating systems.

The following things are required to run hyptop:
» The debugfs file system must be mounted.
« The hyptop user must have read permission for the required debugfs files:
— z/NNM: <debugfs mount point>/s390 hypfs/diag_2fc
— LPAR: <debugfs mount point>/s390 hypfs/diag 204
« To monitor all LPARSs or z/VVM guest operating systems of the hypervisor, your
system must have additional permissions:
— For z/VM: The guest must be privilege class B.
— For LPAR: On the HMC or SE security menu of the LPAR activation profile,
select the Global performance data control checkbox.

» Not yet available in SLES/RHEL 2010 1t Copoti
e
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hyptop — Displaying hypervisor performance data
Displaying performance data for the z/VM hypervisor

10:11:56 CPU-T: UN(18)
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hyptop — Displaying hypervisor performance data
Displaying performance data for a single LPAR

32

IFL
IFL
IFL
IFL
IFL
IFL
IFL
IFL
IFL
IFL

.34
17
.86
.29
.86
.94
.00
.00
.00
.00
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Allows z/VM guests to expand or contract the number of virtual processors it uses without

affecting the overall CPU capacity it is allowed to consume

Helps enhance the overall efficiency of a Linux-on-z/VM environment
Previously, stopped virtual processors were given a portion of the guest share.

Guests can dynamically optimize their multiprogramming capacity based on

workload demand

Starting and stopping virtual CPUs does not affect the total amount of CPU
capacity the guest is authorized to use

Linux CPU hotplug daemon starts and stops virtual CPUs based on Linux load
average value

CPUD CPU 1 CPU 2 CPU 3 Reduced Needfor | CPUD CPU 1 CPU 2 CPU 3
SHARE-25 | SHARE-25 | SHARE-25 | SHARE-25 | Myhiprogramming | SHARE-50 | SHARE-50 | Stopped | Stopped
>
Guest SHARE = 100 Stop 2 CPUs Guest SHARE = 100
CPUQD CPU 1 CPU 2 CPU 3 Increased Need for CPUD CPU 1 cCPU 2 CPU 3
SHARE-50 | SHARE-50 | Stopped | Stopped | ppuiiprogramming | SHARE-25 | SHARE-25 | SHARE-25 | SHARE-25

4

Guest SHARE = 100

Start 2 CPUs

Guest SHARE =100

poration
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— The z/VM hypervisor
maps guest virtual
memory into the real
memory storage of the
System z machine.

— If there aren’t enough
real memory frames to
contain all the active
guests’ virtual memory
pages, some pages are
moved to expanded
storage

— When expanded storage
is full, the pages of the
guest are stored on the
paging disk space (dasd)

— Inactive virtual memory
pages inside the Linux
guest must be recovered
for use by other guest
systems

zZ/VM Paging
Subsystem

Disk Space

Linux| |[Linux| |Linux| |Linux]| |[Linux

Expanded
Storage

[ 1 = Inactive virtual memory
[ 1 = Active virtual memory

Learn more at: http://ibm.com/servers/eserver/zseries/zvm/sysman/vmrm/vmrmcmm.html
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To reduce Linux guest memory size CMM
allocates pages to page pools (“balloon”)
that make the pages unusable to Linux.

Currently two such page pools exist for a
Linux guest

— Timed page pool: Pages are released
from this pool at a speed set in the
release rate. According to guest activity
and overall memory usage on z/VM, a
resource manager adds pages at
intervals. If no pages are added and the
release rate is not zero, the pool will
empty

— Static page pool: The page pool is
controlled by a resource manager that
changes the pool size at intervals
according to guest activity as well as
overall memory usage on z/VM

z/\VM

memory

Linux memory

M Timed

ny Page
w e

Static
Page
Pool

A KiloByte

M

emory allocate

 to Linux

Mel

mory Availab

le to Linux

>
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« Linux uses a IUCV special message interface for z/VM interaction
(CMMSHRINK/CMMRELEASE/CMMREUSE)
« Linux support is available since SLES9 SP3 and RHEL4 U7

60

root@larsson:
root@larsson:
root@larsson:
root@larsson:

root@larsson:

~#

modprobe cmm

echo 100 > /proc/sys/vm/cmm_timed_pages
echo 10 1 > /proc/sys/vm/cmm_timeout
cat /proc/sys/vm/cmm_timed_pages

echo 100 > /proc/sys/vm/cmm_pages

« /proc/sys/vm/cmm pages
— Read to query number of pages permanently reserved
— Write to set new target (will be achieved over time)

« /proc/sys/vm/cmm timed pages
— Read to query number of pages temporarily reserved
— Write increment to add to target

« /proc/sys/vm/cmm timeout
— Holds pair of N pages / X seconds (read/write)

— Every time X seconds have passed, release N temporary pages

© 2010 IBM Corporation p*=®.
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cpuplugd: Example Configuration

UPDATE="60"

CPU_MIN="2"

CPU_MAX="10"

HOTPLUG = "(loadavg > onumcpus +0.75) & (1idle < 10.0)"
HOTUNPLUG = "(loadavg < onumcpus -0.25) | (idle > 50)"

CMM_MIN="0"

CMM_MAX="8192"
CMM_INC="256"

MEMPLUG = "swaprate > freemem+10 & freemem+10 < apcr"
6 MEMUNPLUG = "swaprate > freemem + 10000"

37 © 2010 IBM Corporation
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More Information

Country/region [ select]

Services ~ Products - Support & downloads ~

developerWol

What's new

Linux on System 2

How to use Execute-in-Place Technology
with Linux on z/VM

March, 2010

Development stream

How to use FC-attached
d Linux on System z

i

Distribution hints + Introduction Li§  Linux on System z
Dacumentation + Linux on Sys te)
e scumentation Lhy
Tuning hints & tips mz Le
z Lef

Archive
Feed 1H
1 c Wster 7 Fi .
Linux on :3}-"1' Tz Development stream (Kernel 26.33)

SCSI devices with

Using the Dump Tools

Linux on System z

Development stream (Kernel 20.33)

Environment on z/VM

June 2009

Linux Kernel 25 — Development stream

Linux on System z

Kernel Messages

How to Set up a Terminal Server

Development stream (Kemel 26.33) L o
Anux on System z

Development stream (Kernel 26.33)

Device Drivers, Features, and Commands

38

New: Distribution specijific Documentation

S084-2554-01

SC20-8413-04
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More Information

z/VM and Linux on IBM System z

The Virtualization Cookbook for Red Hat
Enterprise Linux 6.0

—
Hands-on instructions for installing
2/WM and Linux an the mainframe

Updated information for 2/V V6.1
and Red Hat Enterprise Linux 6.0

Hew, more versatile file
system layout

Brad Hinson
Michzal Maclsaac

Redhooks

ibm.com/redbooks

_——
Updated information for z"VM 6.1

z/VM and Linux on IBM

System z

The Virtualization Cookbook for
SLES 11 SP1

——
Hands-on instructions for installing

/WM and Linux on the mainframe

and Linux SLES 11 SP1

A new, mare versatile file
system layout

Michaal Maclsaac
IMarian Gasparovic

Redhooks

ibm.com/recbooks
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Your Linux on System z
Requirements?

Are you missing a certain feature, functionality
or tool? We'd love to hear from you!

We will evaluate each request and (hopefully)
develop the additional functionality you need.

Send your input to hans@de.ibm.com

40
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Questions?

Hans-Joachim Picht

Linux Technology Center

IBM Deutschland Research
& Development GmbH
Schénaicher Strasse 220
71032 Béblingen, Germany

Phone +49 (0)7031-16-1810
Mobile +49 (0)175 - 1629201
hans@de.ibm.com
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