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Glossary

PU for use by DB2 UDB for z/OS V8 workloadsSystem z9 Integrated Information ProcessorzIIP
PU for Java execution environmentSystem z9 Application Assist ProcessorzAAP
Cryptography – key management system (feature)Trusted Key EntryTKE
Internal host bus on System zSelf-Timed InterconnectSTI
Storage – fixed block devicesSmall Computer System InterfaceSCSI
Becomes a CP, ICF, IFL, zAAP, zIIPProcessor UnitPU
CryptographyPCI-X Cryptographic CoprocessorPCIXCC
CryptographyPCI Cryptographic AcceleratorPCICA
Local bus standard (used with OSA and Crypto)Peripheral Component InterconnectPCI
Local Area Network connectivityOpen Systems AdapterOSA
Part of CECMultichip ModuleMCM
Part of Central Electronic Complex (CEC)Memory Bus AdapterMBA
Parallel SysplexInterSystem Channel-3ISC-3
PU for use by Linux on System zIntegrated Facility for LinuxIFL
PU for Coupling Facility Control CodeInternal Coupling FacilityICF
Parallel SysplexIntegrated Cluster BusICB
Parallel SysplexInternal Coupling ChannelIC
Storage, PrintersFibre ConnectionFICON
SCSI devices (z/VM, z/VSE, Linux on System z9)Fibre Channel ProtocolFCP
Sysplex Timer, STP, Parallel SysplexExternal Time ReferenceETR
Storage, PrintersEnterprise Systems ConnectionESCON
CryptographyCP Assist for Cryptographic FunctionCPACF
General Purpose PUCentral ProcessorCP
Parallel SysplexCoupling Facility Control CodeCFCC

UseFull NameAcronym
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Evolution of the mainframe
00 zSeries64-bit real   PCI Crypto
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Sub Store Protect   Improved VF
Asynchronous Pageout Facility Logical String Assist

Suppress on Protec   SACF
Subspace Group Facility

New Instructions - TCP/IP   Sysplex Timer-002

New Instructions - PLO/Immediate

PAF   Enh Move Page

ADMF   Data Compression

ESCON XDF ESCON channels - 17MB/sec
EMIF ESCON CTC Basic Mode

Coupling Facility   Byte Device Support ESCON Director - 9032 Model 3
Ethernet  Token Ring  FDDI

ESCON Director - 9033 Model 4
ESCON Director - 9032 Model 5ICF    CF HiPerLinks
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ESCON channels - 10MB/sec

E
S
A
/
3
9
0

'70 S/370
Virtual Storage

3081

3090Vector Facility

Move Page

Data Streaming

BMPX
E
S
A
/
3
7
0

3
7
0
-
X
A

4.5 MB Channels

PR/SM
89

88
85

81
80

72

S/36064



Page 5 © 2006 IBM Corporation IBM Systems

IBM TRAINING
®

SYSTEM z9 AND zSERIES EXPO 

October 9 – 13, 2006

Data center – 1964.  There was one protocol!

Tape

Card Reader
Printers

DASD

400 feet
(122 meters)
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Getting connected

To the LAN
with
OSA

To the SAN
with

ESCON, FICON

For security
with

Crypto Express2

For clustering
with

ICs, ICBs, ISC-3
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. . . . . multiple architectures and protocols

Fast Ethernet
1000BASE-T Ethernet

Gigabit Ethernet
Token Ring not supported

Local
Area

Network

Storage
Area

Network

FICON
ESCON
Parallel

Parallel
Sysplex

IC
ICB
ISC
ETR
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What’s different with System z9 BC?

STI granularitySTI speed

I/O domains

FICON Express4

I/O cage capacity
for Crypto, OSA, FICON

Availability

Configurable
Crypto Express2
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I/O subsystem bus bandwidth

20 MB

2.7 GB

2 GB

333 MB

1 GB

CRH - 1990 STI - 1999 STI - 2002 STI - 2004 STI - 2006
G5/G6                    z800                  z890             z9 BC

2.7 GBps

CRH – Channel Request Handler bus
STI   – Self-Timed Interconnect bus
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1990 - CRH bus = 20 MegaByte
(Channel Request Handler)

1999 - STI bus = 333 MegaByte
(Self-Timed Interconnect)

2000 - STI bus = 1 GigaByte
– zSeries 800 - Up to 4 STIs for I/O

2003 - STI bus = 2 GigaByte
– zSeries 890 - Up to 8 STIs for I/O

2006 - STI bus = 2.7 GigaByte
– System z9 BC – Up to 16 STIs for I/O

–An additional STI in I/O cage for redundancy (now 8)

Up to 16 STIs
on book

One STI
Shared
by up to

8 features

One STI
Shared
by up to

4 features

B
O
O
KFanout

cards

Fanout
cards

Fanout
cards

I/O subsystem bus bandwidth
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B
O
O
KFanout

cards

Fanout
cards

Fanout
cards

+ Availability
Scalability=

z9 BC new infrastructure

A

B

I
/
O

A B A B

I
/
O

I
/
O

I
/
O

I/O cage

I
/
O

A B A B

I
/
O

I
/
O

I
/
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I/O Cage

Power
Supplies

Internal
Batteries
(optional)

Single Processor 
Book and Memory

CEC Cage

Support Elements
(gate with Laptops swung open)

STI Connectors 

Front View

A Frame

Fiber Quick 
Connect Feature

(optional)

z9 BC – Under the covers
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Note: 1. Concept Illustration only - not to scale 
2. 4 or 8 pluggable Memory Cards  
3. Each MBA fanout card is hot-pluggable and has 2 STIs

Front View Side View

"D6"

"D4" "D5"

"F1" "D1" "D2"

"D3"

"D7" "D8"

MSC

MSC

CP 2

CP CP

HitachiCP HitachiCP

SD

SD SD

SD

SC

Memory Cards
Up to 64 GB

MCMUp to 8
Hot pluggable MBA/STI 
fanout cards

z9 BC Processor Book Layout
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z9 BC: 8 STIs in I/O cage – Top view
I/O cage

8 STIs
G’ is for redundancy

STI speeds for downstream 
channels/ports/links

333 MBps – ESCON
500 MBps

Crypto Express2
FICON Express
ISC-3
OSA-Express

1 GBps
FICON Express2
OSA-Express2

2 GBps
FICON Express4

16D

15C

14D

13C

C      |     D

12D

11C

10D

9C

8B

7A

6B

5A

A      |      B

4B

3A

2B

1A

28F

27E

26F

25E

E     |     F

24F

23E

22F

21E

G      |     G’

20G

19G

18G

17GW

I

R

N

G

F
R
O
N
T

=
16

B
A
C
K

=
12

STI-MPs
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z9 BC STIs servicing I/O cage and features

CEC cage

F
a
n
o
u
t

Book

Up to 16 STIs

ICB-4, 2 GBps

ESCON (333)

OSA-Express2 (1 GB) or
FICON Express2 (1 GB)

OSA-Express (500)

FICON Express4 (2 GB)

STI-3 Extender

333 MBps
500 MBps
1 GBps
2 GBps

2 GBps
STIs I/O Cage

Crypto Express2 (500)

FICON Express (500)

ISC-3 (500)

ICB-3, 1 GBps
ICB-3, 1 GBps
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A

B

I
/
O

A B A B

I
/
O

I
/
O

I
/
O

I/O cage

I
/
O

A B A B

I
/
O

I
/
O

I
/
O

B
O
O
KFanout

cards

Fanout
cards

Fanout
cards

z9 BC STI hot-plug; Redundant I/O interconnect

STI-MP (multiplexer) card, hot-plug
Each attaches to four I/O features

I/O domains A – G
Alternate path to second STI-MP

Concurrency / automatic failover
Manual or system-initiated
ƒAdd, remove, move of MBA fanout cards
ƒRepair of MBA fanout card, STI cable

Redundant I/O interconnect
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Book

MBA Fanout

STI

STI

MBA Fanout

STI

STI

MBA Fanout

STI

STI

MBA Fanout

STI

STI

MBA Fanout

STI

STI

MBA Fanout

STI

STI

MBA Fanout

STI

STI

MBA Fanout

STI

STI

No MBA card hot-plugging

MBA Riser Card
MBA

S
T
I

S
T
I

S
T
I

S
T
I

MBA

S
T
I

S
T
I

S
T
I

S
T
I

z9 BC
STI granularity

MBA fanouts hot-plugged into book
Concurrent upgrade, repair

Up to 8 MBA Fanouts – up to 16 STIs
Two STIs per MBA Fanout

Compare to z890 book package
–Two MBAs - 8 STIs
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Modified Indirect Data Address Word (MIDAW) facility
ƒDesigned to increase throughput and reduce link overhead

Alternative to using CCW data chaining in channel programs
Breaks the 2k or 4k boundary restriction 
ƒChannel Control Word (CCW) architecture is enhanced

–Can handle larger blocks of data
–Reduces the number of data moves
–Reduced chained data

Design "in line" with Fibre Channel architecture
Designed to reduce
ƒESCON and FICON I/O processing
ƒControl unit overhead

ƒSupported by
ƒESCON (CHPID type CNC)
ƒFICON features supported on z9 BC (CHPID types FC, FCV)

Potential exploiters
ƒApplications that use: DB2, VSAM, PDSE, HFS, zFS
ƒz/OS V1.6 or V1.7 with PTFs

MIDAW facility on z9 BC
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CCW READ 32 byte suffix

CCW READ 4K

CCW READ 4K

CCW READ 4K

CCW READ 4K

CCW READ 4K

CCW READ 4K

CCW READ 4K

CCW READ 4K

CCW READ 4K
…32 CCW’s in total

Non-EF datasets

EF datasets

CCW READ 32 byte suffix

CCW READ 4K

CCW READ 32 byte suffix

CCW READ 4K

CCW READ 32 byte suffix

CCW READ 4K

CCW READ 32 byte suffix

CCW READ 4K

…64 CCW’s in total

3 or 4 CCW’s in total

Track level CCW
Track level CCW
Track level CCW
Track level CCW

EF or non-EF datasets
with MIDAWs

MIDAW facility 4k DB2 page comparisons



Page 20 © 2006 IBM Corporation IBM Systems

IBM TRAINING
®

SYSTEM z9 AND zSERIES EXPO 

October 9 – 13, 2006

Multiple subchannel sets – two sets on z9 BC
Subchannel – I/O device to hardware
Used by System Control Program (SCP)

Passes I/O requests from SCP to CSS
One or two subchannel sets per CSS

Channels

Subchannels

LPARs

LCSS1

Channels

Subchannels

LPARs

LCSS0

System z9

Base, SS-0
63.75k

Aliases, SS-1
64k

Logical Channel Subsystem (LCSS)

PAV alias devices only in SS-1
Designed to be compatible with existing 
storage CUs that support PAV
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63.75k subchannels on z9 BC 

64k-1 subchannels in set 0
Previously 1024 (1k) reserved for system use
Returning 768 of 1k
For increased addressable storage
Now symmetry – server and storage

63.75k, System z9
63.75k, IBM TotalStorage DS8000 Series

All channel types
z/OS V1.4 + PTFs
z/VM V4.4 (HCD PTF)
Linux on System z9

SUSE SLES9, Red Hat RHEL4 distributions

Example: 3390 volume sizes
768 volumes of 54 GB/volume = 41 terabytes of increased storage

– 54 GB/volume * 768 volumes = 41 TB
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Linux running natively in a logical partition can re-IPL itself

Supported for SCSI and ECKD devices

To initiate a Re-IPL, Linux can determine 
How it was loaded (i.e., via Channel Control Words (CCWs)) or via SCSI-type IPL, 
and

From where it was loaded in case of SCSI-type IPL 
(World Wide Port Name (WWPN) and Logical Unit Number (LUN) of the load device).

Linux can request
That it be reloaded from the same load device
Using the same load parameters.

Linux on System z9 – watch for releases from distribution partners 

Note: z/VM already supports an interface that allows a program running as a guest under 
z/VM to re-IPL itself. 

Program-directed re-IPL on z9 BC
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z890, z800 z9 BC

E = ESCON, F = FICON, I = ISC-3, O = OSA, C = Crypto

CEC

cage

I
I
I
I

E
E
E
E

O
O
O
O

O
O
O
O

F
F
F
F

F
F
F
F

F
F
F
F

z890, z800
20 per I/O cage

CEC

cage

C
C
C
C

O
O
O
O

O
O
O
O

F
F
F
F

F
F
F
F

F
F
F
F

F
F
F
F

z9 BC
28 per I/O cage

All supported FICON features - up to 28 in I/O cage
OSA-Express2, OSA-Express, up to 24 in I/O cage
Crypto Express2, up to 8 in I/O cage
Removed limitation of up to 20 FICON, OSAs, and Crypto in I/O cage

Increased connectivity per I/O cage on z9 BC
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Speed zones on the information highway
(“Best can do” throughput)

ESCON
Speed
Zone

17 MBps

Ethernet
Speed
Zone

100 Mbps

GbE
Speed
Zone

1 Gbps

FICON
Speed
Zone

2 Gbps

10 GbE
Speed
Zone

10 Gbps

ESCON
Tape

17 MBps

Disk
12 MBps

Network
5 MBps

Fast Ethernet
22 MBps

(176 Mbps)

Gigabit Ethernet
231 MBps

(1850 Mbps FDX)

FICON
270 MBps

10 GbE
423 MBps

(3380 Mbps FDX)
FDX = Full duplex
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Parallel Sysplex
Coupling connectivity
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Coupling link connectivity on z9 BC, z890, z800

48482410 km
(6.2 m)2 Gbps

z9 EC, z9 BC
z990, z890
z900, z800

InterSystem Channel-3ISC-3

168N/A7 meters
(23 ft)2 GBpsz9 EC, z9 BC

z990, z890Integrated Cluster Bus-4ICB-4

16

N/A

32

z9 BC
S07

Max.

1657 meters
(23 ft)1 GBpsz9 EC, z9 BC

to z900, z800Integrated Cluster Bus-3ICB-3

N/A87 meters
(23 ft)333 MBpsz990, z900, z800

to G5 and G6Integrated Cluster Bus-2ICB-2

3232N / AInternal
speedsInternalInternal Coupling channelIC

z890
Max.

z800
Max.DistanceLink

data rateUseDescriptionLink
type

The maximum number of Coupling Links combined cannot exceed 64 per server
(ICs, ICB-3s, ICB-4s, and active ISC-3 links)

ISC-3 Peer (2 Gbps) and Compatibility (1 Gbps) mode on z890 and z800
ISC-3 Peer mode only on z9 BC
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•ICB-4 links support a link data rate of 2 GBps: z9 BC, z890
•ICB-3 links support a link data rate of 1 GBps: z9 BC to z900, z800
•ICB-2 links support a link data rate of  333 MBps: z890 to G5/G6 (not supported on z9 BC)

STI

STI
STI

STI

STI STI-3 ICB-3

STI
STI

STI

I/O Cage

z9 BC

ICB-4
2 GBps ICB-3

1 GBps

z990

z BC

z800

z900

ICB-4, ICB-3 coexistence
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System z InterSystem Channel-3 (ISC-3)

ISC-M = Mother card
ISC-D = Daughter card

Two modes of operation
ƒPeer Mode (2 Gbps)
ƒCompatibility Mode (1 Gbps) not supported on z9 BC

Minimum
0

Increment
1 link

Maximum
48 links

4 links
LX

2 Gbps

Fiber
9 µ SM

10 km
Distance
6.2 miles

EP

EP

ISC-M     ISC-D (hot-plug)

ISC links

LC Duplex SM
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MTRJ  MM

Connector

Minimum
0

Increment
1 (pair)

Maximum
1 feature

1
port
LED

8 Mbps

Fiber
62.5 µ MM

3 km
Distance
1.86 miles

External Time Reference (ETR) feature 
for attachment to Sysplex Timer
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X      = Available for ordering
µ = micron  
SM   = Single mode fiber
MM   = Multimode fiber

Coupling connectors and fiber optic cabling

62.5 µ MMMT-RJN / AXXExternal Time Reference (ETR)6154

X

X

z9 BC

N / A

X

z890

N / A

X

z800

62.5 µ MMMT-RJExternal Time Reference (ETR)6155

9 µ SMLC DuplexISC-3 link0219

Cable typeConnectorDescriptionFeature



Page 31 © 2006 IBM Corporation IBM Systems

IBM TRAINING
®

SYSTEM z9 AND zSERIES EXPO 

October 9 – 13, 2006

Server Time Protocol (STP)
Feature of z9 EC, z9 BC, z990, z890
Maintain time synchronization with each other

Multiple z9 EC, z9 BC, z990, and z890 servers
Does not require Sysplex Timer if all servers STP-capable

ISC-3 links (Peer mode), ICB-3 and ICB-4 links
Timing information transmitted

Allows a Parallel Sysplex cluster to span up to 100 km (62 miles)
Can coexist with an External Time Reference (ETR) network

Sysplex Timer-based network
Prerequisite

z/OS V1.7
z9 BC - HMC Licensed Internal Code

All statements regarding IBM future direction and intent are subject to change or 
withdrawal without notice, and represents goals and objectives only.
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Cryptography
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CP Assist for Cryptographic Function (CPACF)
ƒAvailable on every Processor Unit (PU)

ƒDefined as a Central Processor (CP) or Integrated Facility for Linux (IFL)
ƒNo-charge enablement feature (SHA-1, SHA-256 shipped enabled)
ƒHigh performance clear key symmetric encryption

ƒData Encryption Standard (DES)
ƒTriple Data Encryption Standard (TDES)
ƒSecure Hash Algorithm (SHA-1, SHA-256)

ƒEnhancements on z9 BC
ƒAdvanced Encryption Standard (AES) for 128-bit keys
ƒ Pseudo Random Number Generation (PRNG)
ƒ SHA-256

ƒICSF, component of z/OS
ƒUses available crypto functions
ƒBalances the workload

Crypto Express2

Integrated Cryptographic Service Facility (ICSF)

CP Assist for Cryptographic Function
PU PU PU PU PU PU PU PU

Cryptographic support on z9 BC
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Crypto Express2 configurable
on z9 BC

Crypto Express2
Two configuration modes for the PCI-X adapters

Secure Coprocessor (default)
Certified for Federal Information Processing 

Standard (FIPS) 140-2 Level 4 certification 
(Certification # 661)

Secure key transactions
User Defined Extensions (UDX)

Accelerator
For SSL acceleration
Clear key RSA operations

Three configuration options

Trusted Key Entry (TKE) 5.0 workstation
For Crypto Express2 secure coprocessor
New Graphical User Interface (GUI)
Smart Card Reader

1

3

2

Secure
Coprocessor

Secure
Coprocessor

Secure
Coprocessor

Accelerator

Accelerator

Accelerator
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System z cryptographic functions

YesNoNoNoNoNoNoNoConfigurable

YesNoYesYesNoYesYesYesSSL acceleration

YesNoYesYesNoNoYesYesSecure key

RSA onlyYesRSA onlyRSA onlyYesRSA onlyRSA onlyRSA onlyClear key

140-2 L4None140-2 L4140-2 L4NoneNone140-1 L4140-1 L4Certification

YesNoYesYesNoNoNoNo19-digit PAN

YesNoYesYesNoNoNoNoEMV-2000

DES/TDESNoDES/TDESDES/TDESNoNoDESNoDUKPT

YesYesYesYesYesNoYesNoRSA-2048

YesNoYesYesNoYesYesYesRSA-1024

YesYesYesYesNoNoYesYesPRNG

NoYesNoNoNoNoNoNoSHA-256

NoYesNoNoYesNoNoYesSHA-1

NoYesNoNoNoNoNoNoAES-128

YesYesYesYesYesNoYesYesDES/TDES

z9 BCz9 BCz890z890z890z800/z890z800z800System

Crypto
Express2

CPACFCrypto
Express2

PCIXCCCPACFPCICAPCICCCCFFeature
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Cryptographic features over time

N/A

N/A

N/A

N/A

06/99

G5/G6

N/AN/AN/APCICC0860

X01/05N/ACrypto Express2 0863

N/AXN/APCIXCC
replaces 08610868

N/AXXPCICA0862

N/AN/AXPCICC
replaces 08600861

z9 BCz890, 05/04z800, 03/02Feature NameFeature

X = Available for ordering
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Cryptographic features over time

2000 SSLs2000 SSLs1000 SSLsN/A250 SSLs125 SSLs
Maximum SSLs

per second
per Coprocessor

8 / 16

6000 SSLs

2 *

0863

Crypto Express2

z9 BC

4th

2 / 4 – z890

2000 SSLs

2

0862

PCICA

z890

2nd

Crypto Express2PCIXCCPCICC
PCICAPCICCName

N/AN/A2000 SSLsN/A
Maximum SSLs

per second
per Accelerator

8 / 16

2

0863

z890

4th

4 / 4

1

0868

z890

3rd

PCICA – 6 / 12
PCICC – 8 / 16

2

PCICC, 0861
PCICA, 0862

z800, 03/02

2nd

8 / 8Maximum
Features / PCIs

1Number
of PCI adapters

0860Features
numbers

G5/G6
06/99Servers

1stGeneration

PCICA = PCI Cryptographic Accelerator
PCICC = PCI Cryptographic Coprocessor
* On z9 BC each PCI-X adapter is configurable as either a coprocessor or an accelerator
The Secure Sockets Layer (SSL) measurements are examples of the maximum handshakes per second per feature 
achieved in a laboratory environment with no other processing occurring and do not represent actual field measurements. 
The feature may have 1 or 2 PCI adapters.  Details are available upon request.
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Glossary of Cryptographic terms

Federal Information Processing StandardFIPS

Secure Sockets LayerSSL

Pseudo Random Number GenerationPRNG

Trusted Key Entry TKE
Triple Data Encryption StandardTDES

User-Defined ExtensionsUDX

Derived Unique Key Per Transaction (algorithm) – key word management method
ANSI X9.24 standardDUKPT

Public Key Encrypt – a service supporting Mod_Raised_to Power (MRP) function used to offload compute-
intensive portion of Diffie-Hellman protocolPKE

Public Key Decrypt – a service supporting Zero-Pad option for clear RSA private keysPKD

Europay MasterCard and Visa – standard; financial applications;  heterogeneous hardware and softwareEMV 2000

Secure Hash AlgorithmSHA

Advanced Encryption StandardAES

Central Processor - a Processor Unit defined as a general purpose processorCP

PCIX Cryptographic CoprocessorPCIXCC
PCI Cryptographic CoprocessorPCICC
PCI Cryptographic AcceleratorPCICA
Peripheral Component Interconnect; An internal local bus for communication (industry standard)PCI

Data Encryption StandardDES
CP Assist for Cryptographic FunctionCPACF

CMOS Cryptographic Coprocessor FacilityCCF

Full nameAcronym
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Storage Area Network connectivity

IBM
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MT-RJ
connector

28/16420/240z9 BC S07/R07

16

28/16

Maximum
features

Maximum
channelsMachine Type

240z800

420/240z890

Minimum
0

Increment
4 channels

Maximum
(above)15

active
LED

17 MBps

Fiber
62.5 µ MM

3 km
Distance
1.86 miles

16-port ESCON
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ESCON channel plugging

LIC
C

C
 EN

AB
LEM

EN
T

J00
J01
J02
J03
J04
J05
J06
J07
J08
J09
J10
J11
J12
J13
J14
J15

SPARE
CHANNELS

J00
J01
J02
J03
J04
J05
J06
J07
J08
J09
J10
J11
J12
J13
J14
J15

35 57
BF 20

J00
J01
J02
J03
J04
J05
J06
J07
J08
J09
J10
J11
J12
J13
J14
J15

SPARE
CHANNELS

J00
J01
J02
J03
J04
J05
J06
J07
J08
J09
J10
J11
J12
J13
J14
J15

35 57
BF 20

CHPID 
number

Now
8 ESCON

Chan
ne

ls

25
6E

8A
78

4 ESCON
channels
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Minimum
0

Increment
4 channels

Maximum
(below)4

channels
SX or LX

1, 2, 4 
Gbps

Fiber
50,62.5 µ MM

9 µ SM

Distance
Variable

Personalize as:
ƒFC (Fibre Channel) 

– Native FICON
– Channel-To-Channel (CTC)

ƒFCP (Fibre Channel Protocol)
– Support of SCSI devices

z/VM, z/VSE, Linux on System z9 
ƒFCV not offered on 

ƒFICON Express4
ƒFICON Express2

LC Duplex SM

LC Duplex MM

28/16112/64z9 BC S07/R07

16

28/16

Maximum
features

Maximum
channelsMachine Type

32z800

112/64z890

FICON Express4 on z9 BC
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ISLs

All @ 850 nm

300

82
150

300

500

33
70

150

300

55
120

250

0

100

200

300

400

500

600

1 Gbps 2 Gbps 4 Gbps 10 Gbps
Speed

M
et

er
s

50u 2000 MHz 50u 500 MHz 62.5u 200 MHz 62.5u 160 MHz

Fibre Channel distances
9u single mode fiber 10 km - 10,000 meters, 6.2 miles

Multimode fiber distances
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FICON Express4 on z9 BC

Ordering
Four-channel increments
All channels - same type

LX (single mode fiber) or
SX (multimode fiber)

FC 3321  FICON Express4 10KM LX

FC 3324   FICON Express4 4KM LX

FC 3322  FICON Express4 SX

FC 3323 FICON Express4-2C 4KM LX
(exclusive to z9 BC)

1, 2, 4
Gbps

1, 2, 4
Gbps

1, 2, 4
Gbps

1, 2, 4
Gbps
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FICON Express4 LX optics - unrepeated Distances
4KM
LX

4KM
LX

4KM
LX

4KM
LX

4KM
LX

9 micron single mode fiber

4 kilometers (2.5 miles)

4KM
LX

9 micron single mode fiber

4 kilometers (2.5 miles)

10KM
LX

10KM
LX

10KM
LX

10KM
LX

9 micron single mode fiber

10 kilometers (6.2 miles)

10KM
LX

10KM
LX

10KM
LX

10KM
LX

10KM
LX

FLASH

QDR
SRAM

FLASH

QDR
SRAM

FLASH

QDR
SRAM

QDR
SRAM

FLASH

QDR
SRAM

FLASH

QDR
SRAM

FLASH

QDR
SRAM

QDR
SRAM

FLASH

QDR
SRAM

FLASH

QDR
SRAM

FLASH

QDR
SRAM

QDR
SRAM
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LC DuplexSX, LXYes
Yes1, 2, 4FICON

FCP4322026m-typeIBM TotalStorage SAN32M-2

LC DuplexSX, LXYes
Yes1, 2, 4FICON

FCP1402027m-typeIBM TotalStorage SAN140M

LC DuplexSX, LX
CWDM *

Yes,VSAN
Yes1, 2, 4FICON

FCPD04 , D072062c-typeCisco MDS 9000 – 9506, 9509

LC DuplexSX, LX
CWDM *

Yes, VSAN
Yes1, 2, 4FICON

FCPD1A, D1H2062c-typeCisco MDS 9000 – 9216a, 9216i

Yes, VSAN
Yes1, 2, 4FICON

FCPE112062c-typeCisco MDS 9513 Multilayer Director

LC DuplexSX, LXYes
Yes1, 2, 4FICON

FCPB322005b-typeIBM TotalStorage SAN32B-2

LC DuplexSX, LXYes
Yes1, 2, 4FICON

FCPM482109b-typeIBM TotalStorage SAN256B Director

ConnectorTransceiverIntermix
ISLGbpsModeModelsMTTypeProduct

April / May 2006 announce

System z9 BC FICON/FCP 4 Gbps tested products
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FICON performance – Start I/Os

3600

7200

9200

13000 13000

6000

0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

11000

12000

13000

14000

FICON

FICON

FICON
Express

FICON
Express

FICON
Express2

z900

z900
z800

z990
z890

z9 EC
z9 BC
z990
z890

z9 EC
z990
z890

FICON
Express4

I/Os per second 
4k block size, channel 100% utilized

*This performance data was measured in a controlled environment running an I/O driver program under z/OS 1.7.  The actual throughput or 
performance that any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user’s job 

stream, the I/O configuration, the storage configuration, and the workload processed.

G5/G6
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FICON performance

*This performance data was measured in a controlled environment running an I/O driver program under z/OS 1.7.  The actual throughput or 
performance that any user will experience will vary depending upon considerations such as the amount of multiprogramming in the user’s job 

stream, the I/O configuration, the storage configuration, and the workload processed.

74

170

270

350

120

0

50

100

150

200

250

300

350

400

FICON

FICON
Express
1 Gbps

FICON
Express
2 Gbps

FICON
Express2
2 Gbps

FICON Express4
4 Gbps

Full duplex data transfers
MegaBytes per second (full duplex)

Large sequential read/write mix

170
200

330

74
100

0

50

100

150

200

250

300

350

400

FICON

FICON
Express
1 Gbps

FICON
Express
2 Gbps

FICON
Express2
2 Gbps

FICON Express4
4 Gbps

Half duplex data transfers
MegaBytes per second (half duplex)

Large sequential all reads or all writes

G5/G6

z900

zSeries

z9 EC
z990
z890

z9 EC
z9 BC
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N_Port ID Virtualization (NPIV) for all FICON features on z9 BC

Multiple N_Port_Names (WWPNs) assigned to N_Port of FCP channel
Each OS uses its own unique N_Port_Name to log into fabric
Unique FCP identifier (N_Port_ID) assigned to each OS
OS can access fabric with one or multiple N_Port_names

Extension to the Fibre Channel standard
Entry point into fabric must also support NPIV
All FICON features supported on z9 BC (CHPID type FCP)

LP1      z/OS

FCP

LP10  LinuxLP2      z/VM

FCP
FCPFC

System z9

MIF
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Request Node Identification Data (RNID)
RNID data is stored in HSA for each control unit attached to FICON channels
Can now request RNID data for native FICON channels (CHPID type FC)

For each device or control unit attached to channel
Formatted and displayed on the SE "Analyze Control Unit Header”
IOPD panel.
Provided to z/OS so it can display it on the "D M=DEV" (Display 
Device Matrix) command to help debug configuration/cabling 
problems.
z/OS V1.4 and above with PTFs

FICON link incident reporting
Operating system image can register for link incident reports

Without operator intervention
Displayed on operator console
Saved in system log and LOGREC
z/OS V1.7

FICON availability enhancements
All FICON features supported on z9 BC
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N/A

N/A

N/A

N/A

N / A

N / A

X

X

N/A

N/A

z800
03/02

LC DuplexFC, FCP05/06N/A2FICON Express4-2C 4KM LX3323

LC DuplexFC, FCP05/06N/A4FICON Express4 4KM LX3324

LC DuplexFC, FCP05/06N/A4FICON Express4 SX3322

LC DuplexFC, FCP05/06N/A4FICON Express4 10 KM LX3321

LC DuplexFC, FCPX01/054FICON Express2 SX3320

LC DuplexFC, FCPX01/054FICON Express2 LX3319

LC DuplexFC, FCPCX2FICON Express SX2320

LC DuplexFCV, FC, FCPCX2FICON Express LX2319

SC DuplexFC, FCPN / AN / A2FICON SX2318

SC DuplexFCV, FC, FCPN / AN / A2FICON LX2315

ConnectorCHPIDsz9 BC
05/06

z890
05/04PortsFeature nameFeature

LX = Long wavelength transceiver, used with LX senders and receivers and single mode fiber
SX = Short wavelength transceiver, used with SX senders and receivers and multimode fiber

C = Carry forward on an upgrade from z800 or z890 to z9 BC
X = Available for ordering

FICON features over time
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Local Area Network connectivity

Controller

Router InternetInternet

ExtranetExtranet

intranetintranet

WANWAN

Switch
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OSA-Express2 1000BASE-T Ethernet
Supports auto-negotiation to 10, 100, 1000 Mbps over  Category 5 copper
Capable of achieving line speed

Actual throughput is dependent upon environment
Supports:

Layer 2 for protocol-independent packet forwarding
Large send for offloading TCP segmentation processing
640 TCP/IP stacks for improved virtualization
Concurrent LIC update to minimize network traffic disruption

Modes of operation

PCI-X    

 PCI-X    

1000BASE-T Ethernet #3366

TCP/IP and/or SNA/APPN/HPR trafficOSENon-QDIO

NCPs running under IBM Communication Controller for LinuxOSNOSA for NCP

TCP/IP traffic when Layer 3
Protocol-independent when Layer 2OSDQDIO

3270 data streamsOSCOSA-ICC

DescriptionCHPIDMode
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10 Gigabit Ethernet
Feature 3368

Gigabit Ethernet
Features 3364 (LX), 3365 (SX)

10 Gigabit Ethernet LR (long reach)
ƒOne port per feature
ƒCHPID type OSD (QDIO)
ƒ9 micron single mode fiber, SC Duplex connector

Gigabit Ethernet features, 2 ports per feature
CHPID type OSD (QDIO)
CHPID type OSN (OSA for NCP) – exclusive to z9 EC, z9 BC
Designed to achieve line speed - 1 Gbps in each direction

ƒGigabit Ethernet LX (Long wavelength)
–9 micron single mode fiber, LC Duplex connector

ƒGigabit Ethernet SX (Short wavelength)
–50 or 62.5 micron multimode fiber, LC Duplex connector

OSA-Express2 10 GbE and GbE support
ƒLayer 2 support - protocol-independent packet forwarding
ƒLarge send - offloading TCP segmentation
ƒ640 TCP/IP stacks - improved virtualization
ƒConcurrent LIC update to minimize network traffic disruption

LC Duplex SM

LC Duplex MM

SC Duplex SM

PCI-X    

 PCI-X    

PCI-X

OSA-Express2 10 GbE and GbE
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Ethernet on the LAN OSA-Express2 GbE is designed to achieve
line speed - 1 Gbps in each direction
Greatest throughput achieved with jumbo frames

Ethernet

Apr 98       Jan 00           June 99 Dec 00        Jan 05 Jan 05

10 GbE
445 MBps
(3.5 Gbps)

59 175

610

1160

2048

3560

0

1000

2000

3000

4000

Performance over time

M
bp

s

Gigabit Ethernet
(2 Gbps, 256 MBps)

OSA
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Personalities of OSA

OSA-Express2 OSN (OSA for NCP)
Supporting NCPs running under
IBM Communication Controller 

for Linux on System z9 and zSeries V1.2

1000BASE-T Ethernet
Gigabit Ethernet

Exclusive to z9 EC, z9 BC
OSN

Non-QDIO
SNA, APPN, HPR and/or TCP/IP1000BASE-T EthernetOSE

Queued Direct Input/Output (QDIO)
TCP/IP traffic when Layer 3

Protocol-independent when Layer 2

1000BASE-T Ethernet
Gigabit Ethernet

10 Gigabit Ethernet
OSD

OSA-Integrated Console Controller (OSA-ICC)
TN3270E, non-SNA DFT

IPL CECs and LPARs, OS console operations
1000BASE-T EthernetOSC

TrafficOSA-Express2
features

CHPID
type
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Data sent by guest encapsulated in Ethernet frameData sent by guest encapsulated within IP packet

ARP allows guests to become known to the host 
residing on the physical side of the LAN segment

Guests are not known to the hosts on the physical 
side of the LAN segment. 
ARP always resolves to a single OSA feature

Guests can use any network layer protocolGuests are TCP/IP only

Guests appear to have own physical LAN segmentNo emulation of physical LAN segment for guests

z/VM virtual switch assigns MAC addressesUses MAC address of shared OSA

Guests have own unique MAC addressGuests share the same MAC address

Layer 2Layer 3

Layer 3 versus Layer 2
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OSA-Express2 OSN (OSA for NCP)
and IBM Communication Controller for Linux (CCL)

Traffic flows LPAR-to LPARTraffic flows on the LAN

Internal communicationExternal communication

OSA-Express2 OSN – OSA for NCP (CHPID type OSN)Non-QDIO (CHPID type OSE)
QDIO (CHPID type OSD) Layer 2

OSA-Express2 GbE or 1000BASE-T Ethernet
System z9 exclusive

OSA – Fast Ethernet,  
1000BASE-T Ethernet,

Gigabit Ethernet
zSeries

CCL V1.2, available October 2005
(5724-J38)CCL V1.1

No longer limited to
“copper OSA”
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1

2

2

2

2

2

2

2

2

2

2

2

2

1

2

Ports

SC Duplex

RJ-45

LC Duplex

LC Duplex

RJ-45

LC Duplex

LC Duplex

RJ-45

RJ-45

SC Duplex

SC Duplex

SC Duplex

SC Duplex

SC Duplex

RJ-45

Connectors

X

X

X

X

C

C

C

N / A

C

C

C

N / A

N / A

N / A

N / A

z9 BC

OSC, OSD L2/L3, 
OSE, OSN *05/06N / AOSA-E2 1000BASE-T Ethernet3366

OSD L2/L3, OSN *01/05N / AOSA-E2 GbE SX3365

OSD L2/L3, OSN *01/05N / AOSA-E2 GbE LX3364

OSC, OSD L2,L3, OSEXN / AOSA-E 1000BASE-T Ethernet1366

OSD, L2/L3 **X09/04OSA-E GbE SX1365

OSD, L2/L3 **X09/04OSA-E GbE LX1364

OSD, OSEXXOSA-E Token Ring2367

OSD L2/L3 **01/05N / AOSA-E2 10 GbE LR3368

OSD L2/L3 **, OSECXOSA-E Fast Ethernet2366

OSD, L2/L3 **CXOSA-E GbE SX2365

OSD, L2/L3 **CXOSA-E GbE LX2364

OSD, OSERPQXOSA-E 155 ATM MM2363

OSD, OSERPQXOSA-E 155 ATM SM2362

OSAN / AXOSA-2 FDDI5202

OSAN / AXOSA-2 Token Ring5201

CHPIDsz890z800Feature NameFeature

LX = Long wavelength transceiver, SX = Short wavelength transceiver, LR - Long Reach transceiver
X = Available for ordering  C = Carry forward on an upgrade from z800 or z890
* OSN is exclusive to z9 EC and z9 BC   ** L2/L3 = Layer 2/Layer 3 which is applicable to z9 EC, z9 BC, z990, z890

OSA – available on new build and what you can carry forward
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2 PCI-X adapters (5)2 PCI-X adapters16 PCI-X adapters80Crypto Express2

2 ports240 ports200OSA-Express *

2 ports/1 port2 or 1 (10 GbE has 1)48 ports240OSA-Express2

1 link4 links48 links (3)120 (1)ISC-3

1 linkN/A16 links (3) (4)N/A0 (1)ICB-4

N/A
1 link

2 outputs
N/A

N/A
16 links (3)

8
N/A

0
0 (1)

STI-3 (2)
ICB-3 link

2 channels2 channels40 channels200 (1)FICON Express *

4 channels4 channels80 channels200 (1)FICON Express2 *

4/ 2 channels **4 / 2 channels **112 channels280 (1)FICON Express4

4 channels16 channels
1 reserved as spare420 channels280 (1)16-port ESCON

Purchase
increments

Increments
per feature

Maximum
connections

Maximum #
of features

Minimum #
of featuresFeatures

1. Minimum of one I/O feature (ESCON, FICON) or one Coupling Link (ICB , ISC-3) required.
2. Each STI-3 distribution card occupies one I/O slot (supports ICB-3s).  
3. Maximum number of Coupling Links combined (ICs, ICB-3s, ICB-4s, and active ISC-3 links) cannot exceed 64 per server.
4. ICB-4s are not included in the maximum feature count for I/O slots but are included in the CHPID count.
5. Initial order of Crypto Express2 is 4 PCI-X adapters (two features).  Each PCI-X adapter can be configured as either a 

coprocessor or an accelerator.
* Available only when carried forward on an upgrade.
** The FICON Express4-2C 4KM LX feature has two channels per feature

Up to a maximum of 420 CHPIDs, one I/O cage, 28 I/O slots
z9 BC S07  I/O connectivity summary
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2 PCI-X adapters (7)2 PCI-X adapters8 PCI-X adapters40Crypto Express2

2 ports230 ports (6)15 (6)0OSA-Express *

2 ports/1 port2 or 1 (10 GbE has 1)30 ports (6)15 (6)0OSA-Express2

1 link4 links48 links (3)120 (1)ISC-3

1 linkN/A16 links (3) (5)N/A0 (1)ICB-4 (4)

N/A
1 link

2 outputs
N/A

N/A
16 links (3)

8
N/A

0
0 (1)

STI-3 (2)
ICB-3 link

2 channels2 channels32 channels160 (1)FICON Express *

4 channels4 channels64 channels160 (1)FICON Express2 *

4 / 2 channels **4 / 2 channels **64 / 32 channels160 (1)FICON Express4

4 channels16 channels
1 reserved as spare240 channels160 (1)16-port ESCON

Purchase
increments

Increments
per feature

Maximum
connections

Maximum #
of features

Minimum #
of featuresFeatures

1. Minimum of one I/O feature (ESCON, FICON) or one Coupling Link (ICB , ISC-3) required.
2. Each STI-3 distribution card occupies one I/O slot (supports ICB-3s).  
3. Maximum number of Coupling Links combined (ICs, ICB-3s, ICB-4s, and active ISC-3 links) cannot exceed 64 per server.
4. ICB-4s are not included in the maximum feature count for I/O slots but are included in the CHPID count.
5. Model Capacity ID A01 ICB-4 links is maximum of 8
6. Model Capacity ID A01 OSA-Express2, OSA-Express ix maximum of 12 features (24 ports)
7. Initial order of Crypto Express2 is 4 PCI-X adapters (two features).  Each PCI-X adapter can be configured as either a 

coprocessor or an accelerator.
• Available only when carried forward on an upgrade.
** The FICON Express4-2C 4KM LX feature has two channels per feature

Up to a maximum of 240 CHPIDs, one I/O cage, 16 I/O slots

z9 BC R07  I/O connectivity summary
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Coupling Cryptography

SAN LAN
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