LPAR
VS

\/VI Preferred Guests

2000 VM/VSE Technical Conference

Session G40
Romney White I'//
VM Development iy,

USIB64SN at IBMMAIL
607-755-8276

RETURN TO INDEX

Romney@vnet.ibm.com |




ARSiract

In non-VM installations, hardware Logical Partitioning (LPAR)
support is widely viewed as an alternative to VM/ESA and its
Multiple Preferred Guest (MPG) facilities. However, VM
afficionados know that there must be a catch, since VM offers so
much more. In fact, as this session explains, running VM in an
LPAR can be a viable configuration option.

Because LPAR and MPG are based on many of the same
technologies and concepts, it isn’t surprising that they are often
compared and sometimes confused. In this session, we try to
present a factual comparison of LPAR and MPG, with an eye to
helping customers decide which solution is the right one for them.
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e ESCOIN

e Processor Resource/ Systems Manager
e PR/SM

e S/390

o \/M/ESA

o \VM/XA

e OS/390

e Parallel Sysplex




Agenda

e Objectives

e Background

o PR/SM

¢ [ ogical Partitioning

e /M Multiple Preferred Guests
e Comparison

e Conclusions
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e OUtline functions

e Compare and contrast capabilities
e Recommend appropriate use

e Not addressing VMiin an LPAR
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o /M or LPAR?
H ongstanding guestion

e Customer perspective
m\VMer: LPAR Is just VM in microcode
mMVSer: LPAR Is VM for production systems

e Both have value: when and how much?




PIOICESSOIF RESOUNCE/SY/SIEMS
Vianager (BRISM)

Hardware fiunction
Resource partitioning fieature

Replaced VIM/XA MHPGS (Multiple
High-Performance Guests Support)

Reqguired for MPG or LPAR
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e A response to custemer demanad
HAmdanl MDE
H | arger systems
m P effects
H Pricing models

e Up to 15 partitions/system

e Supported by all S/390 processors (except
P/390)

e Exploits PR/SM hardware
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o A better way than V=10 run seme guest
preduction

e Up to six preferred guests
B One V=R guest
—SIE I/O Assist
— Guest recoverny
—Bypass CCW translation
B Up to six (five If V=R defined) V=F guests
—SIE I/O Assist
¢ Exploits PR/SM hardware
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o CPU

e Storage

e |/O

e Coupling

e Resource management

e Configuration management
e Performance

e Performance management
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o CP - Central Precessor:

o | P-Logical Processor

o P - [Logical Partition

e HSA - Hardware System Area

e EMIF - ESCON Multiple Image Facility

e CF - Coupling Facility

o ICMF - Integrated Coupling Migration Facility




CPU

L PAR
m Dedicated or Shared
B Dynamic

HmDedicated CPs are
reserved

BSome VM assists not
available for VM
guests

WIRE

Dedicated or Shared
Dynamic

Dedicated CPs are
dynamic
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e Relative weight per legical processor

e Rolling 32-interval average refreshed every
50 mss

e +/- 1.8% accuracy at full utilization
e Capping Is hard limit on a logical CP basis
e Do not cap unnecessarily or If asymmetric
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e EvVent-driven
m\\ait detection
B Spin loep netification (Diagnose X'44")
B SIGP interpretation

B Preemption for pending /O and timer
Interruptions

e [Ime-driven

25 ms * number of shared CPs
time slice = ----------c-c-cmmmm e e
number of LPs started




EPARISChedUmer Examples

o Five 10-way' LPARSs on a 10-way; shared CPs

time slice = ----=----- = 5 ms

e One 10-way + four 3-way LPARS on a
10-way; shared CPs

time slice = --------- = 11 ms
1*10+4*3
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SehHeaduiing

e Vore complicated due te
H Potential for 1000s of users
N [nteractive service needs

= short time slice
—consistent response time
B CP functions




Storage

LPAR MPG
M nitialland reserved H Default and maximuim
allecations allecations
mDynamically HOnly Expanded Storage
configurable dynamic
mSome complexity H|_ogoff/Logon

B No sharing considerations




EPARISIOAgEe PIaniniing

HSA 16M
Unused Addressability
LP B Reserved 48M
LP_B Initial oo
LP_A Reserved 48M
LP_A Initial
256M

2 X storage size (1024M)

512M Real




EPARISIOagEerAllecaton

HSA 16M

LP A Reserved A8M

LP_B Initial 199M

LP_A Initial

256M

real storage (512M)




VIP& Stelage use

HSA
V=V Area
CP Nucleus
JKreS VM4
N VM3
Pas
3 VM2
V=R Free
V=R Area VM1
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LPAR VIPG
B Dedicated channel m Dedicated or shared
paths devices
—may be configurable B Reconfigure at device
B Shared ESCON paths evel
EVD M |/O throttling
H|/O device partitioning m\Virtual devices

via IOCP B Minidisk cache




Couplinge

LPAR

HmCF LPARS

B Sender channels
— dedicated
—sShared

B Recelver channels
— dedicated

H|CMF

ViVl

m\VM/ESA V2R3 Includes
guest coupling support
(test only)

— CFE virtual machines
—Vvirtual channels

B Session M95: OS/390
Parallel Sysplex Testing
using VM/ESA
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LPAR VPG
H Dedicated CPs H Dedicated CPs
H Processor welghts B SHARE settings
- relative - [elative
mResource capping — absolute
— hard [imit B SHARE limits
B [ime- or event-driven — hard

— SOft




Coniligurationtivianaeenent

LPAR VIPG
m|OCP mUser directory.
mHCD B Dynamic I/O
H | Pxxx frames BATTACH, DETACH,

B Some complex rules DEFINE, LINK




Periermance

LPAR VIPG
mClose to native mClose to native
mCPU sharing and B CPU sharing and share
capping can constrain limits can censtrain
B No penalty for shared /O sharing
paths considerations

m\Virtual devices and
MDC can improve over
native




Perermance Vianagenieni

LPAR VIPG
N Hardware data m\/M menitor data
B SAD frame N INDICATE
B RME or VM/PRE In a B RTM/ESA, VM/PRF,
Logical Partition third-party products

HAccounting data




Measurement Basis: Timers

e [OD Clock

H \Vioeves with real time

m[ PAR and VM/ESA allow guest to set
e Clock Comparator

B Compares with TOD Clock

H Moves with real time
e Processor Timer

B Runs when dispatched

H Stopped when pre-empted




VieastrEmentEronlEmpEasis:
NIMEKS

e Processor timer stepped In Involuntary wail
state

e Results vary depending on LPAR
configuration and processor contention

e Some faclilities (e.g., RMF, CP INDICATE)
calculate CPU utilization incorrectly

e Others (e.g., RTM/ESA, VM/PRE) correctly
use elapsed time denominator




SIngle=CPr Sy Stems

LPAR A= STA

mCannoet dedicate mCannot dedicate
PrOCEesSsor PIOCESSOor

Hm Essentially memory H \More flexible memory
and /O partitioning and I/O partitioning

W \May give slightly better  mMay gain performance
performance for two or through MDC, VDISK
three guests m More adaptive to

dynamic requirements
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o Viany VMisystems run inf LPARS
H Eewer variables
— Configuration
— Perfermance
H Operations viewpoint
—dynamic = uncontrolled
—flexible = unpredictable




@BSENValeRSH(2)

e Some MVSisystems run beside VIVIILPARS
rather than as guests
B MVS erientation
m Historical VM instability:
— Guest survival woerks well
m Historical performance issue

- MVS and VM don’t notice one another 1f CPUs
dedicated
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o | PAR primarily: for MVS shops
mEew Images
mNear native performance
H [hin layer
—dispatcher
—resource manager
B Hardware sharing
—Independent
—Ssecure




Conclusiens (1)

o Use LPARIT

mNo VIVl skills

B No need for VM facilities
—|arge numbers of users
— flexibility
—Vvirtualization
- CMS

B Production sysplex




Conclusiens (2)

o Use VM MPG It

m\/\Viialready installed
H Performance benefits from
—Virtual devices
—virtual disk in stoerage
—minidisk cache
H\Variable configuration reguirements
B Resources available to dedicate
B Number of virtual CPUs > number of CPs
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