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Today‘s Storage Management Challenges

• exponential growth of storage capacity

• Exponential growth of objects (i.e. datasets) to be managed

• Shrinking backup (and recovery) windows

• Budget cuts

• Regulatory compliance

ILM addresses all these items
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Information Lifecycle Management

• ILM is the process of managing information—from creation to 
disposal—in a manner that aligns costs with the changing value of 
information

• ILM includes Tiered Storage Management for efficiency of storage
operations

• Data Lifecycle Management (DLM) is a part of ILM

• ILM is a combination of DLM and Enterprise Content Management 
(ECM)

• ILM addresses legal requirements (“compliance”)
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Storage Management Challenges - Real and Growing

Source:  International Technology Group, Sept 2003
* hardware, software, storage networking, personnel, backup operations, recovery, security

In a typical corporation…

Server-based disk storage
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Disk storage is growing rapidly Storage-related expenditures*, as a % 
of IT budgets, is also growing rapidly
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Source:  International Technology Group, Sept 2003
* hardware, software, storage networking, personnel, backup operations, recovery, security

In a typical Fortune 500 corporation…

Server-based disk storage
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Disk storage is growing rapidly Storage-related expenditures*, as a % 
or IT budgets, is also growing rapidly

Remaining Storage Capacity

Valid Data

Non Business Files

Duplicate data

Stale / Orphan Data

Redundant application data, 
log files, dump files, temporary files

Get more of this

Delete this

Delete / share this

Clean this - Often

Archive this - Often

Invest in storing, 
accessing and 
protecting this

With an On Demand Storage Environment…
Data is categorized
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With an On Demand Storage Environment…
Active files are pooled

SAN

Storage 
Pool

Storage 
Pool

Storage 
Pool

Virtualized
File System

Valid Data

Remaining Storage Capacity
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With an On Demand Storage Environment…
Inactive files are stored in a variable-cost storage hierarchy

Enterprise
class

Mid-range Low-cost

WORM WORM WORM

Automated Manual

Hierarchy
management

Duplication 
management

Media
management

Vaulting 
management

Assist with 
compliance
management

Compress?

Encrypt?
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Storage 
Pool

Virtual
Disk

Virtual
Disk

Virtual
Disk

Virtualized
Disk

Storage 
Pool

Storage 
Pool

With an On Demand Storage Environment…
Infrastructure changes are non-disruptive

SAN

Expand the 
capacity 
available for 
database files Move shared 

directories  to 
a different type 
of storage

All without applications 
or host systems having 
to know anything about 
what is going on

ESSESS

Virtualized
File System

Virtual
Disk

Virtualized
Disk

JBOD

FAStT FAStTnon-
IBM

non-
IBM

Replace an 
aging disk 
subsystem

Load
Balance

Move

Move
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Local File System
Integral Part of OS
NTFS, JFS, FAT…

Local File System
Integral Part of OS
NTFS, JFS, FAT…

Local File System
Integral Part of OS
NTFS, JFS, FAT…

Individually managed

Underutilized capacity

Scalability issues

Availability issues

Performance issues

No DLM functions

Snapshots on box level

IP Network
CIFS/NFS

SERVERNAME / PATH / FILENAME

No Global Namespace

Today‘s File System Islands
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Shared storage

Single namespace 

file sharing 

Single point of admin 

Infrastructure for
DLM

All the clients

All the files

All the time!!!

Common SAN wide
File System

Common SAN wide
File System

Common SAN wide
File System

ROOT

Fileset 1 Fileset 2

Fileset 5

Fileset 4Fileset 3

Fileset 6

Metadata
Server

IP Network

The Global Namespace Solution
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SAN
File System

/Storage Utility
/A /B

/D /E /F/C

Name Space
•Shared by all 
participating servers

2000, 2003Windows
9Solaris (Cl.)
RHE 3.0, Suse 8.0Linux
5.1, 5.2, 5.3AIX (HACMP)

OS VersionPlatform

IBM TotalStorage SAN File System
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DS 
4500

DS 
8000

DS

4100

Storage 
Pool

Storage 
Pool

Storage 
Pool

Good Better BestProject A Project B Project CCustomer 
1

Customer 
2

Customer 
3

SAN
(Fibre, iSCSI)

SAN
File System

ESSSystem 
Pool

Storage Pools
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•Application Servers
(Windows, Linux, AIX, 
Solaris)                                 
•Database Servers
(DB2, Oracle)
•File Servers
(NFS, CIFS)

SAN
(Fibre, iSCSI)

Multiple Storage Pools
User Data Storage

Metadata Store
System Storage

Shared 
Storage 
Devices

2-8 
Metadata 
Servers

IP Network for Client / Metadata Cluster Communications

Admin 
Client

LDAP, Active 
Directory, NIS

LAN Clients

SAN
(Fibre, iSCSI)

Master 
Console

M
et

ad
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a 
Se

rv
er

 C
lu

st
er

File open request 
directed to Metadata 
Server

Metadata server 
gets metadata, 
responds to request

Direct I/O over 
SAN or iSCSI

IBM SAN File System
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SAN FS appears as a new drive in Windows 2000
Supports Long file names and UNICODE
Supports NTFS Access Control List

SAN FS appears as a new File System in UNIX / Linux
"Visible" for native UNIX commands like df
does not support mkfs

Client View
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The IBM SAN File System - Why use it ?

Non disruptive Infrastructure Changes

Single Point of  Management

Policy Based Storage Automation - DLM

Infrastructure Consolidation

Improve Storage Utilization

File Level Flashcopy

File Sharing – homogenous and heterogeneous
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The IBM SAN File System - Why use it ?

Non disruptive Infrastructure Changes

Single Point of  Management

Policy Based Storage Automation - DLM

Infrastructure Consolidation

Improve Storage Utilization

File Level Flashcopy

File Sharing – homogenous and heterogeneous
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SAN
(Fibre, iSCSI)

Multiple Storage Pools
User Data Storage

Metadata Store
System Storage

Shared 
Storage 
Devices

2-8 Metadata 
Servers

IP Network for Client / Metadata Cluster Communications

Admin Client

LDAP, Active 
Directory, NIS

LAN Clients

SAN
(Fibre, iSCSI)

Master 
Console

M
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/Fileset CRM
/Data 1

/Databases
/Logs

/Data 2
/Data 3

/Fileset HR
/Data 1
/Data 2
/Data 3

/Fileset Finance
/Data 1
/Data 2

W
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do
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s

W
in
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w

s

Li
nu

x

File Sharing
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The IBM SAN File System - Why use it ?

Non disruptive Infrastructure Changes

Single Point of  Management

Infrastructure Consolidation

Improve Storage Utilization

File Level Flashcopy

File Sharing – homogenous and heterogenous

Policy Based Storage Management - DLM
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SAN
(Fibre, iSCSI)

Metadata Store
System Storage

Shared 

Storage

Devices

2-8 Metadata 
Servers

IP Network for Client / Metadata Cluster Communications

Admin Client

LDAP, Active 
Directory, NIS

LAN Clients

SAN
(Fibre, iSCSI)

Master 
Console

M
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a 
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POOL_A
fast/reliable

POOL_B
cheap

POOL_C
Temp

P O L I C Y
RULE ’Rule1’ SET STGPOOL ’POOL_C’ WHERE NAME LIKE ’*.tmp’
RULE ’Rule2’ SET STGPOOL ’POOL_A’ WHERE NAME LIKE ’*.DB2’
RULE ’Rule3’ SET STGPOOL ’POOL_B’ WHERE NAME LIKE ’*.mp3’
RULE ’Rule4’ SET STGPOOL ’POOL_A’ WHERE DAYOFWEEK(CreationDate) == 7
RULE ’Rule4’ SET STGPOOL ’POOL_B’ WHERE USER_ID == ‘MUELLER’

SAP.DB2File.tmp
Music.mp3

User 
MUELLER

xyz.doc

Policy based Storage Automation – File Placement

LAN Clients
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SAN
(Fibre, iSCSI)

Metadata Store
System Storage

Shared 

Storage

Devices

2-8 Metadata 
Servers

IP Network for Client / Metadata Cluster Communications

Admin Client

LDAP, Active 
Directory, NIS

LAN Clients

SAN
(Fibre, iSCSI)

Master 
Console
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POOL_A
fast/reliable

POOL_B
cheap

POOL_C
Temp

SANFS
Administrator

\root\docs\xyz.pdf

mvfile -pool POOL_B -client client03 /root/docs/xyz.pdf

Policy based Storage Automation – manual File Movement
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SAN
(Fibre, iSCSI)

Metadata Store
System Storage

Shared 

Storage

Devices

2-8 Metadata 
Servers

IP Network for Client / Metadata Cluster Communications

Admin Client

LDAP, Active 
Directory, NIS

LAN Clients

SAN
(Fibre, iSCSI)

Master 
Console
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POOL_A
fast/reliable

POOL_B
cheap

POOL_C
Temp

P O L I C Y
RULE ’MyRule1’ MIGRATE FROM POOL ’POOL_A’ TO POOL ’POOL_B’
WHERE AGE > 30 DAYS AND SIZE > 500MB

RULE DELETE FROM POOL ’POOL_A’ FOR FILESET (’docs’) WHERE AGE > 365 DAYS

Policy based Storage Automation – Data Lifecycle Management
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SAN File System

Database today with all data 

Partitioning by date range

Database organized by date range

SAN File System
Migrates databases

To the correct tier of storage

Database users experience no disruption, 
need to make no changes 

Integration with Databases
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Policy Based Storage Automation - DLM

The IBM SAN File System - Why use it ?

Non disruptive Infrastructure Changes

Single Point of  Management

Infrastructure Consolidation

File Level Flashcopy

File Sharing – homogenous and heterogenous

Improve Storage Utilization
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SAN / iSCSI

File
System

File
System

File
System

File
System

Each server has its own file 
system that must be 
individually configured and 
managed

At least one LUN per computer

Managing dozens if not 100’s 
of LUNs

Physically dedicate disk space 
that may or may not be utilized

Average Utilization: 52% 
(Industry Average: 40% - 50%)

100GB Storage
25GB Data

25% Utilization
50GB Storage

36GB Data
72% Utilization.

200GB Storage
115GB Data

58% Utilization

Result…
Poor Storage Utilization

Storage Utilization Today



IBM Systems and Technology Group

25

One file system, configured 
and managed centrally

Managing a few LUNs rather 
than dozens or hundreds

LUNs defined as storage 
pools based on business 
needs

Host over allocation of 
storage space enables 
simplified management and 
higher efficiencies

Average Utilization: 93%

SAN
File System

File
System

File
System

File
System

File
System

Low Performance
4TB Storage
3.8TB Data

95% Utilization

Medium Performance
4TB Storage
3.6TB Data

90% Utilization

High Performance 
2TB Storage
1.9TB Data

95% Utilization

Result…
Optimized Storage Utilization

SAN / iSCSI

Improving Storage Utilization
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Improve Storage Utilization

Policy Based Storage Automation - DLM

The IBM SAN File System - Why use it ?

Non disruptive Infrastructure Changes

Single Point of  Management

Infrastructure Consolidation

File Sharing – homogenous and heterogenous

File Level Flashcopy
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SAN File System (T:)

Projects

Customer A

Customer B

Project Files Project X

Project Files Project Y

Product Documentation

Product Number 5112

Current Files

Product Number 6112

Projects

Customer A

Customer B

Project Files Project X

Project Files Project Y

Product Documentation

Product Number 5112

Current Files

Product Number 6112

SAN File System (T:)

.flashcopy

Image 06.05.2005

Projects

Customer A

Customer B

Project Files Project X

Project Files Project Y

Product Documentation

Product Number 5112

Current Files

Product Number 6112

Projects

Customer A

Customer B

Project Files Project X

Project Files Project Y

Product Documentation

Product Number 5112

Current Files

Product Number 6112

Projects

Customer A

Customer B

Project Files Project X

Project Files Project Y

Product Documentation

Product Number 5112

Current Files

Product Number 6112

File Level Flashcopy
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Datafile.pdf

Data Block
1

Data Block
2

Data Block
3

Data Block
4

Data Block
5

Data Block
6

Data Block
7

Data Block
8

Data Block
9

Data Block
10

Original File

Application

Operating System

SAN FS Client

Update File

Data Block
1‘

updated

Data Block
3‘

updated

Datafile.pdfFlashcopy

File Level Flashcopy
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Improve Storage Utilization

Policy Based Storage Automation - DLM

The IBM SAN File System - Why use it ?

Single Point of  Management

Infrastructure Consolidation

File Sharing – homogenous and heterogenous

File Level Flashcopy

Non disruptive Infrastructure Changes
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SAN
File System

SAN
(Fibre, iSCSI)

Storage 
Pool

Storage 
Pool

Storage Pool

Volume Drain

Automatically move files to like 
and unlike storage devices in 
the same storage pool

No need to stop application 
processing during volume 
drain

Non Disruptive Infrastructure Changes
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Improve Storage Utilization

Policy Based Storage Automation - DLM

The IBM SAN File System - Why use it ?

Single Point of  Management

File Sharing – homogenous and heterogenous

File Level Flashcopy

Non disruptive Infrastructure Changes

Infrastructure Consolidation
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SAN
File System

Storage 
Pool

Storage 
Pool

Storage 
Pool

Server
Consolidation

Simplify 
consolidation

Minimize downtime

SAN
(Fibre, iSCSI)

Server Consolidation - Minimize Application Downtime
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Backup
Server

SAN
File System

Storage 
Pool

Storage 
Pool

Storage 
Pool

Bkup
agent

Bkup
agent

Bkup
agent

Bkup
agent

New
Efficiencies

Consolidate 
backup agents

Single point for 
virus scanning

Reduces 
ongoing 
maintenance 
complexity

Potential cost 
reduction

SAN
(Fibre, iSCSI)

Backup Consolidation - Simplify Operations With Centralized Services
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Monitor

What are your storage assets?

Do your allocations match 
expectations?

What is your current utilization?

Do you have at-risk file 
systems?

Do you have allocated, but 
unused database space?

IBM TotalStorage Productivity Center for Data
single point for accounting
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Improve Storage Utilization

Policy Based Storage Automation - DLM

The IBM SAN File System - Why use it ?

File Sharing – homogenous and heterogenous

File Level Flashcopy

Non disruptive Infrastructure Changes

Infrastructure Consolidation

Single Point of  Management

IBM SAN File System - Value Proposition
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performed via
SAN FS Console (Web-based)
Command Line Interface - tanktool

SSH / SSL
Authentication against LDAP

secure
SAN

(Fibre, iSCSI)

Multiple Storage Pools
User Data Storage

Metadata 
Store

System 
Storage

Shared 
Storage 
Devices

2-8 
Metadata 
Servers

IP Network for Client / Metadata Cluster Communications

Admin 
Client

LDAP, 
Active 

Directory, 
NIS

LAN Clients

SAN
(Fibre, iSCSI)

Master 
Console

M
et

ad
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a 
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er

 C
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st
er

Single Point of Management



IBM Systems and Technology Group

37

IBM TotalStorage SAN File System V3.1 (target GA 1Q2006)

Enhance ILM policy language to support 
additional selection criteria
― File create time (age)
― File modification time (time since last modified)
― File name

Extend policy based tiered storage 
management to include tape
― Integrated with TSM for migrating data to tape or secondary 

disk storage 
― SAN File System controls migration policy to move files to 

TSM
― Treats TSM tape pool or disk storage as a virtual storage 

pool  
― Metadata of offline objects (files moved to TSM) is 

maintained in SAN File System namespace
― SAN File System policy control over deletion of offline files 
― Support manual operations on offline files: list, delete
― Support for AIX and Linux archive clients only (can archive 

Windows files using these clients)

SAN

SAN File System

Tier 1 Tier 2 Tier 3
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Business-Case (standard – no ILM)

100 Server
100 TB Storage capacity
File-System usage 50%
All  data stored on highend storage devices (DS8000)
― purchase costs: 20€ / GB
― Migration costs: 8€ / GB
― Depreciation period 36 months

Purchase costs = 2,0 Mio €
Migration costs = 0,8 Mio €

2,8 Mio € / 50TB used cap. / 36 month = 
1,56 € / used TB / month 
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Business-Case (with SAN-FS)

100 Servers (100 processors) 
100 TB Storage capacity
File-System usage 90%
30% of the data is stored on highend storage devices (DS8000)
30% of the data is stored on “medium class” storage devices (DS4500)
40% of the data is stored on low-end storage devices (DS4100)
― HW purchase costs: 20€ / GB (DS8000), 10€ / GB (DS4500), 5€ / GB (DS4100)
― No Migration costs:
― Depreciation period 36 months

HW Purchase costs = 100.000 * (0,3*20 + 0,3*12 + 0,4*5) = 1,16 Mio €
SW-Costs: 40.000€ (MetaDataServer), 100 * 2.000 € (Clients) + 

100.000 € SW-Maintenance for 3 years = 0,34 Mio €

1,5 Mio € / 90TB used cap. / 36 month = 0,46 € / used TB / month 
(1,56 € / used TB / month in a non SAN-FS environment)
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Business-Case 2 (with SAN-FS)

200 Servers with 2 processors each (400 processors in total)
100 TB Storage capacity
File-System usage 90%
30% of the data is stored on highend storage devices (DS8000)
30% of the data is stored on “medium class” storage devices (DS4500)
40% of the data is stored on low-end storage devices (DS4100)
― HW purchase costs: 20€ / GB (DS8000), 10€ / GB (DS4500), 5€ / GB (DS4100)
― No Migration costs:
― Depreciation period 36 months

HW Purchase costs = 100.000 * (0,3*20 + 0,3*12 + 0,4*5) = 1,16 Mio €
SW-Costs: 80.000€ (4 System-MetaDataServer), 400 * 2.000 € (Clients) + 

350.000 € SW-Maintenance for 3 years = 1,23 Mio €

2,39 Mio € / 90TB used cap. / 36 month = 0,74 € / used TB / month
(1,56 € / used TB / month in a non SAN-FS environment)
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What about compliance ?

Where do I have to store my “compliance” data ?

Who manages retention policies ?

What are the legal requirements ?
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International Laws
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Some regulations tell you how to store data:

“(ii) The electronic storage media must: 

(A) Preserve the records exclusively in a non-rewriteable, 
non-erasable format; .”2

2 SEC 17a-4 (f) (2) 
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While Some Regulations tell you what to do (or not to do)

“SEC. 802. CRIMINAL PENALTIES FOR ALTERING DOCUMENTS.
(a) IN GENERAL.—Chapter 73 of title 18, United States Code, is amended by 
adding at the end the following:
‘‘§ 1519. Destruction, alteration, or falsification of records in Federal 
investigations and bankruptcy
‘‘Whoever knowingly alters, destroys, mutilates, conceals, covers up, falsifies, or 
makes a false entry in any record, document, or tangible object with the intent to 
impede, obstruct, or influence the investigation or proper administration of any 
matter within the jurisdiction of any department or agency of the United States or 
any case filed under title 11, or in relation to or contemplation of any such matter 
or case, shall be fined under this title, imprisoned not more than 20 years, or 
both.”1

1 Sarbanes-Oxley Act of 2002
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IBM Tivoli Storage Manager for Data Retention

Interfaces with ECM (Enterprise Content Management) applications through 
TSM-API

Offers nearly the same capabilities like SAN-FS
― Policy based data management

― Incorporated storage-hierarchy (HSM)

― Planned integration with SAN-FS
(TSM-API support from SAN-FS)

Data Retention Protection
― Data will not be deleted until the retention criteria for the object is satisfied

Usually Retention period is controlled by ECM-application 
(or Records Manager)
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IBM TotalStorage Data Retention 550 (DR550)

A comprehensive offering designed to 
provide non-rewriteable and non-erasable 
policy based storage management 

Autonomic policy based data migration

Attaches to IP Network via secure access 
API

Many redundant components for high 
availability

Integrated Solution
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Summary

DR550 is the solution for data archival in a regulated environment

SAN-FS lowers TCO and provide significant benefits for all file-system data
― Increase storage utilization (from 40-50% up to more than 90%)
― Non-disruptive infrastructure-changes (expansion and shrinking of storage pools)
― Policy based, tiered Storage Automation (better than DFHSM)
― Automatic data migration (even if datasets are in use)
― Space efficient FlashCopy for all data (about 10% capacity for FlashCopies)
― Shorter Backup-windows and faster Recovery with FlashCopy.
― Infrastructure Consolidation (Backup, Virus-Scanning, Accounting etc.)
― Convergence of SAN and NAS
― Single point of Management

Why don’t you start saving money today ?


