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IBM System z famil

= Announced 7/05 - Superscalar Server with up to 64
PUs
= 5 models — Up to 54-way
= Granular Offerings for up to 8 CPs
= PU (Engine) Characterization
» CP, SAP, IFL, ICF, zAAP, zIIP
= On Demand Capabilities
» CUoD, CIU, CBU, On/Off CoD
= Memory — up to 512 GB
Channels
» Four LCSSs
» Multiple Subchannel Sets
» MIDAW facility
» 63.75 subchannels
» Up to 1024 ESCON channels
» Up to 336 FICON channels
» Enhanced FICON Express2 and 4
» 10 GbE, GbE, 1000BASE-T
» Coupling Links
= Configurable Crypto Express2
= Parallel Sysplex clustering
= HiperSockets — up to 16

Up to 60 logical partitions
Enhanced Availability
Operating Systems
» z/0S, z/VM, z/VSE, TPF, z/TPF, Linux on System z9

= Announced 4/06 - Superscalar Server with 8 PUs

2 models — Up to 4-way
High levels of Granularity available
» 73 Capacity Indicators
PU (Engine) Characterization
» CP, SAP, IFL, ICF, zAAP, zIIP
On Demand Capabilities
» CUoD, CIU, CBU, On/Off CoD
Memory — up to 64 GB
Channels
» Two LCSSs
» Multiple Subchannel Sets
» MIDAW facility
» 63.75 subchannels
» Up to 420 ESCON channels
» Up to 112 FICON channels
» Enhanced FICON Express2 4 Gbps
» 10 GbE, GbE, 1000BASE-T
» Coupling Links
Configurable Crypto Express2
Parallel Sysplex clustering
HiperSockets —up to 16
Up to 30 logical partitions
Enhanced Availability
Operating Systems
» z/OS, z/OS.e, z/VM, z/NSE, TPF, z/TPF, Linux on
System z9

= Announced 2/08 - Server with up to 77 PUs
= 5 models — Up to 64-way
= Granular Offerings for up to 12 CPs
= PU (Engine) Characterization
» CP, SAP, IFL, ICF, zAAP, zIIP
= On Demand Capabilities
» CUoD, CIU, CBU, On/Off CoD, CPE

= Memory —upto 1.5TB
= Channels

» Four LCSSs

» Multiple Subchannel Sets

» MIDAW facility

» 63.75 subchannels

» Up to 1024 ESCON channels

» Up to 336 FICON channels

» Enhanced FICON Express2 and 4

» 10 GbE, GbE, 1000BASE-T

» InfiniBand Coupling Links*
Configurable Crypto Express2
Parallel Sysplex clustering
HiperSockets —up to 16
Up to 60 logical partitions
Enhanced Availability
Operating Systems

» z/0S, z/VM, z/VSE, TPF, z/TPF, Linux on System z

* All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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IBM z10 EC continues the CMOS Mainframe Heritage
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Designed for improved server performance and
scalability with faster and more processors and
improved dispatching synergy

= The z10 EC can deliver, on average, up to 50% more performance in a n-way configuration than an
IBM System z9® Enterprise Class (z9™ EC) n-way

» The uniprocessor can deliver up to 62% more performance than z9 EC uniprocessor *
= The z10 EC 64-way can deliver up to 70% more server capacity than the largest z9 EC**

= Introducing HiperDispatch for improved synergy with z/OS® operating system to help deliver scalability
nd performance

4.4 GHz processor chip
Hardware Decimal Floating Point

Customer Engines

v

Capacity
Significant capacity for traditional growth and consolidation

* LSPR mixed workload average running z/OS 1.8 - z10 EC 701 versus z9 EC 701
** This is a comparison of the z10 EC 64-way and the z9 EC S54 and is based on LSPR mixed workload average running z/OS 1.8
* All performance information was determined in a controlled environment.
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System z10 EC Operating System Support

Operating System E(gf\/ SI?)O Z/Ar(%';'_tbeif)ture
z/OS Version 1 Releases 7, 8 and 9 No Yes
Linux on System z(®, RHEL 4,5 & SLES 9, 10 No Yes
z/VV\M Version 5 Release 203 and 3() No Yes
z/V'SE Version 3 Release 124 Yes No
z/V'SE Version 4 Release 1(20) No Yes
z/TPF Version 1 Release 1 No Yes
TPF Version 4 Release 1 (ESA mode only) Yes No

N =

z/0S R1.7 + zIIP Web Deliverable required for z10 EC to enable HiperDispatch
Compatibility Support for listed releases. Compatibility support allows OS to IPL and operate on z10 EC

3. Requires Compatibility Support which allows z/VM to IPL and operate on the z10 EC providing System z9

functionality for the base OS and Guests.

4.  z/VSE v3. 31-bit mode only. It does not implement z/Architecture, and specifically does not implement 64-bit mode
capabilities. z/VSE is designed to exploit select features of IBM System z10, System z9, and zSeries hardware.
5.  z/VSE V4 is designed to exploit 64-bit real memory addressing, but will not support 64-bit virtual memory addressing

Note: Refer to the z/OS, z/VM, z/VSE subsets of the 2097DEVICE Preventive Planning (PSP) bucket prior to installing a z10 EC
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Changes in 2007 and 2008

= 02/28/2007 - End-of-Service for VSE/ESA V2.7 effective

= 083/16/2007 - z/VVSE V4.1 General Availability

= 03/16/2007 - SecureFTP PTF available

= 04/18/2007 - IBM System z9 EC and z9 BC Enhancements

= 05/18/2007 - IBM TS1120 encrypting tape PTF available for z/VSE V4.1

= 06/05/2007 - End-of-Marketing for z/VSE V3.1 announced (effective 5/31/2008)
= 06/18/2007 - IBM TS1120 encrypting tape PTF available for z/VSE V3.1

= 06/29/2007 - z/VM V5.3 General Availability

= 07/10/2007 - IBM TS3400 Tape Library attachment to System z

= 08/07/2007 - End-of-Service for z/VSE V3.1 announced (effective 7/31/2009)

= 08/09/2007 - DL/1 enhancement (up to 10 datasets for HD databases) available

= 10/09/2007 - z/\/SE V4.2 Preview

= 10/09/2007 - Encryption Facility for z/VSE V1.1 announced (available 11/30/2007)

= 10/10/2007 - SCRT V14.2 available for z/VSE V4.1

= 11/14/2007 - IBM DB2 Server for VSE & VM V7.5 announced (available 11/30/2007)
= 11/30/2007 - z/VSE V4.1.1 available

= 01/18/2008 - z/VVSE V3.1.3 available

= 02/26/2008 - IBM System z10 Enterprise Class
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MWLC - Introduced with z/VSE V4.1 on System z9

Price for representative z/VSE stack /
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= “I just got our April software bill from IBM for the first month on our z9 under z/VSE 4.1
and MWLC. We were paying $22,965 per month on our z800 under z/VSE 3.1.2. The
April bill is for the same software and it is $12,318: a difference of $10,647 per month.”

Mike Moore, IT Manager, Alabama Judical Datacenter, Alabama
*Sample software stack includes: VSE CF V8, HLASM, VTAM, DITTO, COBOL
IBM Systems
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Press and Analyst Articles

r 4 OURNAL

MWLC for z/VSE 4.1:

Can It Save You Software Costs? e e L
By John Lawson Exploiting Technology

Prepared for:
IEM Corporation

E!illlt'le Nomine Associates Eh-2007-04 568-2-01

43588 Blacksmith Sguars August, 2007

Ashburn. VA 20147 SMA Proprietary — Confidentia

ZWEE Roadiman

& Swplarber 20407

Source: z/Journal, April / May 2007 Source: Sine Nomine Associates, August 2007
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z/VSE Sub-Capacity Tools

= CMT: Capacity Measurement Tool
» Announced and available with z/VSE V4 since March 16, 2007
» Can be activated on z9 BC, z9 EC, and z10 EC models only
» Requires z/Architecture mode = z/VSE V4 only
» Collects data for LPARs and/or guest machines running under z/VM 5.2 (or later)
» Implemented as a new z/VSE V4 system task
» Output from CMT is input for SCRT

= SCRT: Sub-Capacity Reporting Tool #
» Net announced and ret available for z/VSE V4.1

» Requiresz/fOS-systemtoexecute-
> Analyzes SCRT89 records as produced by CMT on z/VSE V4.1

» Output from SCRT is a report, similar to a spreadsheet report
» Customers must send that report to the IBM billing department via Web interface

= SCRT: Sub-Capacity Reporting Tool
» Announced for z/VSE V4.1 on October 9, 2007
» Available as SCRT V14.2 since October 10, 2007
» Planned to be integrated into z/VSE V4.2 (when available)

GSE Conference, April 2008, Bonn IBM Systems
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z/VSE V4.1 Overview

/VSE V4.2 Preview

" Preview 4/27/2006, Announce 1/9/2007, General Availability 3/16/2007

= z/Architecture mode only

» 64-bit reakaddressing (31-bit virtual addressing)
eup teal processor storage
» IBM Syste 9 EC, z9 BC, 210 EC servers

» IBM eServer zSeries 990, 890, 900, 800 servers

= Capacity Measurement Tool (CMT)
» Fulfills SoD from July 2005
* New MWLC pricing metrics (System z9/z10
' ity MWL C price points
dr added price/perfo

AES-128)
» Configurable Crypto Express2 (add accelerator g

» TS1120 encrypting tape
» SecureFTP

= SOA and interoperability improvements
= CICS TS upported w/ z/VSE V4.1

= FSU from z/VSE V3.1 and VSE/ESA V2.7

only)‘z

rmance

ptlon /

Clients

PIE Strategy

IBM System
Storage and
TotalStorage

1T

n z/VSE V4

Linux on
System z Connectors (std CP
(IFL engines) 1 u engines)

A
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DB2 Connect™ / DB2 UDB DRDA®
WebSphere MQ
VSE e-business connectors
VSE SOA Web services

LPAR or
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LPAR or

z/VM IBM System z9

Business services Trans/Data services

= Implemented 22 customer requirements
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z/VSE V4.2 — What's changed

, What‘s new ?

= Preview Oct 9, 2007; planned availability 4Q2008

= z/Architecture mode only

» 64-bit real addressing (31-bit virtual addressing)
eup to 32 GB real processor storage

» IBM System z9 EC, z9 BC, z10 EC servers

» IBM eServer zSeries 990, 890, 900, 800 servers

= More than 255 VSE tasks

» Enable growth, ease migration to CICS TS
= Sub-Capacity Reporting Tool (SCRT)
» Available now with z/VSE 4.1 (and later)

= Encryption Facility for z/VSE V1.1

» Optional priced feature on z/VSE V4.1 (and later
» MWLC enabled

= Added support for System Storage
» TS3400 Tape Library
» TS7740 Virtualization Engine

= CICS TS & CICS/VSE supported w/ z/VSE V4.2

» Statement of Direction (SoD) for CICS/VSE
= FSU from z/VSE V3.1 and z/VSE V4.1

IBM System
Storage and
TotalStorage

PIE Strategy

1T

A

ot
Linux on z/VSE V4
System z (std CP
(IFL engines) engines)

CICS Transaction Gateway ECI
HOD/HATS
DB2 Connect™ / DB2 UDB DRDA®
WebSphere MQ
VSE e-business connectors
VSE SOA Web services

Business services

£
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/
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z/VSE Roadmap

z/NSE V4.1 March 16, 2007

e z/Architecture only
e 64-bit real addressing
o MWLC full & sub-cap pricing

z/VNSE V3.1* March 4, 2005
e zSeries features, FCP/SCSI
e 31-bit mode only

VSE/ESA V2.7 March 14, 2003

e enhanced interoperability
e ALS2 servers only

& s VSE/ESAV2.6  Dec 14, 2001
‘§®‘§V§ o last release to support pre-G5 servers
O
S
v VSE/ESA V2.5  Sept 29, 2000

e interoperability
e e-business connectors

VSE/ESA V2.4 June 25, 1999
e CICS Transaction Server for VSE/ESA
e e-business

*Note: z/VSE V3 can operate in 31-bit mode only. It does not implement z/Architecture and specifically does not implement 64-bit mode capabilities.
z/VSE V3 is designed to support selected features of IBM System z hardware.

GSE Conference, April 2008, Bonn IBM Systems
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z/VSE Roadmap

z/VSE V4.2 - Preview Oct 9, 2007
e More tasks, more memory
¢ EF for z/VSE, SCRT on z/VSE
e SoD for CICS/VSE

z/NSE V4 1 March 16, 2007
e z/Architecture only
e 64-bit real addressing
e MWLC full & sub-cap pricing

&
@
Q@ R ZIVSE V3.1*  March 4, 2005
Q?S e zSeries features, FCP/SCSI
\6\ e 31-bit mode only

VSE/ESA V2.7 March 14, 2003

e enhanced interoperability
e ALS2 servers only

VSE/ESA V2.6 Dec 14, 2001

e last release to support pre-G5 servers

VSE/ESA V2.5 Sept 29, 2000

e interoperability
e e-business connectors

VSE/ESA V2.4 June 25, 1999
e CICS Transaction Server for VSE/ESA
e e-business

Statement of Direction **

z/VSE V4.2 is planned to be the
last release to offer CICS/VSE.

*Note: z/VSE V3 can operate in 31-bit mode only. It does not implement z/Architecture and specifically does not implement 64-bit mode capabilities.
z/VSE V3 is designed to support selected features of IBM System z hardware.
** All statements regarding IBM’s plans, directions, and intent are subject to change or withdrawal without notice.
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Encryption Facility for z/VSE V1.1

= Announce: Oct-09-2007
= GA: Nov-30-2007

= Optional priced feature for VSE Central Functions V8
» requires z/VSE V4.1 or later
» MWLC-eligible
= Requires CP Assist for Cryptographic Function (CPACF)
» no charge feature
» only on z990, 2890, z9 EC, z9 BC, and z10 EC servers
= Extends affinity between z/VSE and z/OS
» function roughly equivalent to EF for z/OS V1.1
» compatible with EF for z/OS V1.1 (Encryption Facility System z format)

o EF for z/VSE tapes can be read by EF for z/VSE, EF for z/OS, EF for z/OS Java Client, and
Decryption Client for z/OS

e EF for z/OS V1.1 and EF for z/OS Java client tapes can be read by EF for z/VSE V1.1
= Complements z/VSE support for IBM TS1120 tape
» TS1120 preferred solution for high volume backup/archive
» EF option for limited backup/archive and/or exchange with partners with no TS1120

GSE Conference, April 2008, Bonn IBM Systems
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Agenda

= IBM System z10 Enterprise Class
= z/VSE

—» = z/VM and Linux on System z

e z/NM V5.3
e Project ‘Big Green’
e Linux Distributions

= Middleware and Systems Management Solutions
= IBM/GSE European Conference for VM/VSE + Linux

= Summary
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Extreme Virtualization with z/VM V5.3

z/VM can provision virtual machines with a mix of real and virtual
resources with exceptional levels of scalability, availability and security

Optimize virtual servers

Configure virtual

Simulate resources
not in the LPAR

<— Up to 8 TB* (in aggregate)

Add virtual CPUs
non-disruptively (up to 64)

with machines
dedicated real rgspurces with|z/VM-unique|faLilities
Linux Linux Linux CMS z/OS
Viral [ 1 T 1
Resources 1 e -
—| |EE| mm oommoo m mO
B mm OOOO00 <
z/NM
LPAR
Real —_] /O and Network
Resources - Memory
—
OO0 OEEE ., D000 OO0EE
OEE0E EOEEE OENEE EEEE

< Up to 256 channel paths
<— Up to 256 GB*

«— Up to 32 CPUs*

* z/NM V5.3 maximums
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Press on z/VM V5.3
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IBEM Supercharges Mainframe Virtualization

Helping Customers Reduce Server Sprawl, Company Launches New
Scalability Enhancements to Support the Industry’'s Largest Number
of Virtual Images on a Single z/VM

ARMONK, NY - 06 Feb 2007: IEM (NYSE: IBM) today announced expanded
scalability enhancements to the industry's most powerful virtualization
technology z"WM. With this new releaze, z/WVM wverszion 5.3 can now host the
industry's largest number of virtual images on a single hypervisor --
virtualization technology that makes one computer look like multiple
computers -- allowing customers to further optimize and consolidate their
infrastructures,

Internal testing conducted by IBM reveals that the new virtualization product
release can host more than 1,000 virtual images on a single copy of /WM.
The new =software, which can be used to replace many physical servers with
"wirtual" ones running in a single mainframe, helps customers lower energy
consumption and other costs associated with data centers that have large
numbers of single-application servers.

The announcement follows a year of remarkable growth and interest in the
mainframe at IBM, as System z has chalked three consecutive quarters of
growth, thanks in part to ite advanced virtualization capabilities.

The latest z"WV'M releaze helps clients prepare for data center growth by
offering support for larger memory configurations which are designed to help
clients eliminate the need to spread large virtual-machine based workloads
across multiple copies of /WM.
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Consolidation and Virtualization Case Studies

Case Study: Nationwide Uses Linux and
High-Power Virtualization for Web Presence
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IEM Case Study

Nexxar Group transfers to
IBM System z9 Business Class for
cost savings
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40,000 booabiors across 105 countnes.
The campary provides mengy ransfa
senices undar several of fls cen
brords ond also as a white-obal otier-
ing 1o cthar fnarcil sarvicas providars.

Mavoar hars growan rapidly through oor-
porata acquisticons, and plns to cen-
tinua groswing in this vy, To arable
scquistions 1o ba sty nbegrmed ima
s busingss, and to support the

306.ibm.com/software/success/cssdb.nsf/CS/STRD-
6VHGK2?0OpenDocument&Site=swzseries&cty=en_us
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Project ‘Big Green’

IBM to reallocate $1 billion each year:

To accelerate “green” technologies and services

To offer a roadmap for clients to address the IT energy crisis while
leveraging IBM hardware, software, services, research, and financing teams

To create a global “green” team of almost 1,000 energy efficiency specialists
from across IBM

Re-affirming a long standing commitment at IBM:

Energy conservation efforts from 1990 — 2005 have resulted in a 40%
reduction in CO, emissions and a quarter billion dollars of energy savings

Annually invest $100M in infrastructure to support remanufacturing and
recycling best practices

Will double compute capacity by 2010 without increasing power
consumption or carbon footprint saving 5 billion kilowatt hours per
year ... equals energy consumed by Paris — “the City of Lights™.

What “green” solutions can mean for clients:

For the typical 25,000 square foot data center that spends $2.6 million in
power annually, energy costs could be cut in half

Equals the reduction of emissions from taking 1,300 automobiles off

of the road




| News about z/VM, z/VSE, and Linux on System z

IBM consolidates its own Data Centers for large Savings

Your IT Cost may vary:

Varied Distributed Workloads

» 23,000 processor cores going to 1,782 IFLs 5-Year IT Cost Study Results

» +80% energy reduction
» +85% space reduction

= 180% greater utilization

Potential 5-Year IT Cost Savings

» 30% average utilization going to over 85% i
= Reduced people cost through virtualization .
» Freeing up resources for growth opportunities & - 40% Less
. . . . X |
= Potential for dramatic reductions in software - IT Cost
expense for processor based licenses Q
Elimination of 23,000 SW licenses and related on- § 1 BTotal IT
going S&S costs S Cost
= Significant reductions in power and cooling '-|'_J ]
costs are possible =]
» Less Stress on Data Center Infrastructure § -
= Significant reductions in IT Data Center square * .
footage are likely -
» Enables growth and better utilization of facilities h
3,900 x86 & 3329 EC
UNIX servers IFL servers
Workload consolidation using Linux on a Linux on
g BEFORE System 29

mainframe may result in over 40% IT Cost savings.
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New Red Pieces

Draft Document for Aesiow Scplombser 8, 2007 1:10 pm SE34-7318-00

Introduction to the New
Mainframe: z/M
Basics

Understand introductory z7VM
concapts

Learn kagie system administration

tazha to manage your system

Study z'VM performance,
networking and s=curity

Lydla Parzaks
EllM. Dow
Klaus Egaler
Jagen J. Herme
cive Jordan
EdI Lopes Alvos
Eravimangsiath P, Havoen
Maniy & Pattabhiraman
Kyle Smith

_—_ Redbooks

SG24-7316-00

GSE Conference, April 2008, Bonn
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Redpaper

Steve Womer
Rick Troth
Mike Maclsaac

Sharing and maintaining Linux under z/VM

@ Copyright IBM Corp. 2008. All rights reserved.

Lange operaling systems, such as 20058, have, or several decades, taken advantage of

shurad file strctumes. Thi benefits of a shared file structure are reduced disk space,

simplified mainterance, and simpliied systams managemant. This IBME Redpaper

daacibes how to create a LinuE solution with shared file systerms on IBM Systam z™

hardware (the mainframa) running undar zWVME: [talso describes a maintenance systam

where the same Linux image exists on a test, mainterance and godd viriual sarvers. Tha

banafits of such a systam ara:

» Extramaly efficient resource sharing, which maximizes the business value of running
Linwe on System z

» Saff productivity because fewer paople are needed to manage a lange-ecale virtual saner
erviranmant unning on WM

»  Opemational flexibility because companies can take advantage of and uss their IT
nfrastructure to enhance business reeults

Maote: A word of caution and a disclaimesr are necessary, The techniques that we describe
in this paper are not simple to implement ard require both 2°WM and Linws on Systsm z
skills. Further, itis not guarantesd that such a systermn will b= supported. Therafore, you
naed b check with your Linu distributor ard your suppart arganization to werify that the
changes that we describe in this paperwill be supported. This being =aid, this papsr is
bazad on a system that was implementad ard iz in preduction at Natiorwide Mutual
Ireurancs Gompary:

Thiz paper is divided into the following parts:

» “Read-only root Linux" on page 2 describea the shared root file structure and the
mainterancs systam.

= “Building a read-write maintanance systerm” on page 18 describes how to creats the
mainterance systam using corventional Lino: imagee with read-write d rectories,

» “Building & read-only root system” on page 35 describes how to create Linux systamsa with
onhy cartain file systema mad-write. Most are read-onhy, including the root file systam

» “Contants of tar file” on page 46 lists all the Linu scrpts, 20V REX™ EXECs, and
configuration files that are available in the tar file that is associated with this paper

Thiz paper is based on zWM Version 5.3 and Mowell SUSE Linux Enterprise Server 10,

ibm.comiredbooke 1
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| News about z/VM, z/VSE, and Linux on System z z =

Distributions for Linux on System z

Latest service
level

25 GSE Conference, April 2008, Bonn IBM Systems



| News about z/VM, z/VSE, and Linux on System z

Which System z HW runs on what Distribution ?

= IBM Partners supporting Linux on System: Novell and Red Hat
» IBM Linux on System z development maintains and supports System z specific code for

S/390 zSeries System z
G5, G6 z900, z800 2990, z890 System z9 EC, System z9 BC
System z10 EC
31 bit 31 bit 64 bit 31 bit 64 bit 31 bit 64 bit
v v v v 4 A I
v v v v 4 v v
X X v X v X v
v s v s s s S
v v v v 4 v v
X X v X 4 X v

* toleration of existing workloads

** no System z9/z10 feature exploitation

IBM Systems
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Agenda

= IBM System z10 Enterprise Class
= z/VSE
= z/VM and Linux on System z

—» = Middleware and Systems Management Solutions
o DB2 for VSE and VM V7.5

e IRMM
= IBM/GSE European Conference for VM/VSE + Linux
= Summary

GSE Conference, April 2008, Bonn
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DB2 for z/VSE and z/VM V7.5

= In the past, DB2 VSE client functionality could be

obtained via PRPQ P10154

= Now, DB2 offers a runtime only client edition for

z/VSE and z/VM (no PRPQ required)

Linux
on
System z

DB2 UDB
(Warehouse)

z/VSE
Production
Environment

+ CICS

= Plus performance enhancements,
e.g.
» bind file support
» reduced DRDA code path length
» and many more ...

z/VSE
Test

< DB2 UDB + VSAM Environment
+ TCP/IP
+ CICS
+DB2V7.5 +VSAM
Client only = (lol=el
Z/VSE Production System | z/VSE Test System
LPAR or z/VM LPAR or z/VM

LPAR or z/VM
IFL Engine

Standard Engine

IBM System z

GSE Conference, April 2008, Bonn
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| News about z/VM, z/VSE, and Linux on System z

IRMM - announced Aug-7-2007, GA since Sep-14-2007

= Integrated Removable Media Manager is:

» A new robust systems management product for
Linux® on IBM System z™ that manages open
system media in heterogeneous distributed
environments and virtualizes physical tape
libraries, thus combining the capacity of multiple
heterogeneous libraries into a single reservoir of
tape storage that can be managed from a central
point

= IRMM is designed to provide:
» Centralized media and device management
» Dynamic resource sharing

* IRMM extends IBM’s virtualization strategy
to tape library resources

» Drives and cartridge pools

* IRMM complements Linux on System z
consolidation efforts

Clients
(Tivoli Storage
Manager Servers

!

Linux on z/0S
System z

IRMM DFSMSrmm

Tape Management

GSE Conference, April 2008, Bonn
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TSM in a VM/VSE and Linux Environment
Integration with z/VSE V4.1

Linux on Linux on
System z System z
z/VSE V4
TSM Server DB2 UDB Production
(Tivoli (Data Environment
Storage Warehouse) + TCP/IP
Manager) + VTAM
+CICS TS NSEVA
—— + VSAM z
Tivoli T + DB2 Client Test/Dev
- DB2 UDB + Virtual Tape Environment
u i Cobol
z/VNM V5.2+ z/NM 5.2+ or LPAR |z/VM 5.2+ or LPAI

IFL Engine(s)

CP Engine(s)

IBM System z

R
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IRMM in a VM/VSE and Linux Environment

Clients
(Tivoli Storage
Manager Servers)

Linux

AIX®

<+—p

Linux on
System z

IRMM
(Enterprise
Tape
Management)

Linux on Linux on

System z System z
TSM Server DB2 UDB
(Tivoli (Data
Storage Warehouse)
Manager)

z/NSE V4

Production
Environment
+ TCP/IP
+ VTAM
+ CICS TS
+ VSAM
+ DB2 Client
+ Virtual Tape

z/VSE V4

Test/Dev
Environment
Cobol

z/VM V5.2+

z/VM 5.2+ or LPAR

z/VM 5.2+ or LPAER

IFL Engine(s)

CP Engine(s)

IBM System z

GSE Conference, April 2008, Bonn
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Agenda

= IBM System z10 Enterprise Class

= z/VSE

= z/VM and Linux on System z

= Middleware and Systems Management Solutions
—> = |BM/GSE European Conference for VM/VSE + Linux

= Summary

GSE Conference, April 2008, Bonn
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1st European IBM/GSE Conference — Oct. 2007

for z/VM, z/VSE and Linux on System z

183 attendees from 17 countries !

33 GSE Conference, April 2008, Bonn

Austria
Belgium
Denmark
France
Germany
Netherlands
Liechtenstein
Norway
Portugal
Slovenia
Spain
Sweden
Switzerland

GUIEBE SHARE U ROFE

India
Thailand
Philippines

IBM Systems
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Participant's Feedback — Oct. 2007 E

= Excellent agenda ! HADESCRE N
= Best conference ever attended !

= Must do it again !

= Best format of any European conference

= Should do it twice a year to allow for more attendees

= It’s great to see that IBM finally decided to run such a conference !

= Very much liked the ISV introduction & discussion at the beginning

= High quality attendees (decision maker, technical experts)

= Excellent live demos with z/VM

= Live demos hit the nerve and were very impressive !

= Hints & tips were very helpful

= Number of Linux customers seems to be much higher than we thought it would
= Enjoyed the very good and direct contact to developers

= Very nice and very well organized conference !

=» Overall Conference Customer Satisfaction Rating = 1.4 (excellent!)

GSE Conference, April 2008, Bonn IBM Systems
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2nd European IBM/GSE Conference — Oct. 2008
for z/VM, z/VSE and Linux on System z

= October 27-29, 2008

=  Westin Hotel in Leipzig, Germany

—> Pls join our 2nd European Conference in Leipzig ! éE

GSE Conference, April 2008, Bonn IBM Systems
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Agenda

IBM System z10 Enterprise Class

z/VSE

z/VM and Linux on System z

Middleware and Systems Management Solutions
IBM/GSE European Conference for VM/VSE + Linux

Summary

GSE Conference, April 2008, Bonn
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summary: Exploiting the best of all Worlds
with IBM System z, IBM System Storage, and IBM Middleware

i i = z/VSE V4
...... .

» Protect core IT investments thru PIE

Ss Linux Uz » Robust, secure enterprise server
System z System z System z . .
\ » Cost-effective solutions
2Z/VSE V4 S INSEFLE S
Firewall, WAS, , Production e N - .
Samba, | | HATS, . Environments) — » Interoperability with network / servers
e w. | | MQSeris,| | "Speriet Ervrommento ighlv i |
’ CTG, etc. - A »Highly improved price / performance
N Sertware”" 4 % VSAM + CICS
! " + COBOL
A = 2/VM V5
2IVM V5 AR VI | LPAR or VI , : : ,
\FL Engine Standard Engine » Highly flexible, industrial strength
\BM System 2 » Advanced virtualization

» Multiple z/VSE and Linux images

» Designed to exploit System z9

= Linux on System z
Rational » Large portfolio of new applications
WebSphere » Platform for IBM middleware
» Infrastructure Simplification
» Massive scalability / consolidation

GSE Conference, April 2008, Bonn IBM Systems
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Thank You !

Questions?

GSE Conference, April 2008, Bonn IBM Systems



