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Monitor Systems and 
Applications



TCP/IP Problem Isolation –The Real Problem

Not my problem, 
must be the Host

Not the 
network

I think it is 
the S/390

Not the Routers

I have 
no idea



Common S/390 TCP/IP Problems

•IBM TCP/IP OS/390 (Communications Server)
•Cisco CIP attached boxes
•FTP problems, failures, timeouts
•OS/390 Performance problems
•Long problem resolution times for network problems
•Unauthorized users doing large FTPs
•Common OS/390 and Distributed problems
•Critical remote printers
•Network Service Levels
•Have no idea of the overall health of the network
•Channel problems



Effective Performance Management
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Tivoli NPM/IP - End to End

OS/390

CSMCSM
VTAMVTAM

•Intuitive
•Top 10 users, non-technical

•OS/390 and Appls impact
•CPU, Memory, Sessions, Bytes

•Validates SLA goals
•Availability, Response time

CPUCPU
StorageStorage

SessionsSessions
BytesBytes

QueueQueue
HangsHangs

RoutersRouters
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ResponseResponse
TimeTime



TCP/IP
Monitor

Historical

SMF

VSAM

NPM/IP Design

OS/390 
CS/390 V2.7+
z/OS 1.1 +

•Quick Install
•Low OS/390 or z/OS 
overhead
•Simple Interface 
•Fast

•Access over low speed lines

TCP/IP
Monitor

TCP/IP
Monitor

Up and 
running in 

a day

Webserver

Browser with Java



What is wrong with 
my Applications?
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Problem: zSeries Not Handling Projected Load
Customer ordered new system
Should handle 600 TCP/IP users
System on its knees after 300 users log in
What’s going on?

System is 
insufficient



Investigation Using NPM/IP

Lots of investigation originally on zSeries
using a multitude of tools

Nothing stood out or viewed as potential 
culprit

How can I get a quick view of application 
usage by session and bytes



Resolution using NPM/IP

Bytes per Top Clients Session per Application

Bytes per application



Discovered owners of Systems in Question

John Doe – 123-4567

From this system descriptor MIB we
found the owner of the system and his 
number



Resolution to Problem

Talked to system administrator
He thought he was sending 20 Mbytes not the 100 gigabytes 
were seeing
He thought he was doing a backup once a day not the 
continuous backup we were seeing

Asked them to verify backup process
They changed to once a day backups during off hours 
and we were able to get in excess of our 600 users 
connected into the zSeries



TCP/IP Applications and Clients

FTP
TN3270
...

S/390

Applications Clients

Number of Sessions

Most Data Transmitted

Worst Response Times

Availability

Top 10 Lists

View TCP/IP Performance
•Real time GUI
•Historical analysis 
•Thresholds activated alerts



Why is my system 
running so slow?

StorageStorage
BufferBuffer
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ProcessorProcessor NetworkNetworkNetwork Clients

Servers
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OS/390 TCP/IP Stack

OS/390
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Workload
Performance
Real storage used



Problem : Something is Using all TCB’s

Customer reported on TCP/IP for OS/390 listserver that some application in his 
system was using up all TCB’s.  This was having a rippling effect and causing 
other applications to fail or begin performing poorly

Customer resolution to the problem was to begin stopping application until he 
found the application in question

This action while it did find the offending application, took an excessive 
amount of time and had a negative impact on all users

What were the options?  I have 
no idea



Track TCB Utilization on the IP stack

Watch TCB 
utilization
with refresh 

Quickly 
determine
culprit 
application

Only take down 
that one
application



Is TCP/IP data backing 
up into my OS/390?

ChannelChannel
ProcessorProcessor NetworkNetworkNetwork Clients

Servers
ClientsClients
ServersServers

Storage and Buffer Pools

OS/390
z/OS

ApplsAppls TCP/IPTCP/IP
OS/390OS/390
StackStack

StorageStorage
BufferBuffer
PoolsPools

CSM DSP

ECSA VTAM
Buffers

Alert for % total free for any storage area  



Problem: Getmain Errors, IP Storage Failures

Customer getting frequent GETMAIN 
and IP storage failure errors

Needed visibility into usage to 
determine new settings

Is an address space using too much
Is storage being released
Is storage reaching saturation
Is space allocated and not used

What’s being used



Vtam Buffer Utilization



CSM Buffer Utilization



Problem: Response Time Increases to 30 Seconds
Users started to flood the help desk 
with calls
Help desk validated that the servers 
were OK
Help desk validated that the routers 
were OK
Started to make stabs in the dark by 
looking at various applications
Used multiple tools, many logons and 
several hours
Finally found that FTP was the culprit
Could not identify who was the culprit

Not the Routers



Is my OSA Adapter ok?
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Cisco CIP

Is my Cisco CIP ok?

NetworkNetworkNetwork Clients
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Servers in the Network
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What are servers 
available?



Is my Cisco CIP OK

OS/390
z/OS

Clients
Servers
ClientsClients
ServersServers

Router Analysis
ApplsAppls TCP/IPTCP/IP

OS/390OS/390
StackStack

StorageStorage
BufferBuffer
PoolsPools

ChannelChannel
ProcessorProcessor NetworkNetworkNetwork

Cisco CIP, IBM2216,TN3270 
• Total memory, free memory, 

CPU utilization
• Daughterboards
• Subchannels



OS/390
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Top 10 Clients
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Workload 
(Top users)

Availability
Response time



Check the Status of Applications

Overall view of applications

Details on Applications

Details on FTP



See Details of FTP Transfer – Isolate User



How NPM/IP Reduced the Time
One tool checked many aspects 
of system

Alerts on response time rather than 
user ‘alerts’

OS/390 internals
Servers in session with OS/390
Routers carrying traffic to the OS/390
Routers and other channel attached 

devices
Presents details on FTP that was the 

culprit in this case
Operations could then cancel the 

offending FTP transfer

Problem solved



Problem: Monitored System Unavailable
Monitored system is 
unavailable

Is the system down or is 
there a problem in the path?



Is the System Down or Not?

Ping reverifies
that the device cannot
be reached

Traceroute verifies that
the path is functional

Netstat ARP verifies device unreachable



Problem: Users Complain of FTP Failures

Total FTP by Bytes FTP Data Sets



FTP Details

FTP Users



FTP Server Log



Items Important to Management

Service Levels

Response Time

Alerting

Overall Status

I  need an update
NOW!!!!



OS/390
z/OS

Services levels
TCP/IPTCP/IP
OS/390OS/390
StackStack

StorageStorage
BufferBuffer
PoolsPools

ChannelChannel
ProcessorProcessor NetworkNetworkNetwork Clients

Servers
ClientsClients
ServersServers

ApplsAppls

TCP/IPTCP/IP

Am I meeting my 
service levels?

Response time
Network capacity
Auto traceroute
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What is the average 
response time



Response Time Alerting



Overall Status



NetView Performance Monitor for TCP/IP

Finally...

Effective Performance Management 
for 

z/OS & OS/390  TCP/IP enterprise networks!!!
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Product number:  5698-PMI
Discussion forum:  http://groups.yahoo.com/npmip
Web site: http://www.tivoli.com


