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About this document

This book describes all necessary planning and preparation steps that are specific
to deploying SAP systems on DB2 UDB for OS/390 and z/OS. Additionally, it
contains administration and diagnosis information for some of the components
used. This document is therefore still needed after the installation of your SAP
system is complete.

— Caution:
This document applies specifically to the mySAP.com Technology component
SAP Web Application Server. This means that, if not explicitly stated otherwise,
all statements, values, etc., given in this document are related to the SAP Web
Application Server kernel release and not to the SAP database release.

Due to the projected replacement of ICLI with DB2 Connect as of SAP Web
Application Server 6.40 in the framework of SAP NetWeaver ‘04, this is the
last edition of the Planning Guide in its current form. For 6.40, an updated

version will be available as a new SAP document entitled Planning Guide:
z/OS Configuration for SAP on DB2 UDB for z/OS.

Who should read this document

This document is intended for administrators who need to plan and prepare the
hardware and software environment for the SAP Web Application Server on DB2
UDB for OS/390 and z/OS.

© Copyright IBM Corp. 1997, 2004

Important remarks

SAP Web Application Server 6.20 requires z/OS Version 1 Release 2 or higher, and
the information in this edition applies to use of either the 6.20 kernel or the
downward-compatible 6.40 kernel in ICLI mode with this operating system. The
document contains essential information on preparing a z/OS system to implement
the SAP Web Application Server on DB2 UDB for OS/390 and z/OS.

Note: ICLI component names of the form "fome620..." have the designations
"fome640..." when using the SAP 6.40 kernel. Unless otherwise noted, a
reference to a 6.20 component is valid for 6.40 by replacing '620" with '640’.

Critical topics covered in this book are:
* configuration structure

* system security

* setup of z/OS

* installation, customizing, and maintenance of the ICLI client and server
components

* performance topics
* service information

* printing

xi



(Chapter 10, “Planning the transition to DB2 Connect,” on page 147|has been added
to provide information on transitioning to SAP Web Application Server 6.40, which
employs DB2 Connect instead of ICLI for basic DB2 connectivity.

Information included in earlier releases of this document concerning the setup of
DB2 can now be found in the SAP documentation SAP Web Application Server
Installation on UNIX: IBM DB2 UDB for OS/390 and z/OS and SAP Web Application
Server Installation on Windows: IBM DB2 UDB for OS/390 and z/OS.

References in this book to the Connectivity Guide implicitly apply as well to the
IBM publication High Availability for SAP on zSeries Using Autonomic Computing
Technologies, SC33-8026, which contains the latest connectivity information. Please
consult both publications.

Information on hardware and software requirements, which was included in earlier
releases of this document as Appendix A, has been deleted. Refer instead to the
current SAP installation documentation SAP Web Application Server Installation on
UNIX: IBM DB2 UDB for OS/390 and z/OS and SAP Web Application Server
Installation on Windows: IBM DB2 UDB for OS/390 and z/OS.

As of release 6.20, the ICLI Alert Router is no longer used for routing exception
events. The functionality previously provided by the ICLI Alert Router is now
incorporated in the SAP RFCOSCOL executable. RFECOSCOL also provides DB2 IFI
performance data. For details on RECOSCOL, refer to the SAP Database
Administration Guide and the SAP installation guides, which are available at

[rttp://service.sap.com/instquides|

Before starting the SAP installation, read the respective sections and perform the
required tasks described in [Part 2, “Preparation,” on page 21| This document is still
needed after the installation is complete.

Conventions and terminology used in this document

xii

In this document, the following naming conventions apply:

e IBM DB2 Universal Database for OS/390 and z/OS is referred to as DB2.

* The SAP system on DB2 UDB for OS/390 and z/OS is referred to as SAP on
DB2.

e The term "UNIX" stands for AIX, Solaris, and z/OS UNIX System Services.
"UNIX(-like)"” or "UNIX(-style)” refers to UNIX and Linux.

* The term AIX encompasses the supported 64-bit versions of AIX 5.x.

* Linux for zSeries (64-bit) is referred to as Linux.

e The term "Windows" is used to encompass Windows 2000 and its supported
32-bit successors.

e The term "currently” refers to this document’s edition date.

* The term SAP installation tool refers to the current SAP installation utility (see
SAP Web Application Server Installation on UNIX: IBM DB2 UDB for OS/390 and
z/OS).

* The IBM documentation SAP R/3 on DB2 UDB for OS/390 and z/OS: Connectivity
Guide, 4th Edition, is referred to as the Connectivity Guide.

e The SAP documentation SAP on IBM DB2 UDB for OS/390 and z/OS: Database
Administration Guide: SAP Web Application Server is referred to as the SAP
Database Administration Guide. This is not to be confused with the IBM DB2
Administration Guide publication.
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e The term SAP installation guides refers to the following SAP documentation:

— SAP Web Application Server Installation on UNIX: IBM DB2 UDB for OS/390 and
z/OS

— SAP Web Application Server Installation on Windows: IBM DB2 UDB for OS5/390
and z/OS

e The term SAP Planning Guide refers to the SAP publication Planning Guide: z/OS
Configuration for SAP on IBM DB2 Universal Database for z/OS, which applies to
SAP releases beginning with SAP NetWeaver ‘04 and SAP Web Application
Server 6.40.

Highlighting conventions

Italics are used for:

* document titles

¢ emphasis

* options, variables and parameters

Boldface is used for:

* check box labels

* choices in menus

* column headings

* entry fields

* field names in windows
* menu-bar choices

° menu names

* radio button names

* spin button names

Monospace is used for:

* coding examples

* commands and subcommands
* entered data

* file names

 group and user IDs

° message text

* path names

Underlined settings are:
e default values

Bold italics are used for:
e recommended values

Syntax diagrams

This document uses railroad syntax diagrams to illustrate how to use commands.
This is how you read a syntax diagram:

A command or keyword that you must enter (a required command) is displayed
like this:

A\
A

»»>—Command

An optional keyword is shown below the line, like this:

About this document ~ Xiii
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v
A

|—Option—|

A default is shown over the line, like this:

R |—De faul t—l

v
A

An item that can be repeated (meaning that more than one optional keyword can
be called) is shown like this:

\4
A

»»>—Y  Repeat

Using LookAt to look up message explanations

LookAt is an online facility that lets you look up explanations for most of the
IBM® messages you encounter, as well as for some system abends and codes.
Using LookAt to find information is faster than a conventional search because in
most cases LookAt goes directly to the message explanation.

You can use LookAt from the following locations to find IBM message

explanations for z/ 0S® elements and features, z/VM®, VSE/ESA™, and Clusters

for AIX® and Linux:

* The Internet. You can access IBM message explanations directly from the LookAt
Web site at

|nttp://www.ibm.com/eserver/zseries/zos/bkserv/Tookat/|

* Your z/OS TSO/E host system. You can install code on your z/OS or z/OS.e
systems to access IBM message explanations, using LookAt from a TSO/E
command line (for example, TSO/E prompt, ISPF, or z/OS UNIX® System
Services).

* Your Microsoft® Windows® workstation. You can install code to access IBM

message explanations on the z/OS Collection (SK3T-4269), using LookAt from a
Microsoft Windows command prompt (also known as the DOS command line).

* Your wireless handheld device. You can use the LookAt Mobile Edition with a
handheld device that has wireless access and an Internet browser (for example,
Internet Explorer for Pocket PCs, Blazer, or Eudora for Palm OS, or Opera for
Linux handheld devices). Link to the LookAt Mobile Edition from the LookAt
Web site.

You can obtain code to install LookAt on your host system or Microsoft Windows
workstation from a disk on your z/OS Collection (SK3T-4269), or from the LookAt
Web site (click Download, and select the platform, release, collection, and location
that suit your needs). More information is available in the LOOKAT.ME files
available during the download process.
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Prerequisite and related information

SAP on DB2 uses a variety of different hardware and software systems. This
document concentrates on information that goes beyond the standard knowledge
needed for DB2 and SAP system administration. Therefore, it is assumed that you
are familiar with:

e The z/0OS environment (TSO, z/OS, UNIX System Services, RACF, JCL, RMF,
WLM)

* DB2 administration (for example, SQL, SPUFI, and the utilities REORG and
RUNSTATYS)

* AIX, Linux for z/Series, Solaris, or Windows (or all)

Refer to [“Bibliography” on page 241| for a list of related documentation.

How to send in your comments

Your feedback is important in helping to provide the most accurate and
high-quality information. If you have any comments about this document or any
other z/OS documentation:

* Visit our home page at
[http://www.ibm.com/servers/eserver/zseries/software/sap|
Use the "Contact” field at the bottom of the page to send your comments.

* Send your comments by e-mail to $390id@de.ibm.com. Be sure to include the
document’s name and part number, the version of z/OS, and, if applicable, the
specific location of the passage you are commenting on (for example, a page
number or table number).

* Fill out one of the forms at the back of this document and return it by mail, by
fax, or by giving it to an IBM representative.

Content of this document

This document describes the activities that need to be completed before the actual
SAP installation via the SAP system installation tool can be started, and
administrative tasks that may have to be performed repeatedly during the lifetime
of the system. Chapter descriptions follow below:

"Introduction|’

Provides general information and identifies related manuals.

[Part 1, “Planning”|

Provides you with input for your current and future planning activities for SAP
systems on DB2.

[Chapter 1, “Configuration structure”|

Focuses on configuration-related topics, for example, supported application
server platforms and supported and recommended communication
protocols and hardware. A number of sample configurations will give you

an impression of the spectrum of possible system configurations.

[Part 2, “Preparation”|

Describes the tasks you have to complete before starting the actual SAP
installation.
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[Chapter 2, “z/OS security, group IDs and user IDs”|
Discusses security considerations and describes the group IDs and user IDs
required on z/0S, AIX, Linux, Windows, Solaris, and DB2.

[Chapter 3, “Configuring z/OS”|
Describes z/OS configuration aspects. In particular, it concentrates on
UNIX System Services parameters, TCP/IP, NFS setup, and DB2. A large
section of the chapter is dedicated to the setup and configuration of the
Workload Manager (WLM) for the ICLI server and the SAP application
server on z/0OS.

[Chapter 4, “Setting up instances of the ICLI server”]
Provides information on the Integrated Call Level Interface (ICLI), which
enables application and database hosts (servers) to communicate remotely
across a network. It describes the tasks you need to set up an ICLI server.

[Chapter 5, “Performance tuning considerations before installing an SAP system”]
Describes performance tuning steps you should complete before starting
the actual SAP installation. Many of the tasks described here also apply
during any stage of an SAP system’s life cycle.

[Part 3, “Administration”|

Describes tasks you may have to perform repeatedly during the lifetime of your
system.

[Chapter 6, “Performance tuning considerations”|
Covers a wide range of performance monitoring and tuning aspects. A
large part of the chapter relates to the Workload Manager (WLM).

[Chapter 7, “ICLI client and server”|
Gives you a short overview of ICLI client-server architecture and provides
the information needed to administer the ICLI client and server.

[Chapter 8, “Applying service to ICLI and the SAP application server on z/OS”|
Describes administrative tasks that need to be performed, for example,
when a plan name other than the default is used or when a new SAP
patch level or IBM ICLI PTF is installed on z/OS.

[Chapter 9, “Using z/OS printing facilities to print SAP documents”|
Describes the z/OS printing support.

[Chapter 10, “Planning the transition to DB2 Connect”|
Contains introductory information related to transitioning to DB2 Connect
and DB2 Version 8. For more information, see the SAP Planning Guide, the
SAP document SAP on IBM DB2 UDB for OS/390 and z/OS: Best Practice for
Installing or Migrating to DB2 V8§, and IBM documentation for DB2 Version
8 and DB2 Connect.

[Appendix A, “Checklists guiding through this document”|
Contains checklists that will guide you through the tasks you need to
complete before you install the SAP system. It is recommended that you
make a copy of the checklist for each SAP system you are going to set up,
and that you fill it out while working through the document.

IAppendix B, “Where to find further information on important tasks”|
Lists important tasks in the SAP on DB2 for OS/390 and z/OS
environment and refers to documentation describing these tasks.

[Appendix C, “ICLI environment variables”|
Describes ICLI environment variables.
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[Appendix D, “ICLI messages and codes”]
Describes ICLI messages and codes.

[List of abbreviationg
Contains a list of important abbreviations appearing in this document.

Explains the meaning of the most important technical terms employed in
this document.

grapnyi
Contains lists of the IBM and SAP documentation referred to elsewhere in
this document, as well as a list of selected SAP Notes.
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Summary of changes

Summary of changes

for SC33-7959-02

SAP on DB2 UDB for OS/390 and z/OS
Planning Guide, 2nd Edition,

SAP Web Application Server 6.20

A vertical bar (1) in the left margin indicates major modifications and additions to
the text with respect to the previous edition (SC33-7959-01).

New information

+ Workload Management (WLM) (“Workload Management (WLM)” on page 36
and [“Workload Management (WLM) — Classification of SAP workload” on paged

¢ Use of the SAP J2EE Engine (“File system setup” on page 49)
+ Enhanced ASCII (“Enhanced ASCII feature overview” on page 50)
* Language Environment setup (“Language Environment setup” on page 40)

* Differences in ICLI APF authorization when using the 6.40 kernel (“ICLI
[client/server internals” on page 95)

* Transitioning to DB2 Connect and SAP Web Application Server 6.40 (Chapter 10
[“Planning the transition to DB2 Connect,” on page 147)

 Maintaining multiple ICLI versions at different maintenance levels (“Multiple|
[ICLI versions on one system” on page 139)

+ Using the LookAt message documentation facility (“Using LookAt to look up]
[message explanations” on page xiv). ICLI messages are enabled for LookAt.

+ List of applicable SAP Notes (“Bibliography” on page 241)

Information that has been removed or moved to other documentation:

* The checklists for hardware and software requirements, formerly included as
Appendix A, have been deleted. Refer to current installation documentation for
this information.

* The previously included information on ASCII/EBCDIC conversion has been
replaced by a description of the Enhanced ASCII function required for J2EE (see
[“Enhanced ASCII feature overview” on page 50).

e The "ICLI Alert Router” chapter has been deleted.

* Information on Samba has been removed because it does not support file
tagging for Enhanced ASCII.

* Information on high availability is now included in a new IBM publication
entitled High Availability for SAP on zSeries Using Autonomic Computing
Technologies, SC33-8206, available via the SAP on DB2 Web site:

[nttp://www.ibm.com/servers/eserver/zseries/software/sap|

* Information on WLM compatibility mode has been deleted since it is no longer
supported as of z/OS VIR3. Goal mode is recommended in any case and is
implied in all WLM discussions.

* Information on ESCON has been deleted because it is no longer considered a
state-of-the-art connectivity option.
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* The description of remote command execution by R3up has been deleted
because it applies only to SAP releases 4.5 and earlier.

Changed information

Major changes include:
* SMB setup (“SMB setup” on page 58)
* FTP transfer (“Transferring files with FTP” on page 62)

Deletions or relocations of text passages and changes to figures are not indicated.
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Introduction

Before you can use the SAP installation package or the SAP migration kit to install,
migrate, or copy SAP systems on DB2, you need to perform a number of planning
and preparation steps. Some of these steps are described in this book, but you will
need to consult some additional IBM and SAP documentation to complete all the
required tasks.

The following figure and the list in|Table 1| give you an overview of the books you
will need to successfully install your SAP system.

. IBM Plallﬁr'\\/ilng IBM
onnectivity . 7 High
Guide Guide , Availability
Ve
7
Ve
4 SAP Online
, 7 _ - Documentation:
A F'\ - BC High Availability
SAP Web Application Server |4~ ~
Installation on
UNIX / Linux / Windows Aal s
~—
_ =~ SAPDatabase
—P required Administration Guide
— — — —pp» recommended

Figure 1. Steps and corresponding books in setting up an SAP system

Table 1. Required documentation

Documentation |Purpose Needed for
(for full titles,
see
on page 241)
IBM Describes supported connectivity options and Planning and
documentation: | SAP-specific required and recommended settings for preparation
Connectivity communication setups, and parameters for SAP
Guide systems on DB2 for OS/390 and z/OS.

Note: In each case, refer also the IBM publication High

Availability for SAP on zSeries Using Autonomic

Computing Technologies, which contains the latest

connectivity information.
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Table 1. Required documentation (continued)

Documentation |Purpose Needed for
(for full titles,
see
IBM Describes most of the preparation and planning tasks | Planning,
documentation: | that are not related to the communication setup and preparation,
Planning Guide that you need to complete before an SAP system can | administration
(this book) be installed. The described procedures can be

performed by the customers themselves and do not

necessarily require the presence of an SAP certified

consultant on site.

The guide also contains information on the

administration of some IBM software components and

is still needed after the SAP installation is complete.

The detailed checklists in[Appendix A, “Checklists|

|cuiding through this document,” on page 153|will

guide you through the planning and preparation

phases and the required documentation.
SAP installation |Describe some additional, required preparatory steps | Preparation,
guides: SAP Web |and the actual installation of the SAP Web Application |installation
Application Server |Server. The books come on CD with the SAP
Installation on installation package. The most up-to-date version of
UNIX and SAP  |these guides is available in the SAP Service
Web Application | Marketplace at|http://service.sap.com/instguides}
Server Installation
on Windows
SAP Provides database-related information (for example, Administration
documentation: database tools, database performance considerations).
SAP Database It also provides performance-relevant information that
Administration you may want to consider in the planning phase. The
Guide most up-to-date version of this guide is available in

the SAP Service Marketplace at

|http://service.sap.com/instguides|
IBM Describes the IBM SAP high availability solution, Planning,
documentation: | which provides for fully automating the management | preparation
High Awvailability | of all SAP components and related products running
for SAP on zSeries |on z/OS, AIX, Windows, or Linux. The automation
Using Autonomic |software monitors all resources and controls the restart
Computing and/or takeover of failing components, thereby
Technologies ensuring near continuous availability of the SAP

system. This book contains the latest connectivity

information and should always be consulted in

conjunction with the Connectivity Guide.
SAP Online Helps you assess your current configuration and Planning,
Documentation: | procedures and their implications on systems preparation
BC SAP High availability and offers recommendations in formulating
Availability a high systems availability strategy for your SAP

systems. It is primarily intended to illustrate the
available possibilities. You can find up-to-date
information on high availability at:
lhttp://service.sap.com/hal

SAP on DB2: Planning Guide 2nd Ed. (SAP Web AS 6.20)



http://service.sap.com/instguides
http://service.sap.com/instguides
http://service.sap.com/ha

Table 1. Required documentation (continued)

Documentation |Purpose Needed for
(for full titles,

see

on page 241)

SAP Describes the migration from another platform to SAP | Planning,
documentation: |Systems on DB2. The guide comes on CD with the migration
SAP Web SAP migration kit. The most up-to-date version of this

Application Server | guide is available in the SAP Service Marketplace at

Heterogeneous |http://service.sap.com/instguides|

System Copy

SAP Describes copying an existing SAP on DB2. The guide |Planning,
documentation: |comes on CD with the SAP migration kit. The most copying
SAP Web up-to-date version of this guide is available in the SAP

Application Server |Service Marketplace at

Homogeneous |http://service.sap.com/instguides|

System Copy

Introduction
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Part 1. Planning
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Chapter 1. Configuration structure

This chapter describes the possible configuration structures of SAP on DB2.

The focus is on the application server and database server and the network located
in between them.

Components

This section describes the components used on the application server and on the
database server, and the components for their connection. shows these
components for the simplest configuration.

z/OS system

DB2 subsystem

A A

A 4 \ 4
SAP application server ICLI server
A 4

|
|
UNIX/Linux/ v

Windows ICLI client
system i

SAP application server
A

Yy — v
Presentation frontends

GUl| |GUI| |GUI| |GUI

Figure 2. Components in the SAP configuration
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DB2 subsystem and z/OS system

A DB2 subsystem is a formal z/OS subsystem that manages data structures (such
as tablespaces, tables, and indexes) and system structures (such as buffer pools,
directories, and logs). In order to increase availability and scalability, DB2 can also
be run as a parallel database system. This mode is called DB2 data sharing, each
subsystem is referred to as a data sharing member, and their set of subsystems is
referred to as a data sharing group. SAP on DB2 supports DB2 data sharing without
any restrictions. In the past, SAP installation only allowed one SAP System per
DB2 subsystem or data sharing group. Today, SAP systems can be mapped to DB2
subsystems in a number of ways.

The following topologies are possible:

* a single DB2 subsystem (not involved in a data sharing group) manages only
one SAP system.

* a data sharing group manages only one SAP system.

* a single DB2 subsystem (not involved in a data sharing group) manages
multiple SAP systems.

* a DB2 data sharing group manages multiple SAP systems.

In SAP terminology, the last two topologies are referred to as MCOD (Multiple
Components in One Database). (For detailed technical information on MCOD, refer
to the SAP documentation available at [rttp://service.sap.com/mcod|) Since each
of the above configurations has its advantages and disadvantages, it is important
to consider them carefully and assess their adequacy for a given scenario
thoroughly.

An MCOD solution allows consistent backup and recovery across multiple SAP
systems. For a more detailed discussion of MCOD and the possibility of
point-in-time recovery of one system in an MCOD landscape, see SAP on DB2 UDB
for O5/390 and z/OS: Multiple Components in One Database (MCOD), SG24-6914.

One criterion that might speak for using MCOD is that it can reduce database
administration costs. However, database administration efforts are mostly apparent
during planning and installation and these are one-time exercises only. While the
number of administrative tasks in everyday operations actually will grow as more
DB2 subsystems are created, these tasks will not be more varied but rather very
similar for all of the subsystems and can be easily automated and monitored.

MCOD in combination with a single DB2 subsystem imposes some limitations:

* Only a single set of DB2 installation parameters is available. For production
systems this means that SAP systems that primarily show OLTP (online
transaction processing) behavior (for example, SAP CRM) cannot reside in the
same DB2 subsystem with SAP systems that primarily show OLAP (online
analytical processing) behavior (for example, SAP BW).

Note: This limitation is lifted with DB2 V8, which allows using a single set of
parameters that ensures optimal performance for both OLTP and OLAP
workload.

* Outages of the subsystem affect all SAP systems of an MCOD landscape.

* Large SAP systems with a high number of work processes may exceed the
maximum number of active DB2 threads. In addition, shortages of virtual
storage may be encountered as the virtual storage needs of the SAP systems add

up.
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For these reasons, MCOD with a single DB2 subsystem is a good choice for the
consolidation of test or development systems with light load and modest
performance requirements.

For MCOD with DB2 data sharing, these restrictions do not apply if an affinit
between SAP systems and data sharing members is established (see also

. In particular, such a topology particularly bridges the gap between

OLTP-like SAP systems and OLAP-like SAP Systems. Note that this topology can
be extended by assigning a dedicated subset of data sharing members to each SAP
system, which enhances availability.

The storage and CPU overhead of additional DB2 subsystems should not be the
crucial factor in the decision process, because it is not as high as customers usually
expect. In fact, it is almost negligible compared to the resources used by the data
belonging to an SAP system.

The same reasons that justify limiting one SAP system per DB2 subsystem or data
sharing group should be applied to the decision of whether non-SAP data should
be managed using the same subsystem or data sharing group that contains an SAP
system. While there are no restrictions in that respect, it is recommended not to do
s0, especially in the case of critical applications.

Note that even without MCOD, one z/OS system can host multiple SAP systems.
This is possible because many DB2 subsystems can run in the same z/OS system
and each of these DB2 instances can manage different SAP systems. The same is
valid for z/OS LPARs, which can also host multiple SAP systems. Each of these
DB2 subsystems can use a different level or even a different release, if needed.

Application servers

In this book, the following terminology is used:
SAP application server

The SAP infrastructure to run the SAP application, which includes

¢ SAP dispatcher(s)

* SAP work processes

* SAP utilities and other SAP programs needed to run an SAP system
SAP application server instance

A single SAP dispatcher process and its associated work processes, whose

configuration is determined by a single SAP instance profile, and the SAP
utilities and other SAP programs needed by this instance.

Application server host
A hardware and operating system configuration on which an SAP
application server can run.

SAP on DB2 supports application servers on the following operating
systems:

s AIX 5.x (64-bit)

* Linux for zSeries (64-bit)

* z/0OS UNIX System Services

* Solaris (64-bit)

* Windows (32-bit)

Chapter 1. Configuration structure 5
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Application server hosts with all of these operating systems can be run in the same
SAP system at the same time.

For the latest information about supported release combinations of these operating
systems and possible restrictions, refer to the respective SAP Notes. These Notes
are available at

[rttp://service.sap.com/notes|

SAP supports the operation of certified SAP systems only. For all operating
systems listed above except Windows, the certification process is performed by the
operating system vendor. For Windows application server models, AddOn
Systemhaus GmbH is exclusively responsible for the certification. Check the
AddOn Systemhaus GmbH Web site at

[http://www.saponwin.com|

and its link to certification for the latest information. In general, contact your IBM
ERP Competence Center or IBM/SAP support group to obtain information on
supported application server hardware.

If DB2 data sharing is used, each application server connects to only one database
server at any one time. There is a mechanism called sysplex failover that
automatically redirects an application server to another database server in case of a
failure. For details, refer to the IBM publication High Availability for SAP on zSeries
Using Autonomic Computing Technologies.

One or more SAP instances can run on each application server. Within each SAP
instance, there are usually multiple SAP work processes.

There is no hard limit on the number of SAP application servers in an SAP System.
Rather, it is implicitly limited by the number of work processes that could be
serviced by a DB2 subsystem (up to 2000) or by a DB2 data sharing group (up to
32 * 2000).

ICLI client and server

ICLI stands for Integrated Call Level Interface and is part of z/OS’s scope of delivery.
It consists of a client component and a server component, which establish a remote
SQL connection between SAP application servers on non-z/OS operating systems and
z/0S database servers. Consequently, ICLI server and client components must be
installed if non—z/OS SAP application servers are to communicate with DB2 on
z/0S. ICLI servers reside on z/OS; ICLI client components are available for each
operating system supported for SAP application servers. SAP application servers
on z/0OS do not use ICLI client and server components to access the database.

Note
ICLI will be replaced by DB2 Connect for database connectivity when the
SAP Web Application Server starts using and exploiting DB2 V8 (see
(Chapter 10, “Planning the transition to DB2 Connect,” on page 147).

Whether you need to set up one or several ICLI server instances depends on the
following:

* Multiple SAP work processes on multiple SAP applications servers can use a
single ICLI server. Each SAP work process uses one dedicated work thread
within the ICLI server and one dedicated DB2 thread. The maximum number of
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SAP work processes supported by a single ICLI server instance depends mainly
on the maximum allowed storage for the address space of the ICLI server
instances and on the utilization of z/OS shared storage areas. Consequently,
more than one ICLI server is needed if the number of SAP work processes is
higher than the maximum number of threads one ICLI server can create.

* Multiple ICLI server instances should also be used with the same DB2
subsystem if you want to remove a single point of failure and thereby increase
the availability of your SAP system. We strongly recommend dedicating one
ICLI server to one SAP system. This is especially important in the MCOD
scenario where you have multiple SAP systems in one DB2.

* To meet high availability goals, it is recommended not to share ICLI servers.

Further configuration-related information on ICLI is presented in the following

sections:

* For more information on the maximum number of threads that can be created
by a single ICLI server instance, see |‘Configuring the ICLI server and SAP|
[application server on z/0OS” on page 40.]

 For possible configurations with multiple ICLI servers, see
[configuration structures” on page 11)

* For a more detailed description of the ICLI client-server architecture, see ["ICLI
[overview” on page 95

DB2 and operating system prerequisites

indicates the DB2 versions and operating system releases pertaining to
specific SAP technology releases. This information is preliminary as long as the
products are not yet released or the particular release combination is not yet
supported by SAP. This information is therefore subject to change without further
notice. The matrix reflects the current plans only and is not meant to state at which
point in time the planned support of any of the items will actually be available.
Check the SAP NetWeaver Product Availability Matrix to see which database and
operating system combinations are currently certified:

[rttp:/service.sap.com/pam|

See also SAP Note 407325 and APAR 1111352 for more information.

Table 2. Release matrix as currently available or planned

SAP DB2 for z/OS z/OS Linux for AIX Windows Solaris
Technology zSeries
32/64-bit 32-bit 64-bit 64-bit 32-bit 64-bit
4.6 6.1+ 0S/390 2.10+ SLES 7 5.1+ NT4.0 8+
SLES 8 (32/64-Dit) Windows
2000+
6.20 6.1+ 1.2+ SLES 7 5.1+ Windows 8+
SLES 8 2000+
6.30 7.1+ 1.4+ SLES 8 5.1+ Windows 8+
2000+
6.40 8.1 1.4+ SLES 8 5.1+ Windows -
2000+
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Connection between application servers and the database

While no network connection needs to be established between an SAP application
server on z/OS and the database server, a number of connectivity hardware
options are available for connecting SAP application servers on UNIX/Linux and
Windows application server hosts to the database server.

SAP on DB2 uses the TCP/IP communication protocol. For more information on
supported connectivity options and SAP-specific required and recommended
settings for communication setups and parameters, refer to the Connectivity Guide
and also to High Availability for SAP on zSeries Using Autonomic Computing
Technologies, SC33-8206, which contains the latest connectivity information.

The following table shows the connectivity hardware supported by TCP/IP. It
covers direct (non-gateway) configurations only.

Table 3. Connectivity hardware supported by TCP/IP

Application server type Connectivity type

AIX 5.x (64-bit) Any fast connectivity type supported by IBM (for example,
Gigabit Ethernet, Fast Ethernet)

Linux for zSeries!!! Any fast connectivity type supported by IBM (for example,
HiperSockets, Gigabit Ethernet, Fast Ethernet)

Windows!?! Any fast connectivity type supported by both IBM and the
Windows server vendor (for example, Gigabit Ethernet,
Fast Ethernet)

Solaris Any fast connectivity type supported by both IBM and Sun
(for example, Gigabit Ethernet, FDDI, Fast Ethernet)

Notes:

[1] For configuration-related information, see the IBM documentation Linux for zSeries
and S/390 Device Drivers and Installation Commands (available at
http://wwwl0.software.ibm.com/developerworks/opensource/1inux390/
index.shtml]
for Linux kernel 2.4) and the Connectivity Guide.

[2] According to Windows certification rules of server model.

[Figure 3 on page 9 depicts the most prevalent connectivity types supported by
TCP/IP:
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[1] Windows systems must be certified by AddOn Systemhaus GmbH; connectivity is
not subject of certification.
[2] Network must be supported by the participating connectivity HW and TCP/IP vendors.

Figure 3. The most prevalent connectivity types supported by TCP/IP

SAP using TCP/IP supports both direct configurations and gateway configurations.
The gateway, as well as the connection between the gateway and the application
server, can be any connectivity type as long as it satisfies your performance needs.

The prime reason for using gateway (IP router) configurations is to share the
connectivity between the gateway and z/OS among multiple application servers.
However, gateway configurations tend to have a higher network turnaround time
than direct configurations. This may cause longer elapsed times or response times
with some workloads. For performance reasons, therefore, we do not recommend
gateway configurations.

SAP on DB2 using TCP/IP supports any connectivity hardware that both the z/OS
Communications Server and the TCP/IP product of the involved application
servers and gateways support. Please make sure that your performance
requirements and the performance capabilities of the connectivity hardware match.
This includes (but is not limited to) OSA-Express Gigabit Ethernet, OSA-Express
Fast Ethernet, OSA-Express ATM, ESCON, OSA-2 FDDI, OSA-2 Fast Ethernet, and
OSA-2 ATM. All future connectivity hardware can be considered supported by SAP
as soon as the above conditions are met.

Switched OSA-Express Gigabit Ethernet is strongly recommended in any
environment where network performance is important. Gigabit Ethernet requires
5/390 G5 or later hardware.

If the Linux for zSeries application server and SAP on DB2 database server run on

the same zSeries server, HiperSockets is the preferred mode for TCP/IP
LPAR-to-LPAR communication for an SAP Linux for zSeries application server in
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such a setup, because of its superior performance characteristics as compared to all
other modes of LPAR-to-LPAR communication. You can also communicate via a
shared OSA-Express adapter, however.

Connectivity hardware

There are no simple recommendations regarding the type of connectivity hardware
to use. Multiple factors (such as performance requirements, cost, availability
requirements, and — last but not least — skills and network management tools) need
to be considered.

For an estimate of the number of OSA-Express and/or ESCON and/or OSA-2
connections to use, contact your IBM ERP Competence Center or your IBM/SAP
support group.

LAN connections (such as OSA-Express Gigabit Ethernet)
For the TCP/IP communications protocol, any sufficiently fast LAN connection is
supported to z/OS.

Note:
Because of its performance characteristics, we particularly recommend using
Gigabit Ethernet with the OSA-Express adapter.

A LAN connection consists of a physical LAN ring or segment, one or more OSA-2
or OSA-Express adapters on z/OS, a LAN adapter on each application server, and
network control equipment to connect the adapters with the LAN ring or segment.

With LAN connections, network control equipment (such as a switch, hub, or
concentrator) is highly recommended for best performance. Contact the
manufacturer of your network control equipment to obtain detailed performance
characteristics.

The choice of the number of separate LAN connections and how many application
servers should connect to one LAN connection is independent of most other
decisions. The main criteria are:

* Cost considerations
* Capacity considerations

* Availability considerations (that is providing alternative paths)

For details on the capacity of LAN connections in an SAP on DB2 system
environment, refer to your IBM ERP Competence Center or IBM/SAP support

group.

One LAN connection can be shared in many ways:
* by multiple communication protocols,

* by multiple ICLI server instances,

* by multiple DB2 subsystems, and

* by multiple SAP systems.

Considerations for the Linux for zSeries application server: For the Linux for
zSeries application server, additional considerations apply if it runs in one LPAR
and the SAP on DB2 database server runs in another LPAR within a single zSeries
server. In such a setup, HiperSockets is the preferred mode for an SAP application
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server for Linux for zSeries because of the superior performance characteristics of
HiperSockets as compared to all other modes of LPAR-to-LPAR communication. It
is also possible to set up connectivity between LPARs using a single shared OSA
Express adapter. A shared OSA adapter provides inter-LPAR communication while
eliminating the media transport latencies that are present when two non-shared
adapters are used. Typically, the performance gain will only be observable as long
as the shared adapter is not saturated. If your workload saturates the shared
adapter, you should use two adapters as for all other platforms.

Connectivity recommendations

OSA-Express Gigabit Ethernet delivers significantly better network response times
for workloads in an SAP on DB2 environment compared to other
currently-available connectivity hardware. OSA-Express Gigabit Ethernet is
strongly recommended in any environment where network performance is
important.

For the Linux for zSeries application server, additional considerations apply if it
runs in one LPAR and the SAP on DB2 database server runs in another LPAR
within a single zSeries server. These are described in|“Considerations for the Linux]
ffor zSeries application server” on page 10

High availability considerations

An integrated high availability solution has been developed that combines the
concepts of system automation, high availability, and transparent failover in a
Parallel Sysplex. This solution covers all SAP components and related components
that are running on z/OS. Critical and non-critical components are monitored and
restarted automatically, if necessary, and alerts are posted.

Based on the IBM products IBM Tivoli System Automation for z/OS and IBM Tivoli
System Automation for Linux, together with a redesign of the SAP central instance
concept, this high availability solution exploits the new SAP standalone enqueue
server, the enqueue replication server, dynamic virtual IP addresses (VIPA), shared
HFS, and DB2 data sharing to guarantee a minimum of system outages along with
a maximum of automation.

For comprehensive information on this automation and high availability solution,
see the IBM publication High Availability for SAP on zSeries Using Autonomic
Computing Technologies, SC33-8206.

Sample configuration structures

The five sample configuration structures presented in this section are meant to give
you a feeling for the scalability and flexibility of SAP on DB2.

Economy configuration

[Figure 4 on page 12| shows a case in which three small SAP systems — each running
one application server — share as much network equipment as possible. This is
why it has been dubbed an economy configuration.
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Legend:
physical connection:
logical connection: —

LPAR 1 LPAR 2
DB2A DB2B DB2C
z/OS | | |
ICLI ICLI ICLI
Gigabit
Ethernet
Switch
AlX SAPA || SAPB SAPC

Windows

Figure 4. Economy configuration

In this case, an OSA-Express Gigabit Ethernet connection has been chosen.

The ICLI server instances are dedicated to SAP systems to facilitate administration.
This allows an ICLI server instance to be stopped without affecting multiple SAP

systems at the same time.

All three SAP systems share the same OSA-Express Feature via the switch, to
which both the AIX and Windows systems are directly connected.

Linux for zSeries configuration

[Figure 5 on page 13| depicts a zSeries environment in which Linux for zSeries
application servers are running as guests in a z/VM environment and also in

native logical partitions (LPARs).
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Figure 5. Linux for zSeries configuration in z/VM and LPAR mode

In the virtual machine model, all hardware resources of a computer system are
managed by a hypervisor. VM’s hypervisor is called the Control Program (CP). The
zSeries hardware hypervisor is the Processor Resource/Systems Manager (PR/SM),
which divides a machine into LPARs. The CPU and channel paths are the two
resources that can be logically shared.

[Figure 6 on page 14| illustrates a high-availability configuration of two SAP
systems, SAP system A and SAP system B, implemented in the environment
described above. Because all application servers reside on the same physical
machine, they use HiperSockets to communicate with the corresponding z/OS
database server. HiperSockets implement a very fast and highly available network
in a box’. In such a configuration with two z/OS LPARs, we use DB2 data sharing
to maximize availability of the DB server for each SAP system. For capacity
reasons, the primary data sharing member for system B (DB2B1) and the
scecondary (standby) data sharing member of system A (DB2A2) are running in
LPAR L1, while the opposite is true for LPAR L2. Refer also to High Availability for
SAP on zSeries Using Autonomic Computing Technologies, SC33-8206.
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Figure 6. High availability configuration with z/OS and Linux for zSeries

Large configuration

[Figure 7 on page 15/ shows a large configuration exploiting DB2 data sharing. The
term "large configuration” indicates that this SAP system has many application
servers with several different parallel connections to different zSeries servers.
Although not depicted in [Figure 7 on page 15| the same configuration can be used
if one or more SAP application servers reside on z/OS.
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Figure 7. Large configuration

There is only one DB2 subsystem on each zSeries server because the main reason
for using DB2 data sharing in this scenario is to expand the capacity of DB2
beyond that of a single zSeries server.

For capacity reasons and because of its superior latency, OSA-Express Gigabit
Ethernet connections have been chosen. To achieve optimal latency, gateways have
been avoided. And last but not least, the point-to-point configuration of the links
improves throughput and latency. If the sharing of z/OS connectivity is not an
issue, the switches can be omitted and a direct Gigabit Ethernet connection can be
used instead. The optimal number of application servers per Gigabit Ethernet
connection, and whether Fast Ethernet is sufficient for the particular kind of
application server being used, should be determined as part of the SAP sizing.

More than one ICLI server instance per z/OS system is used because the number
of SAP work processes on the SAP application servers attached to each z/OS
system most likely exceed the maximum number of threads one ICLI server
instance can create.

More than one dedicated OSA-Express Gigabit Ethernet connection is used per
ICLI server instance because the capacity of a Gigabit Ethernet connection will
probably be exceeded before the thread limit of the ICLI server instance is reached.

The sysplex failover support in the SAP system can be used to further improve
availability. For details, refer to SAP on zSeries: High Availability for SAP on zSeries
Using Autonomic Computing Technologies.

z/0S and AIX support duplicated Gigabit Ethernet adapters in order to bridge
network outages as well. This has not been used in the scenario in order to keep it
simple. For details, refer to SAP on zSeries: High Availability for SAP on zSeries Using
Autonomic Computing Technologies..

MCOD configuration

[Figure 8 on page 16 outlines a sample MCOD (Multiple Components in One
Database) configuration. It encompasses two SAP systems (CRM, SBW) that require
different DB2 settings and employ failover support. As opposed to the SAP CRM
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system "CRM", the SAP BW system "SBW" requires DB2 parameters tailored to BW
as described in the SAP installation guides. Most of the DB2 parameters (including
the BW-relevant ones) can be set differently for the DB2 subsystems that form a
data sharing group (note that DB2 V8 allows using a single set of parameters that
ensures optimal performance for both OLTP and OLAP workload). Therefore, the
basic idea of this topology is to have one data sharing group that

* serves both SAP systems and

* establishes an affinity between SAP systems and data sharing members.

This means that each member is connected to no more than one SAP system. The
figure shows the four DB2 subsystems DB2A, DB2B, DB2C, DB2D, which form a
data sharing group. During regular operations:

* CRM is connected to DB2A on LPARI. In case of a failover, it will connect to
DB2C on LPAR2.

¢ SBW is connected to DB2D on LPAR2 and fails over to DB2B on LPAR1 when
necessary.

Thus, normally only one DB2 subsystem is busy per LPAR. While such a setup
does help to reduce the total number of necessary LPARSs, it has the disadvantage
that both SAP systems will be connected to DB2 subsystems in the same LPAR
when a failover occurs. For optimal performance and availability, you should
consider running each data sharing member in a separate LPAR or zSeries server.

zSeries Y

LPART . ___|[Datafor [LPAR2 .

i CRM i

i |DB2 subsystem DB2 subsystemy f[----------" DB2 subsystem: DB2 subsystem| i

: (standby) Data for Nstandby) :

i \\\\\\\\\ SBW NN i

i DB2A DB2B Sl DB2C DB2D i

E \ Data \ :

memem /\\ ________________ S smarmsilgroup‘,( _______________ //\ ......... i

// \\ __ _>><7 _ "<l — // \\
SAP App.é(;;ver SAP App.’S/erver SAP A;)E).Server SAPX;;p.Server
CRM e CRM SBW e SBW

Legend: ——— Primary connections  ~ ------ Standby connections Standby database server

DB2A: DB2 data sharing member configured to serve SAP CRM system

DB2D: DB2 data sharing member configured to serve SAP BW system SBW

DB2C: DB2 data sharing member configured to serve SAP CRM system in case of a failover
DB2B: DB2 data sharing member configured to serve SAP BW system SBW in case of a failover

Figure 8. MCOD configuration

Configurations with SAP application servers on z/0S

In this section, two possible configurations with SAP application servers on z/0OS
are depicted and their corresponding advantages and disadvantages are described.
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Heterogeneous configuration
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Figure 9. Heterogeneous configuration

shows the configuration in a heterogeneous environment. The central
instance AppServl is running on z/OS in the same LPAR as DB2. Dialog instances
(AppServ2...n) on other platforms (AIX, Linux for zSeries, Solaris, Windows) are
connected to the database via a network. In the case of the dialog instances, the
ICLI is used as a communication interface to transmit database requests between
SAP work processes and DB2. AppServl does not need the ICLI because the
database is called directly.

The following factors were taken into consideration in designing this sample
configuration:

* availability
* type of workload
* integration

¢ number of instances in one LPAR.

Availability: z/0OS was chosen as the central instance’s location for high
availability reasons. The central instance includes a message server and an enqueue
server. Usually, the SAP file system’s shared directories reside on the same system
and are mounted by the dialog instances.

If availability of the entire SAP system is critical, refer to High Availability for SAP
on zSeries Using Autonomic Computing Technologies, SC33-8206.

Type of workload: Due to the proximity of application servers on z/OS and the
database server, the largest performance improvements are seen for a workload
that is database-intensive. This type of workload is typical for UPDATE and for
many BATCH jobs.
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On the other hand, the performance of CPU-bound workload is determined mainly
by the processor speed. Proximity to the database server is not so
performance-relevant. This is typical for DIALOG work processes that perform a
lot of input checking and interaction with the graphical user interface.

At least one DIALOG process should be started on each instance. This allows the
administrator to log in. It is also required for some RFC communication between
SAP instances.

ALE or BAPI processing is performed in a DIALOG work process as well;
however, it usually has characteristics similar to those of BATCH workload.

Integration: For integration with other non-SAP programs (e.g., using BAPI =
business application program interface), it might be desirable to run the external
program and an application server instance on the same system. This facilitates
administration and provides a performance advantage if a huge amount of data is
exchanged.

However, if the external program is not supported on the chosen application server
platforms, it can still connect to an SAP application server. The communication is
always effected via the SAP gateway, and it is always TCP/IP-based.

An SAP system can have several SPOOL work processes. For high volume
printing, especially when printing to a host printer, one or more SPOOL work
processes should be started by the SAP application server instance. Since the SAP
system gets the spool data from the database, any network traffic for printing is
avoided.

Number of instances in one LPAR: Running multiple application server instances
on z/0S against the same database will not improve performance. On the other
hand, as long as it does not cause paging, it will also not decrease performance.
More real storage is required because, in this case, SAP buffer pools are allocated
multiple times. SAP buffer pools can be shared only among work processes
belonging to the same instance.
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Sysplex configuration
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Figure 10. Sysplex configuration

shows a zSeries Parallel Sysplex configuration (see [Figure 9 on page 17]
for the legend). The central instance is located in one z/OS LPAR. In a second
LPAR, a distributed application server instance is running DIALOG, UPDATE, and
SPOOL work processes. By exploiting the DB2 data sharing feature, it is possible to
add zSeries systems to a sysplex, thereby increasing the capacity of application
server instances on z/OS. In such a configuration, too, the discussed considerations
and performance advantages apply.

For sysplex configurations that support high availability of the SAP system, see
also High Awvailablity for SAP on zSeries Using Autonomic Computing Technologies,
SC33-8206 . Additional information can be found at the SAP on DB2 Web site
under:

[ttp://www.ibm.com/servers/eserver/zseries/software/sap/sapesa/zsap-scenarios.html|
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