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Java and all Java-based trademarks are trademarks of Sun Microsystems, Inc. in the United States, other countries, or both.

Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the United States, other countries, or both.

INFINIBAND, InfiniBand Trade Association and the INFINIBAND design marks are trademarks and/or service marks of the INFINIBAND Trade Association.

Intel, Intel logo, Intel Inside, Intel Inside logo, Intel Centrino, Intel Centrino logo, Celeron, Intel Xeon, Intel SpeedStep, Itanium, and Pentium are trademarks or registered trademarks of
Intel Corporation or its subsidiaries in the United States and other countries.

UNIXis a registered trademark of The Open Group in the United States and other countries.

Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.

ITIL is a registered trademark, and a registered community trademark of the Office of Government Commerce, and is registered in the U.S. Patent and Trademark Office.

IT Infrastructure Library is a registered trademark of the Central Computer and Telecommunications Agency, which is now part of the Office of Government Commerce.

* All other products may be trademarks or registered trademarks of their respective companies.

Notes:

Performance is in Internal Throughput Rate (ITR) ratio based on measurements and projections using standard IBM benchmarks in a controlled environment. The actual throughput that any user will experience will
vary depending upon considerations such as the amount of multiprogramming in the user's job stream, the 1/O configuration, the storage configuration, and the workload processed. Therefore, no assurance can be
given that an individual user will achieve throughput improvements equivalent to the performance ratios stated here.

IBM hardware products are manufactured from new parts, or new and serviceable used parts. Regardless, our warranty terms apply.

All customer examples cited or described in this presentation are presented as illustrations of the manner in which some customers have used IBM products and the results they may have achieved. Actual
environmental costs and performance characteristics will vary depending on individual customer configurations and conditions.

This publication was produced in the United States. IBM may not offer the products, services or features discussed in this document in other countries, and the information may be subject to change without notice.
Consult your local IBM business contact for information on the product or services available in your area.

All statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.

Information about non-IBM products is obtained from the manufacturers of those products or their published announcements. IBM has not tested those products and cannot confirm the performance, compatibility, or
any other claims related to non-IBM products. Questions on the capabilities of non-IBM products should be addressed to the suppliers of those products.
Prices subject to change without notice. Contact your IBM representative or Business Partner for the most current pricing in your geography.
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= 1972 IBM announces VM/370
= 1974 UKI VM User Group established

= 1991 Linus Torvalds first post of Linux code on Interner.
= 1994 Linux 1.0

= 1999 Linux 2.2 ,
= 1999 UKI VMUG 100" meeting @w%

= 1998 Bigfoot (aka i370) mainframe port of Linux undertaken
= 1999 IBM announces mainframe port of Linux

= 2000 SUSE distribution for mainframe Lce BNovell.
= 2001 Red Hat distribution for mainframe
=y redhat
\4

= 2009 SLES10/11 RHELS5 available
= 2009 Linux on System z User Group (UK and Ireland) inaugural meeting
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Why Linux on System z?

Linux Applications | GNU

GNU
Binutils

Compiler

Linux
Kernel

Hardware

Linux

Reliable, stable, secure
Large selection of applications middleware

and tooling from IBM, ISV’s and Open Source

Available from multiple distributors

Evolves rapidly to meet business challenges
Plentiful availability of skilled administrators
and developers

Linux + System z = SYNERGY

System z10

Legendary dependability

Designed for multiple diverse workloads
executing concurrently

Highly scalable — up or out

Rich security features

Proven high volume data acquisition
and management

Advanced virtualisation capabilities
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VM/370

Data Processing Division  Program Announcement

WVM/370 PROVIDES VIRTUAL MACHINE,
VIRTUAL STORAGE, AND TIME
SHARING SUPPORT FOR SIX
SYSTEM/370 MODELS

SCP 5749-010
Virtual Mad'lmo Fnilm;-"S?D IVM/370) is
Systam Con ng for 0
Modeis 135, 145 ||. 153, 165 11 and 168,
Its major functions are:
Multiple concurrent virtusl machines with
virtual storage support.
Time sharing support provided by a conver.
sational subsystem.

Role in Ad d Function

WM/370 is complementary 1o 05/V52, 05/VS1 and
DOS/VS, offering our customers extended capa-
bilitses and sdditional wirtual storage-based functions.

Orianted to the on-line enwironment, VM/370 can be
a significant assist in the and i

- A high degree of security, isolation, and integrity
af user systems,
. The ability for many users to test privileged code
in their own virtual machines.
An gid in migrating from one operating sysiem to
anather,

. Device address independence for all supported
operating systems.

. Multiple forms of disk protection, 2.g.. preventing
users from writing and/or acceming specific
disks.

. Ability to use virtual machines to provide backup
for other systems,

. Options to improve the parformance of selected
wirtual machines.

. Ability to run many System/370 emulators in
wirtual machines.

Customers whao should consider VM/370

. Large, multisystem users: satellite systems for
wirtual machine applicaticns and on-line program
development.

- Customers not yet large enough to utilize TS0 and
whao are interested in ondine program develop-
mant and/or interactive application programs.

3 thmlms, celleges, and schools: time sharing

of new applications, and can help justify

for studants, faculty, research and

sguipment through satellite systems, sdditional stor-
age and |/0, and CPU upgrades. Use it to help move
WEUT Customers To virtual storage systems, and 1o halp
themn grow when they get there.

WM/370 Highlights

. Wirtual machine, virtual storage, and time sharing
support.

. The execution of multiple concurrent operating
systemns, including DOS, DOS/VS, QS/MFT,
MWT, V51.and V52, and VM/370 itself,

. Mirtual storage facilities for operating systems
which do not support Dynamic Address Trans-
lation, sueh as OS/MFT.

. & general purpose time sharing system suitabie for
both problem solving and program developmant.
available to customers beginning with a 240K
byte Made! 135,

. Capability of running many types of batch
problem-oiving applications from a remote ter-
minal with na change in the batch program.

. Up 1o 16 mellion bytes of virnsal storage availabie
o each user,

. Capability of performing systern  generation,
maintenance, and system testing concurrent
with other work.

Fisbemse Date:  August 2, 1972

+ Users of non-1BM systems: VM/370 is a strang new
IBM entry with many sdwanced functional capa-
bilities,

. Customers considering conversion from DOS to OS5
or 05/VS: VM/IT0 can adsist through ita wrtual
machine function, and can supplement the DOS
emulator available with OS systems.

- Mixed systems or mixed release installations, in-
cluding those using PS/44 or modified back
reieasas of DOS or O3,

. Customers with high security requirements: operar-
ing applications in separate virtual machines may
provide an extra measure of security.

. Current CP/E7 users; the featwres of the virtual
sorape-based Control Program  67/Cambridge
Monitor  System |CP-6T/CMS|, originally de-
signed and implernented in 1968 for use on the
System/360 Model 67, have been refined and

ta form the foundation for VM/370.

Description

¥M/370 is a multi-access time shared system with
TWo fmajar elements:

- The Controd Program -{CP} which provides an
environment where multiple concurrent wirtual

Dustribution:  DF marsgers, wkﬂ-‘wmm:mmmm

FIE managers ard prograem system: reores

PI2.81

machines can run different operating systems,
such as OS, 05/VS, DOS snd DOS/VS, in
time-shared mode.

. The Conversational Monitor System (CMS) which
provides a genersl-purposs, time-sharing capa:
bility.

Multiple Concurrent Virtual Machines

The contrel program of WM/370 manages the re-
sources of a System/370 to provide wirtwal storage
support through implementation of virtual machines.
Each :ermmal user appears to have the funcional
at
his disposal. Multlnle wirtual machines may be run-
ning conversational, batch, or teleprocessing jobs at
the same time on the same real computer. A wser can
define the numbar and type of 1/0 devices and
storage size required for his virtual machine applica-
tion provided sufficient resources are available with
the real machine's configuration.

A custOMEr can CONCUrTently run many versions,
levels, or copies of |BM operating systems under
WM/370, including DOS, . 08, OS/VS, and
VWJM itself. (See ill!! manual W‘ \‘oe the major

ion of systems in

virtual machines. |

The capability of running multiple virtual machines
should assist the customer in scheduling l'mlt'oh
operating systams and various mixes of

jobs, tests, program maintenance, and FE dimwlr.;
It ean aid new systems development, reduce the
problems of converting fram one operating system 1o
another, and provide more economical backup
facifities.

Time Sharing

The Conversational Monitor System (CMS) compo-
nent of the VM/370 system provides a general-
purpose, conversational time sharing facility that is
suitable for genersl problem solving and program
development, and can serve as & base for interactive
applications.

CMS, specifically designed to run under VM/370,
provides broad functional capability while maintain-
ing a redatively simple design.

er OS wirtual machines; and transferring the resultant
output fram those virtual machines back to CMS far
selective analysis and cosraction from the wser's
remate terminal.

Sarvice Classification

VM/370 is System Control Programming (SCP).

MNote: VM/370 does nat after or affect in any way the
current m classificaticn nf any IBM opm:mg pygrem,
language, program product, type of 1BM
program whils under the canirol of V: vu.':i?u

Language Support for CMS

A VM/3T70 System Assembler is distributed as 2 part
af the system and is required for installation and
maintenance. Al necessary macros are provided in
CMS libraries,

The foliowing is distributed with VM/370 a5 a
convenience 1o the customer but is not part of the
SCP.

A BASIC {anguage facility consisting of the CALL-
05 BASIC (Version 1.1} Compiler and Execution
Package adapted for wse with CMS. This facility
will receive Class A maintenance by the VM/370
Central Programming Sarvice.

The foliowing program products may also be ordered
for use with CMS:

05 Full American National Standard
COBOL V4 Compiier and Library 5734-CB2

08 Full American National Standard

COBOL V4 Library 5734-LM2
05 FORTRAN IV (G1) 5734-FO2
05 FORTRAN IV Library Mod | 5734-LM1
05 Code and Go FORT RAN 5734-FO1
05 FORTRAN IV H Extanded 6734-FO3
0% FORTRAN IV Library Mod 1l 5734.LM3
FORTRAN Interactive Debug 5734-FO5
105 PL/I Optimizing Cormpiber 5734-PL1
05 PL/I Resident Library 5734-LM4
05 PL/1 Transient Library 5734-LME
105 PL/ Oprtimizing Compiler

and Libraries 5734-PL3

Further details on language support and execution-
tima limitations appear in the manual IBM Virtual
Mschine Facility/370: Introduction, and in the Pro-
gram Produet section of the saies manual,

CME can help betonme mor
and efficient by m&mng ullpmdncme wait tmu
CMS also allows ich as sci

. and L m become maore
productive via its pmhlemsolumo and work-saving
capabilities. CMS gives the user a wide range of
functional capabilities, such as; creating and
maintaining source programs for such  operating
systems a5 DOS and OS5 on CMS disks; compiling and
executing many types of 05 programs directly under
CMS; setting up complete DOS or OS5 compile,
linkedit and execute job strears for running in DOS

VM/370 has a planned availsbility of Noverber 30,
1872, supporting the Dynamic Address Transiation
facility on the System/370 Models 135 and 145,
Planned suppaort for certain advanced VM/370 facili-
tigs, other System/370 machines, and additional 110
devices will be via Independsnt Component Releases
on the dares shown below.

ICR1, planned for April 1973, will support the
swemrm Models 155 11, the 158, the Integrated

File Adapter Feature (4655) for 3330 Model 1 and
3333 Model 1 on the Model 135, and the following
additional VM/370 facilities:

. The Virnsal=Real and Dedicated Channel perform-
ance options.

. Tha virtual and real Channel-to-Channel Adapter.

. Support of OS/ASP in a VM/3T0 environmant,
effective with the availability of ASP Version 3.

. The 3311 Control Unit and the 3211 Printer,

ICR2, planned for August 1873, will support the CMS
Batch Facility, the Model 168, and the |ntegrated
Storage Cantrols (I5Cs) for the 158 and 188,

ICA3, planned for December 1973, will support the
185 11

Sea the respective program product announcemant
lettars for planned svailability of the program prod-
wets for CMS.

Nowm: VMIIT0 recuines the systam timing facilities lie., the
Clock Comparstor and the CPU Timer).
Maintananca

Maintenance for VM/370 Release 1 will be provided
by the VM/3T70 Central Programming Service until
nine manths after the next release of VM/370.

Educatian

Eduestion Announcement Letter E7214 for
details of VM/370 Introduction (no charge) and
additional educational plans.

Publications

IBM Virtual Machine Facility/370: introduction
{GC20- 1800}, is available from Mechanicsburg. Other
manuals to be available st & later date include logic
manusls, as well s planning system generation,
command language, system operator, terminal ussr,
and programmer guides, Titles and form numbers will
be announced in a future Publications Release Letter
(PRL),

Ashility and iceability (RAS)

\.I'WJ?I! provides h:-lndu which supplement the

and {RAS}
characteristics of the E‘wﬂu\nﬁ?n architecture. See
the sales manual or the introduction manual for
details.

MINIPERT

VM/370 planning information is awallable in the
MINIPERT Master Library as an aid to seiling and
installing System/370.

No RPQOs will be sccepted at this time.

Detailed information on the VM/3T0 system is in
sabes manual pages.
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IBM System z Virtualisation Genetics

The virtual machine concept on the
mainframe has a long history of
software and hardware
innovations

z/NM V5

64-Bi
VM/ESA \Falgwitch

ESA GuestLANs Set Observer
VM/XA Virtual Machine Resource Manager
31-Bit Virtual Disks in Storage ~ Performance Toolkit
VM/HPO CMS Pipelines  QDIO Enhanced Buffer State Mgmt
64 MB Real Accounting Facility Minidisk Cache  HiperSockets
VM/SP Absolute | Relative SHARE ~ SIE on SIE  Automated Shutdown
SMP Discontiguous Saved Segments  Named Saved Systems  1/O Priority Queuing
6\)‘5 VM/37O — Instruction TRACE Start Interpretive Execution (SIE)  Host Page-Management Assist
Programmable Operator (PROP)  LPAR Hypervisor  Integrated Facility for Linux  HyperSwap
CP'67 m Inter-User Communication Vehicle (IUCV) VM Assist Microcode Adapter Interruption Pass-Through
Conversational Monitor System (CMS) Dedicated I/0O Processors Multiple Logical Channel Subsystems (LCSS)
M Diagnose Hypervisor Interface  Program Event Recording (PER)  Open Systems Adapter (OSA) Network Switching
Control Program Hypervisor ~ Translation Look-Aside Buffer (TLB) ~ REXX Interpreter Large SMP ~ Dynamic Virtual Machine Timeout
Dynamic Address Translation (DAT) Zone Relocation Expanded Storage Multiple Image Facility (MIF) N_Port ID Virtualization (NPIV)

1960s 1972 1980 1981 1988 1995 2007

System z virtualisation starts on the chip; an integration of hardware, firmware, and software functionality
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UK & Ireland YM-User Group 100*“"theeting-(25 years)
— IBM Bedfont Lakes, 17, Feb 1999 -

Ying Chu cutting cake

U}Z&Iral;xﬂ
VM User Group

- Cake with 100 candles!
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developerWorks.
Linux on System z®

What's new

Development stream

Distribution hints If you want to contact

e for Linux on S the Linux on System z
Documentation S o - IEM team refer to the
Tuning hints & tips Linux is a registered trademark of Linus Torvalds in the United States, other countries, or both.
Archive
Feedback Linux is an operating system whose kernel was developed by Linus Torvalds and initially distributed in 1991, Linux has evolved to become a widely accepted operating system with a

wealth of applications. Today, many Linux distributions also contain a variety of tools and utilities provided by the open source community (e.g., from the GNU project). Linux is platform-
independent and executes on many architectures, including IBM System z, IBM Power Systems™, Intel®, Alpha®, or Sparc®. Linux is Open Source software which means that the source
code may be downloaded free of charge. You can learn more about Open Source on WwWw.opEnsOUFCe.org.

Although the source code is free, only system programmers build their own distributions. For production purposes, Linux distributions built by Linux distribution partners are used.

+ Back to top

Linux on System z is the synonym for Linux running on any IEM mainframe, including:

IEM System z10™

IEM System 298

IBM eServer™ z5eries™ (2990, 2890, 2900, 2800)

S/390® (9672 G5, G6 and Multiprise® 3000 processors).

Linux on System z exploits the strengths and reliability features of the tem z hardware, while prezerving the openness and stability of Linusx.
For more informaticn refer to the Linux on System z homepage at: bm.com/s b

nefzios/lin

Linux on System z distributions are offered by Linux distribution partners who provide services and support.
1BM offers consulting services, defect and remote technical support for all eligible generally available distributions of Linux for System z.
For more information, please contact your IBM representative or business partner or call 1-800-426-4968 (U.S.) or the appropriate IBM number in your region.

+ Back to top

Theze pages are provided to describe Linux on System z functionality for system programmers. Some of the information is useful for users of Linux on System z distributions.

m" pages document what new functionality in upstream Linux packages is developed for Linux on System z, which will be integrated into distributions over
on provided for the development stream does not match any Linux distribution but can be used to learn about the functionality.

2008, arbitrary streams were uzed as a basze for documenting Linux on System z functionality (instead of the current upstream "Development stream”). These
old streams are still available in the "Ar

pages provide additional information for recent distributions.
=" pages contain a collection of ohservations and recommendations from the Linux on System z Performance Team.

- .
=
=
m

+ Back to top
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Linux on System z in UK and Ireland

= Rapid growth during 2008/9
— green agenda, virtualisation

» Production environments

= Many PoC/Pilot projects

= Skills improving (VM and Linux)
— IT organisational realignment
— hands-on workshops

© 2009 IBM Corporation
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Solutions/Middleware

= WebSphere Application Server

= Oracle DB

= CommerceSuite

» Process Server

= Tivoli Enterprise Portal Server

» Rational Clearcase

» Tivoli Composite Application Manager
= WebSphere Message Broker

= Communications Controller for Linux
= Domino

= DB2

= Cognos and InfoSphere

» Open Source e-mail, HTTP serving etc.

10

Standard Processor Engines

IFL Engines

System z

© 2009 IBM Corporation
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zFuture: The next leap in virtualisation

Virtualisation was pioneered and perfected on IBM mainframes

System z continues to set the gold standard in virtualisation

All other servers lag in virtualisation capabilities

zFuture will deliver integrated virtualisation to a heterogeneous system configuration!

zFuture
System z10
B s@System z9
zZoerie.
6262‘26 Integrated
x21 .
30900 ° ZIP  OsAPort| | medement
308x z/VM zAAP Isolation
64-bit Workload
VM/ESA ICF Virtual Switch Management
VM/XA PR/SM ESA Linux for System z

VM/HPO 31-bit IFL HiperDispatch Ensemble

VM/SP e Multi-image Facility Management
VM/370 rea . N On/Off CoD .

CP-67 N-way Logical Partitioning Performance Toolkit - Dynamic Hypervisor

_ : CMS SIE instruction HiperSockets 3':;::1 Clustering

Timesharing VM Assist microcode Large-scale memory Virtual Disks Multiple Logical . _
over commitment in Storage Virtual Machine

Advanced Paging Channel Subsystems i
; obili
Hypervisor Control Program Subsystem Programmable Resource Capping Y
Second-level guests and beyond Operator HiperSockets
virtual networking
throughout zFuture
1960s 1970s 1980s 1990s 2000s
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Great Moments in Evolution ¢
Penguins develop the ab

(7 g AT,
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