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[performance]

[performance] noun

Some athletes take drugs to improve their performance.
These cars have a reputation for poor performance.

High-performance
cars are the most expensive.

(Cambridge International Dictionary of English)
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Objjectives

= Performance Management
» Capacity planning & sizing
» Load Injection
» Reference Workloads
» Major Tuning Steps
» Monitoring & Tracing
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zSeries stands for Qualiityy....

= Quality of service...
» More Security
» More Reliability
» Accounting
» Transaction Security
» All this is not for free...
» In fact it costs instructions

zSeries has proved the last years that it is able
to deliver highest transaction rates and highest
quality of service at one time.
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Main components of
web application end-to-end performance
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Performance Management Tasks

Performance
Analysis
Monitoring &
Tracing

Performance
Tuning
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Capacity
Planning
& Sizing

Workload
injection &
Reference
Workload

Architecture
Design for scalability

Backend integration

Application
Development
(YES ! Application
Development !)
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Performance Management

» performance design
> capacity planning
> sizing

«® Redhooks dbooks ibm.com

Historical Performance Design...
...when we talked about split seconds and human
productivity

= asm programming

= jps/ics/opt tuning

= | /O reduction

® some science L
= known application

= known tx rate
= few computation
resources in a very
controlled network
= good system skills
» easy derived capacity
and hardware planning

= then came WLM & Hardware

= S| As have been matched to
Goals
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WWW Performance design...

...when WWW got a new meaning

Business
Idea
newest tools &
Application sophisticated
Development programming
models

Production .‘
SW Vendor

Env

changes \
9 HW Vendor

time to
market

sizing for
production ?
estimate !

to \
Production )
Env &
Application
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Performance Management Sizing

= Two approaches
> scientific
e get many informations
* put it into an tool
e come out with an estimate of processor load
> empiric
* run an prototype or 'like' workload
« take your measurements
* do your performance projections

Results will be in both cases not accurate. Don't

blame us, please. It's very difficult to size for the
Internet. Are you sizing for DoS-attacks too ?

1.com |
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scientific sizing approach

= \We give you a questionnaire
= You give us the answers

= \We put into an tool
» And give you CPU & memory requirements
» Questionnaire available for IBMers + BPs

number connections visits used connectors

page size encryption key length CTG level

concurrent clients SSL session time-outs commarea usage

% of SSL proxy JDBC or SQLJ
programming model firewall IMS connect / OTMA
security model how many visits middle tier

backend integration how many pages per visit JSP used

software levels session tracking hardware used

service levels Y%static Yodynamic complexity of tx
response time expectations backends complexity of application

contact your IBM representative

(& Redbooks e

empiric / pragmatic sizing approach

= Scientific approach is still OK for static pages, common
programming models

= For Application Servers its sometimes better to derive the
sizing from test runs against your early application

Establish regularly test runs on same architecture than production

Programmers see bottlenecks early

You get an early feeling on the resource consumption

Concerns can be raised early
> Usually performance gets better tuning testing

= |f an early code is not available in time, start with a common
test suite that covers at least the same components than
your application (EJB, DB2, LDAP)

= Get estimates on the number of requests and expected
response time (SLA!)

>
| 4
>
>
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pragmatic sizing approach
flow

= Setup a controlled environment according to
general sizing guidelines
= |nstall reference workload or early
application
= Run simulated workloads
= Record data
e Pathlength
e Throughput
« Response time
= You calculate/estimate resource
requirements from your measurements and
the expected transaction rate / response

fime
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Server Capacity Planning (simplified)
SLAs Application Plans planning for
MTR/MTB Technology outlooks the
RespTime Object Size marketing application
Availability Complexity expectations
24*7*333 Category
TX Rate Backends
CPU Storager DASD Trends /\\
Server OSA crypto
Select |n|t|a| sizing
Server
Architecture WebSphere
SiteAnalyzer
= | capacity plan:
’[ | CPU, Stor, I/0,
00S 1 OsA, crypto and
Capacity on
Demand
or
4 plenty of white
life test COD space
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sizing

Don't forget... it's not only that simple
web page (0,1m)

it's about instructions...
if sizing for an application you might add CPU resources for

= security
=tracing
+peaks
==|0gging / accounting
=reporting & mining
= encryption
== high availability (redundancy)
=+ workload classification and local clones (WLM)
= concurrent backups
and might substract if running in a
= mixed workload environment

have you planned a
staging server ?
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L) RY L Gl software

Performance Management

- = | oad Injection Tip in front
® Controlled Environment Q
. No fancy tools necessary
= |Load Injector ‘& for heavy applications
= Workloads

Holger Wunderlich
wunderl@us.ibm.com

Q_ﬂé Internatisnal Technical Support Organization

www.redbooks.ibm.com _
Copyright IBM Corp 2001




Load Injection
controlled environment

change management

test runs without mixed workloads
LPAR guarantee

controlled changes to the applications
or to the application

protocol of the test runs

» again: pathlength, throughput, response time,
parameters

= don't change the load generators after

adjustment

«@® Redbooks ibm.com
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DAT Installation & Usage

m Det DAT from

» http://www.alphaworks.ibm.com/tech/dat

= Run the install.exe on your load generation
PC

» It's Java and runs on any platform
= Run the program

2
Dat.Ink
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DAT Installation & Usage

= Pull down file/configuration
= Add your webserver here pmmms =
» IP address not a"owed ™ Aubs Configun ¢ Wanual Confguie
Cescriphon
] Add the SSI port tOO u==r hasio do nothing except chooming *direct connechon to the
. . . Inb=miet* when configure progy of brosser
= Click auto configuration e
. CIiCk Ok wizci9oe i=nibmoom ERFREE] HTE HTTFH=ndler
Target Site Domaln Name: |
Service: [HTTEHarder =] Part |
B _] LEEE J .f."u'.fJ BrSeties _1
Siatus
oK Cancel
R
«® Redbooks oks.ibm.com |
Testcase
m To generate a testcase
» Put DAT in recording mode
» Start your browser
> Load the webpage referring to '”“““““"“"""‘“"“""""""‘"“' =44
your reference workload alojule] =lafwlwle]|2]]
(pingServlet) T o e || Pt e
> Stop recording 38
- e Coeeey
» Save as PingServlet.tc ;E;_;:;':: . P
> Repeat until you have all T . =
testcases recorded :
!::::-‘n1nwnu
JJ.
C
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DAT Installation & Usage

= Hint:

when you open one of the connections DAT will
show you the http request and response headers

F'.}‘.I'll-'r-l-ll'l'-‘ Apzbrabae Tesber - Proprass Files O CEDUDET  Seste asms gongs e

Reguest

ET MebFEish_ Mol gif HTTRH 1 P
Ae-cept "

Feaforar: RpUYaH S0 0 f5a it ooy BT EF
Lear Lo Lang LA are L

e coptEnending gap, deiss

F-Wrad i d-Gince. Fri, 27 Dot 000 1 850020 0

1‘ l L]
Response

HTTEH 1 304 Hot Wocied

Ganar B HTTP Sana S RIND

Dl Tise, 03 Jul 001 171519 BMT
Conracian cines

LasHMociied: Fr, 27 Ocl 2000 135025 G AT
(== T o O T T T ]

;l""—'l'ﬂn

Thie iz 3 image. Dant recond it oo

!

= 1

Funstian Test

Exit |
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DAT Installation & Usage

m Hint:

if you now pulldown file/view detailer you will see your http

equest... in detalil

=f maximize the window to get access to the scrollbars !
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DAT Installation & Usage

®= To do an performance run against your installation
now push performance test

= Pull down testcase and add the required run

= You can add various testcases and save later as a
group (good for overall throughput)

= Select the number of clients (maybe 20-30)
m Select a fixed time period instead of repeats
= Press start and the run begins

[ T e, 3 eriprmasoe besk paramebers
Bl S - | Testtools are not real users
Flia Name: {COProgram FileCRUDATUESSRSesy | HIowse. |
gy 5 Mlnlmtgm,ROT: 10% of users logged
P, s ok | on, 10% logged on are active
. Generally peak rate is 2 X to 4 X
CiEnsi(20  Time Perna; (i3 mirute | Caneel | average
AR I )
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DAT Installation & Usage

m After the run DAT will show the performance
data if you scroll to the right.

= Record now all the performance data
together with essential system data (CPU
time...) in a worksheet

i 2ed

Partol M Tasl  TamCass  Ovoip

& CUProgram FlesvcRODATEs

| TaalCass Fia nents [Repeats [Time Pernod [Connectons [Racuaats [success |
I 3 =0 o ] =11 z

) R P A A g T P U A Vs PR Wb e Py e o i AR |'— ey

Cumrent TestCaze Progress
Asd g e B mg e T o
Thrzughput Reapenaa Tims Errer Erreor

EEEN caeeo: AN 2 SN ([N

Stan | Stop l Exit I
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DAT Summary

= Now you can always check if your system
change was successful

= There are many numbers that can be used
to get insight of your system throughput

= To begin just have a look at
» CPU Time / Pathlenght
» Average responsetime
» Number of successful transactions
» Errors
= After a loadrun always check system and
server logs if something unusual happened!

Il
¢
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Workloads

= Your Application

= Static
» Homegrown, download from the internet
= Dynamic
» /usr/lpp/was35/AppServer/hosts/default_host/examples/serviets/
e SimpleJSPBean.class
e SimpleJSPServlet.class
» Sessiontracking sample supplied (using JDBC, DB2 and
connection pooling)
» Hello World Servlet

= Enterprise Workloads
» see WSPBSA

«® Redbooks com |




WebSphere Performance Benchmark
Sample application, Trade2
= WebSite
> http://www-4.ibm.com/software/webservers/appserv/iwpbs_download.html

= For installation tips on trade2 write me an email
= For installation tips on WSPBSA wait for the coming Redbook

TRADE2
WebBank

WebSphere Application Server

request

Servlets

Busoness

Data N

ccess

Hnterprise
Data

response

+— | JSPs

jdbe

Web Browser

«® Redhooks 900ks ibm.com ___

Performance Management

Tune & Analyze
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What can you achieve ?

m German Customer

» Complex WebSphere SE application, highly OO,

many JSPs

» Migration from WAS 3.02 to WAS 3.5 reduced
CPU-consumption to 41%-44% of the original
CPU-consumption. The numbers depend slightly on

the application code.

» Several quick changes in the application code
reduced CPU-consumption contributes to 46% of
the orgiginal CPU-consumption

» Both sum up to 79% reduction of CPU-consuption
compared to the original application under WAS3.02.

@ Redhooks
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Tuning
base vocabulary

= response time
» time spent in client
» time spent in network
» time spent in servers
= throughput

®m resource utilization
» path length
» waiting times

@ Redhooks

Tuning (within mixed
workloads) is
» Analyzing runtime
» Avoiding of unnecessary
cycles
» Assigning resources to
workloads
» Restricting workloads
» Making adjustments and
ordering hardware!
Matching performance to
SLASs

m




First of all: Resources {L@

= There is interaction:

m Resources & e.g.

Queues » Memory access

» CPU costs CPU

» Memory » 1/O is for free on

> |/O zSeries ...but slow

» HW - Ftr and can affect

» Bandwidth gueues

> Services » Same for external
services

»cSlewynetwork canio Busy

= lead to excessive
CPU Memory 1/O lockings in TX
Time Time Time scope
«® Redbooks nicom
Queuing

m Resources are a problem if they are queued
= Queues are virtually not there if you don't
queue

= There are open and closed queues

» closed queues a brilliant mechanisms to control the
loading of your servers

r

ENEtWorke

- . Servlet EJB \ ._
Web Server
- &ngine E Container DataSource
DB

many tuning knobs...

I
C
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Queuing

= keep queues outside of WAS

= if you see queuing problems without cpu
saturation you might put in another WAS
instance

UpStream Queuing

Web Server ServietEnai
(N=75) ervietengine DataSource A
(N=50) , (N=25) A
. DB

Network

clients
@ Redhooks eibmeon
Caching
(moving work from i/o to memory/cpu) k@
=N Y R | M

WAS

E

IHS

'
Il

LangEnv

Browser

I

DNS Directory

USss
[filecache |
TCPIP % (@ DB2
T IMS
ISP/ ISP/ RACE
POP hoster Crypto LDAP
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Tuning
general guidelines

= Know what to tune for (categorize &
understand your application)

= Minimize 1/0,Cache (where appropriate)

Check best practice for your software
» WebSphere, IHS, USS, Java, DB2...

Software service level

Keep a record on what you have done, at
least

* Pathlength

* Responsetime

e Throughput

e Parameters

Il
C
if
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TOP 10 most common mistakes

» Inappropriate Software Levels
> |EEE/WAS combination
» Over engineered Application
» handmade frameworks, no high tx design, too much OO
» JIT disabled
» Servlet Reloading
» USS-SAF misconfiguration
> IRRUMAP, IRRGMAP, SURROGAT, RACLIST
» Traces in IHS & WAS
> -vv, jvm trace, MVS trace, jdbc trace
Memory Usage in JVM & GC
No Connection pooling
Inefficient backend connection
Base tuning
» |IPS, ICS,Resources, HW enable, LAnguage Environment
» Network Infrastructure
> Edge Server, Caching, Bandwith

«® Redbooks
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Performance Management

It even affects what you

= Monitoring Tip in front
= TI’aCing Qmeasure.Takecare.

Holger Wunderlich
wunderl@us.ibm.com

www.redbooks.ibm.com k@ Heubans

Copyright IBM Corp 2001

Monitoring & Tracing

= Monitoring external, = MVS
Tracing internal » CTRACE

= To find problems in > SMF
the server = TCP/IP
infrastructure usually > VTAM Trace
tools like RMF are = \WebServer
the right choice » LE TRACE

= To find problems in > ServerTrace
the application = WebSphere
profilers are the right > JDBC Trace
choice » JavaTrace

= The best is not to look : gsjse.;]:_ eJ\;erlogr:lce
atit... keep traces off !, \yepsphere Trace

«® Redbooks bm.com




Simplified methodology for
performance management / Summary

make zSeries environment ready and controlled
put load injectors in place
get sample applications installed

give developers access & instructions to place their
applications on zSeries

= run load simulation
» with reference workload for IS tuning and sizing

» with real application for application tuning and sizing
(regularly)

= analyze: trace & monitor, collecting data
m capacity management & performance tuning

«® Redbooks f|
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Additional Information

= Redbooks: www.redbooks.ibm.com
> WebSphere V3 Performance Tuning Guide, SG24-5657-00

> IBM San Francisco Performance Tips and Techniques, SG24-5368-0, See
Chapter 9

= Whitepapers:
www.ibm.com/software/webservers/appserv/whitepapers.html

> WebSphere Application Server Development Best Practices for
Performance and Scalability

» IBM WebSphere Application Server Standard and Advanced Editions - A
Methodology for Production Performance Tuning

» zOS eBusiness tuning
www-1.ibm.com/servers/eserver/zseries/ebusiness/perform.html
= Bookstores
» "Java TM Performance and Scalability Volume 1, Server-Side Programming
Techniques", by Dov Bulka, First Printing May, 2000, Addison Wesley

> "Practical Queuing Analysis" by Mike Tanner, pub. McGraw-Hill in their IBM
series. ISBN 0-07-709078-0.

> Patrick Killelea, Web Performance Tuning O'Reilly

«® Redbooks f|
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More Info

= "A Scalable System for Consistently Caching Dynamic Web Data "
(postscript, by Jim Challenger, Arun lyengar and Paul Dantzig).
» In Proceedings of IEEE INFOCOM'99, New York, March 1999.
» http://www.research.ibm.com/people/i/iyengar/infocom2.ps

= "A Scalable and Highly Available System for Serving Dynamic Data at
Frequently Accessed Web Sites " (Jim Challenger, Arun lyengar and
Paul Dantzig).
» In Proceedings of ACM/IEEE Supercomputing '98, Orlando

> http://www.supercomp.org/sc98/TechPapers/sc98_FullAbstracts/
Challenger602/index.htm

«e® Redhooks

com |




