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General

Agenda:
e Start 09:00
e Lunch about 12:30 for 1 hour
e Finish about 17:00.

e Breaks every 90 minutes or so, for 15 minutes
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General

Questions?? Please ask as I go along. Also, if you can't
understand my strange accent, please let me know!

PLEASE complete the evaluation forms.

My background.....

@ Redhooks
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Agenda

Topics:
e Sysplex availability-related functions and features checklist
e System Logger 101

e msys for Operations and z/0OS HealthChecker status and
directions

e Bits and bytes
e Merging systems into a sysplex

lll@ He{l hDOks © 2003 IBM Corporation i b m : co m/red boo ks y



|
I
©)

Sysplex availability checklist
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Parallel Sysplex availability

Some general points:
e High availability - Keeping applications running with no
unplanned outages.
e Continuous operations - Keeping the system up and running with
no p/anned outages (for a customer trying to use your system
via the Web, there is no such thing as a p/anned outage....)

e It is unlikely that any vendor will ever deliver a system that will
never require a planned outage. Therefore the best you can do
is provide applications that will never have an outage:

— Spread each critical application across more than one system.
— Exploit all applicable functions that help avoid planned and
unplanned outages.

e In this presentation we will focus on the latter

e For application considerations, refer to upcoming Redbook
Parallel Sysplex Application Considerations, S624-6523-01
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Continuous Application Availability
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Parallel Sysplex Availability

To get the availability benefits enabled by a Parallel
Sysplex, you must make the effort to exploit the
capabilities it provides

Installing a Coupling Facility does not automagically
eliminate all outages

There is NO magic silver bullet to provide continuous
availability

BUT... there are many small changes you can make - when
added together, these can make a significant improvement
to availability

¢® Redhooks
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Parallel Sysplex Availability
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Application service delivery components
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CPU considerations

Use latest technology you can afford - each new generation has availability/reliability
and dynamic upgrade/downgrade improvements over previous generations

Exploit concurrent upgrade capabilities like CBU, CUoD, MUoD, Daily On/Off, I/O
upgrade plan ahead

Ensure every critical device is configured with at least two channels, through
different switches/directors

Do a Component Failure Impact Analysis (CFIA) every time you make a significant
configuration change

Ensure Driver levels are kept up to date, and install Hiper MCLs in a timely manner
(nearly all patches are non-disruptive)

Ensure environmentals (Air conditioning, UPS, generators, physical security,
telecoms connections) are designed for required levels of availability

Implement automation that will notify the relevant parties in case of the failure of any
component

Consider placing two LPARs from each sysplex on each CPC - ensures that MIPS on
that CPC will still be available to the sysplex even if one LPAR is shut down. If
possible, mix LPARs that do NOT have identical LPARs and use IRD to manage
weights

If running on zSeries, exploit Channel Subsystem /O Priority Queuing

Ensure CPC has sufficient capacity - running at 100% for prolonged periods is not
recommended

Enable Automatic I/O Reset Facility if not using Automatic Reconfiguration Facility

Configure sufficient HSA to allow for Dynamic |/O Reconfigurations

Don't configure an LPAR with extremely low weights (<5%) in a sysplex
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CF considerations

CFLevels 11 and 12 now available. Start planning now to upgrade to these levels
(remember that CFLevel change is currently disruptive)

SoD for z990 GA3 to support upgrade of CFLevels and service level without a POR

CFLevel 12 can significantly impact the storage required for List and Cache structures.
Review the ITSO Hint and Tip about structure sizes for a procedure to determine new sizes.

MUST have at least 2 CFs, even for Resource Sharing

If doing data sharing (prior to SM Duplexing), at least one CF must be failure-isolated and
‘category 3' structures should be in that CF. See WSC FLASH 98029

Reqularly make sure that all structures are in the CF that you expect them to be in,
especially if one CF is an ICF.

Each CF should have enough storage to hold all structures. Remember Control Storage if
CF still in 31-bit mode.

Monitor CF storage utilization as you add structures and upgrade CF Levels

Check available control space before attempting to empty one CF into the other

Each CF with 1 CP should not run at >50% CPU utilization. If there is more than 1 CP,
higher utilization is possible without impacting performance

Must consider impact of high CF CPU utilization on CF response times, especially during CF
or system recovery

If possible, production CFs should have 2 (or more) CPs

Should be at least 2 sender or peer links from every CPC to every connected CF

Use battery backup and UPS when doing data sharing

Never enable Dynamic CF Dispatching for a production CF - See ITSO Hint and Tip entitled
"Use of Shared Engines for Coupling Facilities"

Use highest speed links possible, especially for structures with large data transfers

Consider exploiting System Managed CF Duplexing, even with stand alone CFs
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DASD considerations

Ensure that each ESS Cluster has a unique IP Address

Place your ESSs on the same protected machine room LAN as the
HMCs

Make sure that all paths from each host are spread across multiple ESS
host bays

Protect DSF with RACF or similar

Use DSF R17 or DSF R16 + APAR PQ44667 to improve checking of
paths to disks

When initializing a volume, check that the hardware serial number listed
in message ICK091I is the correct serial number:
ICK0911 ECO00 NED= 3390.B3C.IBM.91.000001324524

Exploit FlashCopy and SnapShot (and similar) to minimize impact of
backups and to easily create test copies of volumes. FlashCopy V2
supports flash across different LSSs in the same ESS.

Create real time offsite copies of production volumes - PPRC
performance on ESS significantly improved over earlier devices

If using GDPS/PPRC, exploit HyperSwap to let you non-disruptively
swap primary and secondary volumes for planned or unplanned outages

Configure and exploit Parallel Access Volumes. If possible, manage
them with WLM.
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Switches, directors, and timer considerations

Always spread paths to critical devices across more than one director

Define switch Control Unit Port in HCD, to ensure errors can be reported
back to the operating system

If appropriate, order High Availability configuration when purchasing
FICON switch

Use Model 2 Sysplex Timers - support on Model 1s runs out at the end
of 2003. See Redpaper on migration options at:
http://www.redbooks.ibm.com/redpapers/pdfs/redp3666.pdf

Implement the Expanded Availability Configuration with Model 2s

Ensure APAR OW44231 for loss of timer signal is installed and
understood

Especially when using recent technology, ensure that microcode levels
are kept up to date.

@ Redhooks
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0S/390 and z/0S-supplied exploiters

Exploit IBM-provided automation in SA/390 and msys for Ops

Use z/OS HealthChecker either in SA/390, msys for Ops, or standalone

Enable GRS SYNCHRES option in GRSCNF member (or dynamically via SETGRS command)

EXITs - eliminate where possible (is it still needed?), for those that remain, use Dynamic Exit
support where possible.

OPERLOG - used for sysplex-wide problem determination - can be used together with syslog

LOGREC - sysplex-wide problem recording medium that never fills

Sysplex tape sharing - free cross-system tape unit sharing, if you can live with lack of
cross-sysplex support

GRS Star - higher performance, superior availability and recoverability compared to GRS Ring.
Considered a pre-req for large sysplexes

RACF sysplex data sharing - improved performance, easier multi-system administration

JES2 Checkpoint in CF - equivalent-to-better performance, especially with mixed CPC sizes,
and elimination of Reserves

Enhanced Catalog Sharing - performance equivalent to non-shared DASD environment

Sysplex HFS sharing - improved flexibility and availability for end-users and system
programmers

Symbolic Alias Facility - swap between subsystem software releases with no JCL changes,
renaming, or library copying

Use of system symbols in Parmlib, Proclib, VTAM, TCP, NetView, OPC, AOC, Clists to
minimize multi-system maintenance overhead - with z/OS 1.4, you can have up to 800 symbols
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DFSMS-supplied exploiters
[Featre  [Exploiting? |

Enable DFSMShsm Secondary Host Promotion

If you have >1 HSMplexes in the same sysplex, implement DFSMShsm
Single GRSplex to remove false contention on the CDSs

If there are a very large number of HSM-managed data sets or volumes,
implement DFSMShsm RLS for CDSs to provide improved performance
for CDS-intensive activities

Use DFSMShsm Multiple Address Space HSM - lets you break HSM
tasks across multiple address spaces, running higher priority tasks (like
recall) in one address space, and lower priority tasks in another

Specify RESTART='(a,b)' on HSM startup JCL to automatically restart
HSM following a failure

Use DFSMShsm Single Recall Queue - balances HSM recall processing
across hosts in a sysplex and provides persistency of recall requests
should the HSM address space fail or be stopped

OAM sysplex support - ability to access OAM data from any system in
the sysplex, and remove OAM affinity to just one system

@ Redhooks
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XCF considerations

There should be 1 XCF structure per Transport Class per CF.
Every structure should be defined as both PATHIN and PATHOUT
This is SO much easier than using CTCs

CDSs should be on high performance volumes

Place the primary sysplex, CFRM, and LOGR CDSs on different
volumes

Place primary, alternate, and spare CDSs on separate physical
controllers

CDSs should not be larger than necessary - impacts IPL and recovery
times

Use a backup method that does not cause RESERVE problems -
consider Disaster Recovery requirements

Place CDSs on dedicated volumes with no RESERVESs

Ensure there is automation in place to add a spare CDS if primary or
alternate is lost

Allocate spare CDS' at the same time as primary and alternate, to
ensure they are all at the same functionality level and formatted with
the same values

Have separate RACF profile to protect CDSs

Use XISOLATE (WSC FLASH 10080) program to monitor for single
points of failure - Available from
ftp://ftp.software.ibm.com/s390/mvs/tools

@ Redhooks
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XCF considerations (cont)

Always use the POPULATECEF flavour of the SETXCF command to
repopulate a CF

Implement automation to act on potential hang situations (messages
IXLO40E and IXLO41E).

Monitor for, and apply HIPERs for XCF (6752SCXCF) and XES
(5752SCIXL)

Check for NEW FUNCTION APARs for XCF and XES

If XCF message rates above 1000/sec, see Setting Up a Sysplex for
tuning recommendations

Use enhanced D XCF,PI,STRNM=nnnn command to get response time
information for XCF paths

Implement automation to check that each structure is in the first CF in
its preference list - first check that all CFs are available! z/OS
HealthChecker will do this
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CFRM considerations

Ensure that System-Managed Rebuild is enabled (reqs OS/390 2.8
and CFLEVEL 8) - this is a pre-req for new CF exploiters such as
JES2, WLM, MQ, CICS TS 2.2, others

Structure Full Monitoring should be enabled and automated (to alert
appropriate tech support staff)

Auto Alter enabled for recommended structures. Plus monitor for
messages so that CFRM policy can be adjusted accordingly

Always update the CFRM policy any time a structure size is changed
using SETXCF ALTER or Auto Alter

All structures should have at least 2 CFs in preference list

Ensure a CFRM policy naming convention is used so that policy
changes can be easily backed out

Use appropriate structure sizes - validate with CFSizer (for rough
figure) or check RMF reports (for more accurate indication if existing
structure is large enough)

Suggest specifying SIZE = no more than 2 * INITSIZE. It should not be
much larger than this.

Never use REBUILDPERCENT > 1 - recommend to allow
REBUILDPECENT to default

Check regularly that there are no structures in POLICY CHANGE
PENDING status - if you find any, rebuild those structures at a
convenient time. If the new policy is started through msys for Ops, it
will automatically rebuild any structure that goes into this state.
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Logger considerations

Try to ensure staging data sets are not used (except for GDPS
customers) - this infers that the CFs are failure isolated and LOGR policy
is set up correctly

Ensure LOGR CDS is at least at HBB6603 level. If all systems running
z/OS 1.2 or later, CDS should be at HBB7705 (D XCF,C,TYPE=LOGR)

If all systems > z/OS 1.2, and at least one system is at z/OS 1.3, most
log stream attributes can now be changed while the log stream is
connected (if HBB7705 CDS)

Set up automation to monitor for IXG3101/IXG3111/IXG312E messages -
all relate to offload problems

Set up automation to monitor for IXG267| message - issued at data set
allocation time and indicates that offload or staging data sets do not
have share options (3 3)

Never delete offload or staging data sets manually without first checking
to ensure Logger has no knowledge of those data sets - always do a
DELETE LOGSTREAM to remove log stream definitions and all
associated data sets.

@ Redhooks
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Logger considerations

Put log streams with similar average buffer size and request rates in the
same structure. Do not mix idle and busy log streams in same structure

Try to aim for offloads happening around once a minute

Even if you don't intend to use staging data sets, specify
STG_DUPLEX(YES), DUPLEXMODE(COND) (or apply the PTF for
OA03001) and at least STG_SIZE and STG_DATACLAS for every log
stream

Use data class with 24K CI Size for all offload data sets - staging data
sets must still have 4K CI Sizes

When using CF Log streams and duplexing to DASD, ensure that staging
data sets are sufficiently large that they are not hitting the High Threshold
before the log streams in the CF

Have at least 2 different systems connected to each LOGR structure -
allows peer recovery in case of a system failure

For CICS DFHLOG, IGWLOG, and RRS Active log streams, monitor
offload data sets - if sequence number is large, adjust HHGHOFFLOAD
and LOWOFFLOAD or structure size

Also for DFHLOG, monitor frequency of LOG TAIL DELETION (shows up
in CICS syslog) - should not be more frequent than 1/minute

Get your kids to analyze the SMF 88 reports using the IXGRPT1 program
- to see how tough life your job is!
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SFM considerations

USE SFM. Single change that would have eliminated the largest number
of multi-system outages

If the policy is defined and started, SFM can:

~ Partition a system out of the plex if status update is missing

~ Partition a system out of the plex if XCF signaling to the system is lost
~ Assist with V XCF,xxx,OFFLINE processing

~ Control structure rebuild processing based on REBUILDPERCENT

Do not specify PROMPT in the SFM - use ISOLATETIME(O) instead to
get sick system immediately removed from sysplex

Don't set INTERVAL in COUPLEXxx - let system determine it dynamically

Don't specify OPNOTIFY- let it default to the calculated INTERVAL plus 3
seconds

Set CLEANUP interval to 15 seconds - should be sufficient for planned
shutdowns
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Automatic Restart Manager considerations
[Feature ~—  [Exploiting? |

When you move to z/OS 1.4, the ARM CDS MUST be formatted using a
z/OS 1.4 version of IXCL1DSU.

ARM talks to WLM to identify most appropriate LPAR when restarting
workloads from a failed image - CPU % and common storage usage

Use ARM to quickly restart DB2 (using RESTART LIGHT option if DB2
V7) to release retained locks

Use ARM to restart CICS and CPSM regions on the same image as the
associated DB2 following a system failure

Use ARM to restart a CICS Server region (Temp Storage, CF Data Table,
or Named Counter Server) after a failure (reqs CICS 2.1)

Use ARM to automatically restart NetView, especially if NetView is used
to drive automation

Use ARM to restart VTAM and TCP/IP following a failure

Use ARM to restart IMS regions (Control region, Common Queue Server,
FDBR) following a failure

Use ARM to restart IRLM following a failure

Use ARM to restart MQ Series following a failure

Use ARM to restart RRS

Use ARM to restart SDSF Server address space

Use ARMWRAP program to add ARM support to other jobs/tasks
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z/0S Health Checker

Do you have documentation explaining every override to IBM defaults?

Do you have a mechanism for finding out about changes to IBM
recommendations?

How do you know if someone has changed your perfect configuration?

Download the Health Checker from:
http://lwww14.software.ibm.com/webapp/download/search.jsp?go=y&rs=hchk

Run the HealthChecker regularly - at least once a week - just because
you get a clean run does NOT mean you don't have to run it again!

Register on ResourcelLink so that you are notified every time a new
level of code comes available.
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Network/sysplex considerations

Use VTAM over XCF for greatly simplified definitions

VTAM Generic Resources for:
CICS
DB2
IMS
TSO
NetView Access Services

VTAM Multi Node Persistent Sessions for:
CICS (CICS TS 2.2 supports signon persistence)
IMS Rapid Network Recovery

TCP/IP can use XCF for intra-sysplex communication

TCP/IP Dynamic XCF provides auto notification when a new stack joins
the sysplex

TCP/IP Virtual IP Addressing

TCP/IP VIPA Dynamic Takeover

TCP/IP VIPA Dynamic Takeback

TCP/IP Sysplex Distributor (See SG24-5235-02)

TCP/IP WLM/DNS support - start replacing with Sysplex Distributor if
you are using this feature

@ Redhooks
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CICS considerations

Use CICS Shared Temporary Storage in CF to eliminate
non-recoverable temporary storage as an affinity - also, CICS TS 2.2
supports System Managed Rebuild and Duplexing for this structure

Use CICS Named Counter Server in CF to provide unique counter
values across multiple CICS regions - also, CICS TS 2.2 supports
System Managed Rebuild and Duplexing for this structure

Use CICS Global ENQ/DEQ to allow a program in one CICS region to
DEQ a resource that was ENQed in another

Use CICS Data Tables in CF to share information currently held in a
CICS data table across multiple CICS regions - also, CICS TS 2.2
supports System Managed Rebuild and Duplexing for this structure

Use CICS VSAM Record Level Sharing to remove CICS FORs as a
single point of failure

Use CICSPlex System Manager (part of CICS TS since CICS TS 1.1)
for CICSPlex management and dynamic transaction routing

Use CICS Transaction Affinities Utility or CICS Interdependency
Analyzer to identify, remove, or manage transaction affinities

@ Redhooks

ibm.com/redbooks

© 2003 IBM Corporation



CICS considerations

Define CICS TORs as VTAM Generic Resources

Define two cloned TORs on each MVS image

Use a separate Sockets Owning Region (SOR) on each image

If using CICS Java support, define a separate Java Owning Region
(JOR)

CICS supports DB2 group attach in CICS TS 2.2

Make sure all application programs (COBOL, PL/I) are running above
the line

Enable CICS storage protection to protect CICS code and control
blocks from errant user programs

Make sure CICS transaction isolation is used to protect CICS
transactions from each other

If possible, use the TCP/IP sockets support provided with CICS rather
than the CICS sockets support provided with Communications Server
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Other MVS-related exploiters

Utilize WLM-Managed Batch Initiators where appropriate

Use WLM Resource Affinity Scheduling together with automation to
control where jobs can run

Set up an OPC Hot Standby Controller to take over in case of planned
or unplanned outage of the OPC Controller

Exploit the OPC Interface to WLM to alter WLM Service Class for
selected jobs/applications

Sysplex enhancements in System Automation for OS/390 (also
available to non-SA/390 customers as "msys for Operations")

GRS Enhanced Contention Analysis (enhanced D GRS command)

SNA Console support - full function MVS console (except NIP support)
from any SNA or IP screen

Use DFSMS Data Set Separation feature to keep duplex data sets on
separate control units

@ Redhooks
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Planned Outage avoidance

Update APPC configuration and transaction scheduler definitions in SET APPC=xx

APPCPMxx

Update APF List SET PROG=xx
SETPROG

Change Common Storage tracking status SET DIAG=xx

Want to change SYSABEND, SYSMDUMP, SYSUDUMP options CHNGDUMP

Update Dump Analysis and Elimination options SET DAE=xx

Want to make changes to MPFLST, PFKTAB, MMSLST, CNGRP CONTROL, VARY CN,
VARY CNGRP, and SET
MPF=xx

Want to update exits that support dynamic refresh ability SET PROG=xx

Update GRS RNLs SET GRSRNL=xx

Update GRS config (SYNCHRES, RESMIL, TOLINT, MODE) SETGRS

lll@ HEdhOOks © 2003 IBM Corporation i b m : co m/red boo ks



Planned Outage avoidance

Modify 1/0O Config or OS Config ACTIVATE

Bring recently installed engines online without an IPL CF CP(x),ONLINE

Modify MIH or Hot I/O Settings SET 10S=xx

Update list of LNKLST libraries SET PROG=xx
SETPROG

Switch LOGREC recording medium SETLOGRC

Need to add or update an LPA module SET PROG=xx
SETPROG

Add or remove Page data sets PAGEADD
PAGEDEL

Update Parmlib concatenation SETLOAD

Update Program Properties Table SET SCHED=xx

Have to update SLIP settings to get a dump Update IEASLPxx,
SET SLIP=xx

@ Redhooks
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Planned Outage avoidance

Pick up modified SMFPRM statements SET SMF=xx
Change SMF parms without changing SMFPRMxx SETSMF

Pick up modified IGDSMS statements SET SMS=xx
Change SMS parms without changing IGDSMSxx SETSMS

Pick up modified BPXPRM statements SET OMVS=xx
Change OMVS parms without changing BPXPRMxx SETOMVS
Update SRM parameters specifyable in IEAOPTxx SET OPT=xx

Activate changes in IKITSOxx member

SET IKJTSO=xx

Change XCF configuration

SETXCF

Add authorization for a new product (defined in IGDPKGxx)

SET PROD=xx

Activate changes to LLA definitions

F LLA,UPDATE=xx

Activate changes to VLF definitions

Stop & Restart VLF

@ Redhooks
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Testing (that horrible word)

Do you have a test environment? s it used for destructive testing or
just to test things that you know will work?

How closely does the test environment reflect the production one?

What percentage of bugs (software or hardware) are found in the test
system? What percentage in production?

When you hit a bug in production, do you analyze why it wasn't found in
the test environment? Do you adjust the test environment to rectify
this?

Do you have a Training environment for operators and systems

programmers or do they try out their procedures on the production
system?

Do the operators understand their procedures? Do you provide training
so they understand what is happening (IBM has an offering called
Parallel Sysplex Training Environment that provides this capability)

Do you test all changes you will make to the production system? Do
you test the backout procedures?
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Some things to think about....

Does your catalog recovery procedure work? How about for the catalog
that contains all the archived SMF data?

How would you recover your tape management database?

How would you recover from a failure that impacted both your primary
and alternate sysres?

How would you recover if all your SPECIAL and OPERATIONS userids
got revoked?

How often do you test your Single Pack System? Are the userids on
that system set up with never-expire passwords?
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Parallel Sysplex Availability

Other sources of information:
o SG24-xxxx Sysplex Availability Guide (currently in development)
e 5G24-2086 Continuous Availabillity S/390 Technology Guide

e SG24-4502 Parallel Sysplex Continuous Availability Presentation
Guide

e 5G24-4503 Parallel Sysplex Continuous Availability SE Guide

e 5G24-4593 Planning for CICS Continuous Availability in an
MVS/ESA Environment

e 5G24-5680 Implementing ESS Copy Services on S/390

e Parallel Sysplex Training Environment, available from IBM
Learning Services

e Parallel Sysplex Availability Checklist, available at:

— http://www.ibm.com/servers/eserver/zseries/library/whitepapers/pdf/availchk_parsys.pdf

e Other Parallel Sysplex availability documents available at:

— http://www.ibm.com/servers/eserver/zseries/pso/
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System Logger
If it ain't broken....

it can still be fixed
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Topics

Why should you care?

Logger exploiters

Brief overview of Logger function
Logger performance tips

Logger disaster recovery considerations
Supporting documentation
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Why bother?

Tuning use of System Logger can make a difference
to performance. Would you rather run 2 or 60 CICS
transactions per second?

Txns/sec

60

Benefits of Log Tuning

——LGDFINT=30 —— LGDFINT=0

50 -
40
30 -
20
10

&® Redhooks
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Why bother?

Any other reasons?

e Because of the function it provides (logging), some exploiters
cannot execute if Logger services are not available. For
example, if CICS cannot log transactions, CICS address space
will terminate.

e The data that Logger is responsible for may be critical from a
business perspective, so it is vital that Logger does not suffer
problems that could result in lost data.
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Who uses System Logger?

Logger exploiters:

o CICS
— DFHLOG (unique)
— DFHSHUNT (unique)
—Log of logs (shared)
— User journals, e.g. CICS Forward Recovery (either)

e DFSMStvs
—IGWLOG (1 per TVS subsystem)
—IGWSHUNT (1 per TVS subsystem)

e IMS
— Shared Message Queue (shared)

e APPC Protected Conversions (shared)
e OPERLOG (shared)
e LOGREC (shared)
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Who uses System Logger?

Logger exploiters:

e WebSphere
— Error log stream (shared)

e System Automation for OS/390 V2
— HSA.MESSAGE.LOG (shared)
- HSAWORKITEM.HISTORY (shared)
- ING.HEALTH.CHECKER.HISTORY (shared)

e Resource Recovery Services (RRS)
— ARCHIVE (shared)
— MAIN.UR (shared)
—RM.DATA (shared)

— DELAYED.UR (shared)
— RESTART (shared)
«® Redhooks




Logger introduction

Logger responsibilities:
e Provide a common service for tasks that want to save and
optionally reuse log-type data
— Write log records (IXGWRITE)
— Read log records (IXGBRWSE)
— Delete log records (IXGDELET)

e Provide the ability to merge log data from multiple address
spaces on multiple systems

e Move log data through the storage hierarchy, transparently to
the data owner

e Optionally delete old log data based on installation policies
e Provide the requested level of availability for log data

L@ Redbooks - ibm.com/redbooks




Logger components

Logger components

e Interim storage - where log records are written immediately
you give them to Logger. Could be:
— Coupling Facility structure
— Staging data set
— Dataspace associated with Logger address space

e Longer term storage - "offload" data sets on DASD

e Logger CDS

— Contains Logger policy (log stream and Logger structure defns)

— Status information (which log streams are in use, and who is
connected to them)

— Inventory information (names of offload data sets associated with
each log stream and range of log records in each data set)

L@ Redbooks - ibm.com/redbooks



Function overview
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Logger characteristics

A few important points to remember:

e From an application point of view, there is no difference
between a CF and a DASD-only log stream except that
DASD-only log streams can only be shared by connectors on
one system. Multi-system log streams MUST be CF.

e The elements in a Logger CF structure are divided equally
between all currently-connected log streams, regardless of
level of activity.

e The entries in a Logger structure are shared between all
connected log streams.

@ Redhooks
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Logger CDS

Logger CDS (Type LOGR) contains:
e List of all the CF structures that will be used to contain log
streams
e List of all the log streams, the attributes of each, and whether
they will reside in the CF or staging data sets
e Model log stream definitions (only used by CICS)

e Information about all allocated staging and offload data sets,
including information about the time range of data held in each
one (similar to a catalog)

Every time you update a CFRM policy, you replace its
entire contents. When you update the Logger policy, each
change is incremental.

There is no facility to offload this information out of the
CDS, nor any way to merge one LOGR CDS with another

L@ Hﬂdhﬂﬂks © 2003 IBM Corporation
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Log data protection

In an attempt to protect your log data, Logger always
keeps two copies of log records:

e For DASD-only log streams, one copy is in Staging data sets,
2nd copy is in Logger-owned data space

e For CF log streams, one copy is in CF structure. Location of
2nd copy depends on parameters and configuration

— If you say LOGGERDUPLEX(UNCOND), 2nd copy always in Staging
data set

— If you say LOGGERDUPLEX(COND) AND CF is in same failure
domain as Logger address space, 2nd copy is in staging data set
- If you say LOGGERDUPLEX(COND) and CF is failure-isolated from
Logger address space, 2nd copy is in dataspace
e Gets even more complicated if you use System Managed

Duplexing with the Logger structurel See upcoming Logger
Redbook (5624-6898)

@ Redhooks
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Log data protection

Peer recovery:

o If the last system using a CF log stream (and no staging data
set) dies, there is only one copy of the log stream data left - in
the CF

—TIf the CF were to fail, that data would be lost

e To protect you from lost data, System Logger performs peer
recovery

— If another system is connected to a log stream in the same
structure as the log stream that was being used by the failed
system, that system will offload all data from the log stream to

offload data sets on DASD.

» Does NOT have to be connected to the same log stream

» DOES have to be connected to the same structure

> Make sure that each Logger structure is connected to by at least 2
systems, preferably on different CPCs

@ Redhooks
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Logger offload processing

What is offload processing?

Multi-phase process:

e Tnitiated when structure or staging data hit HIGHOFFLOAD
threshold

e First phase is to physically delete all data that has already
been deleted by IXGDELET

e If interim storage not below LOWOFFLOAD threshold, move
oldest data to offload data sets until LOWOFFLOAD is
reached

e Do not confuse offload processing with use of offload data
sets. Frequent offload processing is good. For some log
streams, use of offload data sets is NOT good.

@ Redhooks
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DASDONLY and CF log streams

Differences between DASDONLY and CF log streams:

e There is one allocation task per structure, but only one
allocation task for ALL DASDONLY log streams.

e When running an offload process, space in a CF log stream is
freed up in increments as the data is processed. Space ina
DASDONLY log stream is not freed up until the offload
completes.

e Maximum rate at which you can write data to a DASDONLY log
stream is determined by how fast you can write it to the
staging data sets. Maximum rate for CF log stream is
controlled by how fast you can write to CF (except if you
duplex to staging data sets).

e Data for DASDONLY log stream offloads come from System
Logger data spaces. If staging data sets are too large, some of
this information may get paged out, requiring page-ins to do the

offload Data for CF log stream offloads is ‘raken from the CF.
& Redbooks
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DASDONLY and CF log streams

Logger throughput capabilities:

e Speed at which log data can be handled by System Logger
depends on the media used for interim storage

e For DASD, maximum IXGWRITE rate is 80-90% of
1000/DASD response times. So, at 1Ims response time, you
could do 800-900 IXGWRITEs per second. The amount of
data in each write depends on the application and the setting of
LGDFINT (for CICS).

e For CF, maximum is about 80% of 1000000/CF response times
for Logger structure. So, if response times are 50 mics,
maximum rate would be about 16,000 IXGWRITEs per second.
However, log streams that duplex to DASD staging data sets
are limited to DASDONLY throughput rates.
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Effect of DASDONLY vs. CF
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Logger performance

Logger performance:

e A number of components contribute to Logger performance:
— Speed of CF and CF links (if using CF log streams)
— Speed of DASD (for staging and offload data sets)
— Available storage on z/OS system (for backing data space)
— Available CPU cycles on z/OS, to provide timely Logger response
— Lack of delays in allocating offload data sets

e If you have enough of each of these available, how you fune a
log stream depends on how it will be used:

—"Funnel" log streams. Want to move data to offload data sets as
quickly as possible.

—"Active" log streams. Want to write, use, and delete the data all in
Interim storage.
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Logger performance

Performance considerations for "funnel" log streams:

e A "funnel" type log stream is one where the application issues
writes to Logger, rarely if ever reads the data back again, and
may or may hot delete the data at some later time.

e Need to ensure that interim storage locations can keep up with
rate that application is writing the log data.

e Want to make sure that offload can complete in less time than
it would take application to fill interim storage.

L@ HEd hnoks © 2003 IBM Corporation i b m B co m/red boo ks




Logger performance

Recommendations for "funnel" log streams:

e Specify HIGHOFFLOAD threshold of 70%. Make sure that
the interim storage can be offloaded from HIGHOFFLOAD to
LOWOFFLOAD in less time than the application can write
enough data to fill from HIGHOFFLOAD to 100%.

e Specify LOWOFFLOAD threshold of 0%. No benefit in
specifying any threshold higher than this.

e Do NOT oversize the interim storage for these log streams.
Size interim storage (& threshold values) to cope with peak
write rates from connected applications.

e Aim for not more than 1 DASD Shift per SMF interval, but at
least 1 per day.

e For CICS journal log streams, specify a small MAXBUFSIZE to
force data from the buffers sooner

L@ Redbooks - ibm.com/redbooks



Logger performance

Performance considerations for "active" log streams:

e An "active" type log stream is one where the application sends
data to Logger, possibly reuses it again, and deletes the datq,
all within a relatively short period of time.

e The objective with these log streams is that all this happens
while the data is still in intferim storage, completely avoiding
any interaction with DASD for this data.

e Need to tune both the Application and Logger to ensure
optimum performance, availability, and efficiency.
— CICS/TVS need to get confirmation that log data has been
successfully written as quickly as possible.

— Logger needs to be configured so that it does not become a
bottleneck
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Logger performance

Recommendations for "active" log streams:

e Mainly applies to CICS DFHLOG/DFHSUNT and TVS
IGWLOG/IGWSHUNT log streams. Most RRS log streams are
also "active", but do not see high request rates.

e Aim for no data being offloaded to offload data sets. You
should never see more than 2 offload data sets allocated for
any of these log streams.

e Offload data sets with high "generation" numbers are a
possible indicator that log stream is moving more data to
offload data sets than you would like.

e Specify OFFLOADRECALL(NO) to avoid offload being delayed
to recall migrated data sefs.

e Specify HIGHOFFLOAD threshold of 80%, LOWOFFLOAD
threshold of 607%.

e For CICS running on current CPCs and current CFs (z900 or
faster), set LGDFINT to no more than 5, and maybe as low as O
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Effect of changing LGDFINT
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Effect of changing AKPFREQ
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Logger general recommendations

Plus, some general recommendations, applying to all types
of log streams:

e Make sure all LOGR CDSs are allocated at the HBB7705 level -
format with SMDUPLEX keyword, even if you don't plan to use
CF Duplexing. This allows you to schedule log stream attribute
updates while it is still connected and benefit from other new
features..

e Make sure you don't run out of DSEXTENTS - monitor for
IXG261E and IXG262A messages.
—Remember, each DSEXTENT provides for up to 168 more extents,
but only for one log stream

e Make sure data class used for staging and offload data sets
has SHAREOPTIONS(3 3). Apply OW54863 and monitor for
IXG2671 warning of incorrect share options.

@ Redhooks
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Logger general recommendations

And some more.....

e For CF log streams:
— Monitor for Entry Full conditions - affects ALL log streams in that
structure

— Ensure that offloads are not being initiated because staging data
sets are filling before structure

e Aim for O "type 3" writes. A type 3 write is a write that is
issued after log stream interim storage is 90% full - indicates
too small interim storage or delays in offloads
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Logger general recommendations

Log stream tuning continued:

e 1 offload per minute during peak times is fine, possibly even
more frequently

e It is generally not necessary to have very large interim storage
for most log streams - just drives up central storage usage for
no benefit

e Use CI Size of 4K for staging data sets, 24K for offload data
sets

e Specify STG_SIZE in log stream definitions to get appropriate
data set size for that log stream - for CF log streams, it is
safer to make these data sets too large rather than too small

e Element size in staging data sets is 4K, but only 256 or 512
bytes in CF - recommend MAXBUFSIZE of 64000 for CICS
DFHLOG & DFHSHUNT log streams and check "EFFECTIVE
AVERAGE BUFFER SIZE" in IXCMIAPU report.
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Logger general recommendations

Log stream tuning continued:

e If alog stream does not have any offloads for a long time (at
least one per SMF interval), its interim storage is too large.

e Storage in a CF structure is divided evenly between all
currently connected log streams in that structure, regardless
of level of activity of different log streams.

— Try to place log streams with similar write rates in the same
structure

— Try to place log streams with similar average buffer sizes in the
same structure
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Logger general recommendations

And some more.....

e Specify STG_DUPLEX(YES) and DUPLEXMODE(COND) OR
apply APAR OA03001. This will let you specify the STG_nhnn
parms even if you don't normally intend to use staging data
sets for that log stream .

e Ensure PTF for APAR OW51854 is applied to all systems and
monitor for/automate IXG310/311/312 messages.

e Apply ALL Logger HIPER APARs.

@ Redhooks
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Monitoring Logger activity

SYSTEM LOGGER ACTIVITY REPORT (IXGRPTRA)

BYT WRITTN BYT WRITTN BYT WRITTN
BY USERS  TO INTERIM TO DASD
--LOGSTREAM NAME------- STRUCTURE NAME-- IXGWRITES  STORAGE (INVOKED)
BYT DELETD # DELETES BYT DELETD
INTERIM ST  W/0 DASD INTERIM ST
W/0 DASD WRITE W/DASD
@1/30/98 @:46:00 AM (SMF INTERVAL TIMESTAMP 'AFEFC71BAFCC7589'X)
REESMK.IYK95.DFHJ@1 LOG_SYSTEST_@06 416 LWB 512 SWB 456 LDB
@ SIB @ SII 416 SAB
@1/30/98 @:5@0:46 AM (SMF INTERVAL TIMESTAMP 'AFEFC82CDD3FC400'X)
REESMK.IYK95.DFHSHUNT LOG_GENERAL_@0@8 ] ] ]
] ] ]
@1/30/98 @:5@0:54 AM (SMF INTERVAL TIMESTAMP 'AFEFC833F7006C@7'X)
REESMK.IYK95.DFHLOG LOG_GENERAL_@@5 1112820 1135616 467910
631323 172 470196
@1/30/98 @:56:51 AM (SMF INTERVAL TIMESTAMP 'AFEFC988410ADE@8'X)
REESMK.IYK95.DFHJ@1 LOG_SYSTEST_@06 416 512 456
] ] 416
@1/30/98 1:13:54 AM (SMF INTERVAL TIMESTAMP 'AFEFCD58369C4A@39'X)
REESMK.IYK95.DFHSHUNT LOG_GENERAL_@0@8 ] ] ]
] ] ]
@1/30/98 1:14:00 AM (SMF INTERVAL TIMESTAMP 'AFEFCD5DDE@2CD@7'X)
REESMK.IYK95.DFHLOG LOG_GENERAL_@@5 3100472 3123200 1182400
1875985 145 1145356
#5/11/98 2:21:0@ PM (SMF INTERVAL TIMESTAMP 'B@6F79A6457A63@3'X)
IYCUZC@7 .DFHLOG *DASDONLY* 19444326 28229632 16380778
4694016 635 23736320
IYCUZC@7 .DFHSHUNT *DASDONLY* 350683 1486848 ]
] ] ]
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Monitoring Logger activity

Explanation of Logger SMF Fields:

—-LWB  Bytes written by IXGWRITE commands.

—SWB  Bytes written to interim storage - includes control info.

—-LDB Bytes written to offload data sets - includes control info.

-LWI Number of IXGWRITE commands.

— 5C1/2/3 Number of IXGWRITEs of each category.

-C* Calculated field, not included in SMF record.

- SIB Bytes deleted by IXGDELET where record was still in interim storage.

— SIT Number of bytes deleted by IXGDELET.

- SAB Number of bytes deleted because data was offloaded to DASD.

- SAT Number of bytes deleted from interim storage because it was
offloaded to DASD.

-EO Number of offloads.

-EDS Number of DASD shifts.

- ESF Number of times IXGWRITE got "structure full".

—-EFS Number of times offload was done because 90% of total structure's
list entries were in use.

-ETT Number of times staging data set hit threshold.

-ETF Number of times staging data set filled up.

— ERT Number of structure rebuild events initiated.

@ Redhooks
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Monitoring Logger activity

Monitoring:
e There are a number of tools to monitor System Logger use:

—IXGRPTI - provided in SYS1.SAMPLIB
> Not the most user friendly report, but provides all the information you
heed
— Sample DFSORT jobs available with the upcoming System Logger
Redbook
»Provide similar information to IXGRPT1 but in a more readable format
— Sample Excel spreadsheet that will be available with upcoming

System Logger Redbook

> Applies some simple rules against T88 data to help you identify log
streams in need of attention.

@ Redhooks
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Logger and disaster recovery

Disaster recovery considerations:

e LOGR CDS, log streams, and application files must all be in
synch.

e Therefore, there is no point trying to restart Logger using a
CDS recovered from a full volume dump. To restart after a
disaster using dump/restore method, should delete and
redefine all log streams and cold or initial start all Logger
exploiters
— Keep all log stream define jobs, or have exec to recreate them...

e If using DASD remote copy, log streams must be on DASD,
either DASD-only, or DUPLEXMODE(UNCOND), and log
streams, CDS, and user files must all be remote copied. Note
that PPRC does not guarantee time consistency

e Special considerations for GDPS users because of GDPS Freeze
function and way GDPS places the CDSs.
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Logger summary

Summary

e Logger can impact both availability and performance, so
monitor for important Logger messages and review SMF 88
records.

e If you want to know more about System Logger, refer to
upcoming IBM Redbook:
— Systems Programmers Guide to: System Logger, S624-6898

e Follow the recommendations in
this document, and you should
have a highly available,
well-performing Logger subsystem
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msys for Operations

Topics:
e What IS msys for Operations?
e What does msys/Ops do for me?
e How painful is the installation and implementation?
e What is the z/0OS HealthChecker
e How do I install and implement i1?
e Getting Started
e Summary

@ Redhooks
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Sysplex automation

Causes of Unplanned
Application Downtime

The Whaf: Technology

Operator Failures
Errors

e Prepackaged sysplex automation >

The why: i
e To avoid or deduce impact of outages
e To reduce the complexity of effectively managing a Parallel
Sysplex
e To deliver a means of automating sysplex operations, based

on broad range of customer experiences and IBM knowledge
of product internals

e To let customers exploit this capability with minimum effort
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Sysplex automation

The Aow:

e IBM's sysplex automation function is delivered in two ways:

e As a standard part of the System Automation for OS/390 V2
(SA/390) product, for customers that have that product

e For customers that do nothave SA/390 V2, the same
sysplex automation functions are available at no additional
cost via a z/0OS component known as "msys for Operations"

This presentation describes how to install the msys for

Operations flavour - if you have SA/390, the function is

already installed and simply needs to be tailored and
enabled

@ Redhooks
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Sysplex automation

So, what is msys for Operations:
e Base element of z/0OS, now available back to 0S/390 2.10
e Subset of NetView 1.4 (HPZ8500)
e Subset of SA z/0S 2.1 (HKYS100)

e Shipped automatically on z/OS ServerPacs
— Also available as a download from the Web in GIMZIP format

MSAS -

Enterprise NetView
Exploitation

(licensed)

Procedural NetView
(licensed)

Unattended NetView
(licensed)
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msys for Operations - What is it?

Clearing up some misconceptions:

e This has nothing to do with msys for Setup
= You do not need DB2 or LDAP or Java or any other pre-regs

b\\:\\\\f\::\\‘k
\\\\i\Qit\\\\\\\:\k

fo -
=

e I't is asubset of SA/390 V2 - if you have SA/390 V2, you
already have the functions installed, they might just not be

turned on

@ Redhooks
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msys for Operations - What is it?

A little more detalil....
e msys for Ops is a subset of SA/390 and NetView

e If you don't have NetView or SA/390, its services are only
available to z/0OS elements
— Message trapping
— Alert capabilities
— Interfaces available for monitoring
— Program communication with H/W - HMC/SE

e Not intended to be used as a base for customer-written
automation
— For automation beyond that provided as part of msys for Ops,
you need full SA/390 product, or similar automation product
e The benefit of this is that the installation is GREATLY
simplified compared to a full NetView and full SA/390

L@ He d hnoks © 2003 IBM Corporation i b m B co m/red boo ks



Sysplex automation

What does it give me?

e Pre-configured automation
— Automation routines are provided, based on analysis of actual
customer outages

— Routines will be maintained by IBM, addressing new functions, and
changed message layouts

— Can coexist with your existing automation

e Easier to use Operator interface

— NetView-based panels to help Operators manage a sysplex
environment without having to be experts with XCF and related
MVS commands

e Transfer cost/headache of maintaining automation routines to
IBM

— Today, there is no way to identify msgs changed when you move to
a new release - let IBM take on that task

© 2003 IBM Corporation I b m ) co m/red boo K.s A
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Sysplex automation

Automation functions:
e Alternate Couple Data Set allocation
e WTO/WTOR buffer shortage recovery
e Log stream data set directory shortage recovery
e Check Logger offload data set SHAREOPTIONS
e System log recovery
e Active ECA - elimination of long ENQs
e Add local page data sets - ASM recovery
e Automation of IXC102A, IXC402D - isolate failed system
e Enable, override, or bypass selected HealthChecker checks

L@ HEd hDOks © 2003 IBM Corporation i b m B co m/red boo ks



Sysplex automation

Operator panel functions:
e Display system information
e Display console information
e Display and manage Coupling Facilities
e Display and manage Couple Data Sets

e Display and compare information about IPLs, and contents of
SYS1.PARMLIB that were used for the IPL

e Display and control Dump and SLIP trap information and take
dumps

e Display information about "best practices"” policies
e View results of HealthChecker checks

@ Redhooks
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msys for Operations - Getting Started

Official publication: SC33-7968-04
e Managed System Infrastructure for Operations: Setting Up and
Using

msys/Ops Customization Checklist
e 13 steps - showing exactly what needs to be done

ServerPac support - new dialog to set up msys for ops, does
everything except customize AOFCUST & SAF definitions

Check Retain PSP buckets
e Upgrade: ZOSVIR2/ZOSVIR3/ZOSVIR4 Subset: MSYSOPS

&® Redhooks
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Installing msys for Operations

OK, so where do we start....?

e If you have SA/390 V2, code is already installed, refer to
SA/390 manuals for customization info

e If you are installing a new z/OS ServerPac and don't have
SA/390, the msys for Ops libraries will come with the
ServerPac

e If you are not ordering a ServerPac, or you are on 0S/390
2.10 or z/0S 1.1, download the code from:
— www.ibm.com/servers/eserver/zseries/zos/downloads/

— Downloaded code is at base level, so you need to apply service to
bring it up to date (search for APARs for FMID HKYS100 and
keyword MSYS).
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Installing msys for Operations

Data set names are NETVIEW.V?R?M?.llq and ING.lIq
regardless of whether or not a license is held:

e Unlicensed for either NetView or SA - data sets include only
the msys/Ops infrastructure & functions
— Specialized msys/Ops customization
— New msys/Ops address space

e Licensed for NetView 1.4 or 5.1 & SA 2.1 0or SA 2.2 - msys/Ops
functions are included in the full product data sets
— Customize msys/Ops functions using SA 2.x policy dialogs
—No new address space hecessary - use existing SA/390 AS

e Licensed only for NetView 1.4 or 5.1 - use full product NetView
data sets and partially populated ING.lIq data sets
— Specialized msys/Ops customization
— Start new msys/Ops address space

@ Redhooks
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Installing msys for Operations

. Allocate shared / system-unique data sets

. Change & copy STC JCL into Proclib data set

. Authorize & concatenate data sets to LNKLST & LPA
. Update the Program Properties Table

. Update Message Processing Facility list

. Define Application Major Nodes to VTAM

. Setup the VTAM Logmode Table

. Setup adequate REXX environment table entries
. Setup security definitions & Logon IDs
10.Update initialization parameters

11 .Support Element customization

12 .Define log streams

13.Setup the policy member - AOFCUST

O 00 NONOTL DD WN =

¢® Redhooks
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Installing msys for Operations

Allocating data sets

e msys for Ops requires 7 data sets per system plus 2 data sets
shared between all sysplex members. Sample job provided to

allocate these:
—DSILIST (1/system),
- DSILOGP (1/system),
- DSILOGS (1/system),
— DSITRCP (1/system),
— DSITRCS (1/system),
— DSISVRT (1/system),
- STATS (1/system),

— DSIPARM (1/sysplex),
—IPLDATA (1/sysplex),

@ Redhooks

standard NetView file

standard NetView file

standard NetView file

standard NetView file

standard NetView file

standard NetView file

standard NetView file

contains customized members

VSAM file that contains IPL records
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Installing msys for Operations

Setting up started tasks

e Need to copy 5 started tasks from ING.SINGSAMP and 1
started task from NetView CNMSAMP to a PROCLIB

e 2 of these need to be customized (minimal)
e 1 should be started in COMMNDXxx
e 1 more (the one that runs NetView) should be started during
the IPL process
Setting up component trace definitions for msops

e Copy CTIHSAZZ from SINGSAMP to SYS1.PARMLIB
(requires OA03590)

e Allocate trace data set using HSAJCTWR job in SINGSAMP

L@ Redbooks - ibm.com/redbooks



Installing msys for Operations

APF, LNKLST, LPALST changes
¢ 4 data sets need to be added to APF (can be done dynamically)

e 1 data set must be added to LNKLST (can be added
dynamically)

e 1 data set must be added to LPALST (modules can be added to
LPA dynamically - sample statements provided)

SCHEDxx change

e 1 entry required for DSIMNT (can be activated dynamically by
updating SCHEDxx and then issuing T SCH=xx command)

MPFLST changes

e MPF must be updated to ensure required messages are passed
to automation. List of messages provided in member INGEMPF
in SINGSAMP. Can be activated dynamically with SET MPF=xx

L@ He d hnoks © 2003 IBM Corporation i b m B co m/red boo ks



Installing msys for Operations

VTAM Changes

e msys for Ops uses VTAM to communicate between systems.
VTAM must be configured to use XCF for cross-system
communication (that is, XCFINIT=NO must NOT be specified)

e msys for Ops NetView must be defined to VTAM. Sample
VTAMLST member provided. Can be activated dynamically

Security setup
e msys for Ops provides 6 levels of authority

e Sample SAF and NetView statements provided. Need to be
customized for your environment.

@ Redhooks
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Installing msys for Operations

NetView customization...

e Minimum of 1 member, max of 4 members require
customization

e Copy CNMSTYLE into shared DSIPARM, add TWO lines and
comment out THREE (always)

e If using NetView security, copy DSIDMNK into shared
DSIPARM and make TWO changes

e If using NetView security, copy DSIOPFU into shared
DSIPARM and defined your userids and passwords

e If you are using the full NetView product, slightly more
changes required, but all are listed in checklist

@ Redhooks
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Installing msys for Operations

VTAM logmode table

e If you already use NetView, this should already be done

e If not, you must add an entry to AMODETAB. Sample job
provided.

REXX environment table

e If you already use NetView, this should already be done

e If not, a sample SMP/E usermod is provided to increase the
number of entries in IRXANCHR.

Hardware interface

e Customization must be carried out on HMC and SE. Step by
step instructions provided

@ Redhooks

© 2003 IBM Corporation I b m i co m/red boo K.S _8



Installing msys for Operations

Define CF Structure(s) and log streams

e msys for Ops (and SA/390) uses log streams to store
information that can be accessed by all the systems in the
sysplex

e Both DASDONLY and CF log streams are supported, although
DASDONLY log streams cannot be shared across systems

e Volume of traffic to log streams is not high, so a single
structure can be used (although 3 are recommended)

e Sample jobs provided to update CFRM and LOGR policies

@ Redhooks
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Installing msys for Operations

Customize AOFCUST

e All automation functions are controlled and customized in one
member - AOFCUST

e As delivered, all automation is turned OFF

e To enable automation, the AOFCUST member must be
customized

e Sample is provided. Sample contains comments explaining how
to customize it

e You can turn individual automation functions on/off as required
and as may fit in with your existing automation

@ Redhooks
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msys for Operations - AOFCUST Member

The heart of msys for Ops....

AUTO (

*  CDS

*  ENQ

*  LOG

*  LOGGER

*  PAGE

*  WTO

*  XCF

* HEALTHCHK

)

COMMON (
TEMPHLQ (MSOPS.TEMP)

)

WTOBUF (

*CICS WTOR CANCEL

*DB2 WTO CANCEL

*TMS * CANCEL
* WTOR CANCEL
* WTO CANCEL

)

CDS (
HLQ SYS1.MSOPS.CDS,
VOL CFRM, TOTDS3, TOTDS2) ,
VOL  (ARM, TOTSTS),

VOL SFM, TOTST1, TOTST2) ,

(
(
VOL (LOGR, TOTDS1, TOTDS4) ,
(
VOL  (SYSPLEX, TOTDSO, TOTDS1)

@ Redhooks

ENQ (
RES (MSOPS*, *,45)
RES (MSOPSECA, *,30)
DUMP (CsSA,GRSQ, RGN, SQA,NOSUM, TRT)
JOB (MSOPS* , DUMP)
JOB (*, NODUMP)
TITLE (MSOPS Initiated - Long ENQ Detection)
)
PAGE (
HLQ (SYS1.MSOPS.PAGE)
CYL (400)
VOL (TOTTS2,TOTTS3)
JOB (MSOPS*, CANCEL)
JOB (*,KEEP)
DSN (SYS1.MSOPS.LPAGE.VTOTTS1)
)
IXC1l02A (
CMD (SC47, 'LOAD CLEAR')
DISABLE (SC48,SC50)
DISABLE (SC61,SC62)
ENABLE (SC47,8C54,8C55)
ENABLE (sysnamex)

© 2003 IBM Corporation
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msys for Operations - AOFCUST Member

HW (
CpC
CpC
IMAGE
IMAGE
IMAGE
* IMAGE
IMAGE
* IMAGE
IMAGE
IMAGE
IMAGE
* IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
* IMAGE
IMAGE
IMAGE
* IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE
IMAGE

P701,USIBMSC.SCZP701,AIBSNMP)
P801,USIBMSC.SCZP801,AIBSNMP)

SC48,A11,P801,WISCPLX1,MVS)

, OTHER)

(

(

(sCs54,A1 ,P701,WTSCPLX1,MVS)
(sCs55,A2 ,P701,WTSCPLX1,MVS)
(SC49,A3 ,P701,WTSCPLX1,MVS)
(sC59,A4 ,P701,0PPLEX ,MVS)
(SC04,A5 ,P701,WTSCPLX1,MVS)
(scs58,A6 ,P701,PLEX58 ,MVS)
(sc61,A7 ,P701,WTSCPLX1,MVS)
(SC62,A8 ,P701,WTSCPLX1,MVS)
(SsC67,A9 ,P701,WTSCPLX1,MVS)
(sc57,I1 ,P701,PLEX57 ,MVS)
(SC69,A11,P701,WTSCPLX1,MVS)
(sCc47,Al12,P701,WTSCPLX1,MVS)
( ,A13,P701, , OTHER)
(CF07,Cl1 ,P701, , CF)
(CF05,C2 ,P701,WTSCPLX1,CF)
(sCs52,A1 ,P801,WTSCPLX1,MVS)
(SC53,A2 ,P801,WTSCPLX1,MVS)
(SC50,A3 ,P801,WTSCPLX1,MVS)
( ,A4 ,P801, , OTHER)
(SC42,A5 ,P801,WTSCPLX1,MVS)
(SC43,A6 ,P801,WTSCPLX1,MVS)
(scee6,A7 ,P801,WTSCPLX1,MVS)
(SC63,A8 ,P801,SANDBOX ,MVS)
(SC64,A9 ,P801,SANDBOX ,MVS)
(Sc65,A10,P801, SANDBOX ,MVS)
(

(

(

(

(

,Al12,P801,
CF04,Cl ,P801,SANDBOX ,CF)
CF03,C2 ,P801,SANDBOX ,CF)
CF06,C3 ,P801,WTSCPLX1,CF)

@ Redhooks
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HEALTHCHK (

CHECK (XCF_SYSPLEX Failure Management)
DATE (20030201)
NOCALL
REASON ('SFM Not Used Here) ;

CHECK (CHECK (XCF_Failure Detection Interval)
DATE (20030201)
PARMS (4,20)

REASON ('Give XCF Longer To Recover Before
Isolating Systems) ;

CHECK (Number EMCS consoles)
DATE (20030201)
PARMS (10,20)

REASON ( 'Number Of Installation Required EMCS
Consoles') ;

CHECK (SDUMP_Availability)
DATE (20030201)
NOCALL

REASON ('Installation Uses Preallocated Dump
Data Sets') ;

CHECK (SYSCONS_PD MODE)
DATE (20030301)

REASON ('SYSCONS in Problem Determination Mode
Allowed Here') ;

CHECK (Available Frame Queue Thresholds)
DATE (20030301)
PARMS (600,800,400,600)

REASON ('Installation Requires Higher AFQ
Thresholds') ;

)

ibm.com/redbooks



Installing msys for Operations

msys for Ops installation summary:

e You do NOT need to know anything about NetView or SA/390
to install or use msys for Ops

e Installation takes less than two hours

e No IPLs or system interruptions are required to activate msys
for Ops

e This is a very strategic function, so please take a half day to
install and try it out

e msys for Ops is free - how many things do you get from IBM
for free??!l So, try it out

@ Redhooks
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z/0S HealthChecker

¢ Redhooks
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z/0S HealthChecker

In order to ensure high availability and optimum
performance, it is vital that "best practices" are adhered
to. However:

Where do you find them
Product manuals
Redbooks
WSC Flashes &
Elsewhere on the Web
Ask your dog??

If you find different answers, which one is correct?
And, how do you know when they change??

Even if you set your sysplex up "correctly”, how do you know if
deviations creep in over time?

Answer: the z/0S HealthChecker

\
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z/0S HealthChecker

So, what is the HealthChecker?

Code that checks about 30 aspects of system operation - based
on actual outage analysis data

Highly parameterized, allows easy updates of "best practices"
values

Users can override best practices values, but must provide a
reason and timestamp - if corresponding IBM best practice is
updated, user must revalidate his override

Runs on OS/390 2.10 and later
Specifically designed to allow easy addition of new checks

@ Redhooks
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z/0S HealthChecker

Sounds interesting, how do I get a copy?

e There are two ways of running it:

— As a task under msys for Ops (or SA/390 V2), with msys for Ops
providing the user interface (in which case it comes with APAR
OW56107).

— It can also run as a stand-alone batch job (in which case you
download the code from a Web site)

e The batch method will be updated more frequently (when you
download it, you are asked to register so you can be informed
when updates become available).

e Running it under msys for Ops provides a nicer interface and is
automated.

L@ He d hnoks © 2003 IBM Corporation i b m B co m/red boo ks



z/0S HealthChecker

HFS Automove settings
Check if Available Frame Count threshold too low

CF Structure location
XCF Signaling

minimum MAXMSG value for transport classes

minimum XCF messages that an inbound XCF signal path should support to
avoid message backup

minimum pathout/pathin pair count
Transport classes defined along IBM guidelines
All Transport classes assigned to a Pathout

XCF signaling structures not all in the same CF

&® Redhooks
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z/0S HealthChecker

Consoles
Have NAME specified
Have ALTGRP specified

Each system has a console with command association and Master authority
Has appropriate mix of MSCOPE and ROUTCODEs

If AMRF is on, eventual action messages are suppressed

No console is receiving ROUTCODE 11 messages

Master console is active

EMCS Console
Has appropriate mix of MSCOPE and ROUTCODEs
Does not have HARDCOPY FLAG on, if MSCOPE > 1
Not an excessive number of EMCS consoles

SYSCONS
Have local MSCOPE and advisable ROUTCODEs
Not in PD mode
Have MASTER authority

&® Redhooks
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z/0S HealthChecker

Use of V=R
Use of Reconfigurable Storage (RSU)

Storage checks - track changes in system areas (CSA,
SQA, LPA, Nucleus) from IPL to IPL

XCF Cleanup is set to a recommended value
XCF Failure Detection Interval matches recommendation

Status of Sysplex Failure Management (SFM) Policy is
ACTIVE

Use of dynamically allocated SDUMP data sets
Use Of GRS Star

¢® Redhooks
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z/0S HealthChecker

Check for duplicate members in Inklst and LPA libraries

Check if a new secondary extent has been added for any
Inkist library

Check that data sets defined in APF list actually exist

Check if Inkilst data sets have secondary extents defined or
in use

Check that SYNCHRES is being used for GRS

&® Redhooks
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z/0S HealthChecker

Check that USS Root is HFS (not zFS)

Check that the Sysplex root is R/W and AUTOMOVE
Check that the Version root is R/O and AUTOMOVE
System-specific root should be R/W and NOAUTOMOVE

&® Redhooks
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z/0S HealthChecker

Installation files on download Web site:
User's Guide in PDF format
Readme file
Load library in TSO XMIT format

Sample data set in TSO XMIT format
Execution JCL
USERPARM member to override IBM recommendations (when running the

HealthChecker under msys for Ops, overrides are specified in the
AOFCUST member).

Library containing HealthChecker modules must be APF authorized

You must allocate a data set to contain the storage allocation information
from one IPL to the next (sample job provided)

%«@ He d h noks © 2003 IBM Corporation
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z/0S HealthChecker

Summary

e z/0OS HealthChecker provides a very easy-to-install and
easy-to-use method to identify if your system does not meet
recommended configuration guidelines

e You can tailor it to your installation and disable a subset of the
checks that do not apply to you

e Provides most value if you run it frequently - please don't just
run it once

e There are a number of Forums relating to the HealthChecker
on Resourcelink that you can subscribe to (described in the
HealthChecker User's Guide)

@ Redhooks
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msys for Operations & HealthChecker- Summary

1.

¢® Redhooks

Both msys for Ops and the HealthChecker are available at no
charge to all z/0S and 0OS/390 2.10 customers

. Both are available for download from:

. Both are extremely easy to install
. Both are central and strategic to IBM's efforts to further

improve z/0OS availability

. Both make your life easier

a. Saves you having to design and constantly update your own sysplex
automation routines

b. Saves you having to spend time trying to keep track of IBM's latest
sysplex-related configuration recommendations

c. Equips operators to react faster and more precisely in day-to-day
and emergency situations

ibm.com/redbooks
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msys for Operations and z/0OS HealthChecker

Future
e New functions in msys for Ops
e New functions and interfaces in z/0OS HealthChecker

@ Redhooks
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6DPS Update
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6DPS - Planned HyperSwap

Planned Site Shutdown

m m m m (W EE E N s NN EEEEEEEEN]
e 00
e e e e e ot 2 CF2
SITE 1  mpmgmp e oy mym oyt m m u i n e SITE 2

v = Switch CFRM policy (change preference list (CF2), rebuild pending state structures)
> Switch CDS (primary and alternate CDS in site-2)
> Shutdown site-1 systems
» HyperSwap disk configuration (swap prim/sec PPRC volume UCBs, and suspend)
» Select secondary IPL volumes (SYSRES, IODF)
»  Switch Tape and suspend duplexing

L@ Redbooks ibm.com/redbooks



6DPS - Planned HyperSwap

Planned Site Shutdown - Return

CF1 P3 .l CF2
SITE1 SITE 2

CDS_p CDS_a
e
- DOoo | 96
¢
w
CDS_pla
% _p

_N_h_ N
¥ 0 oo | OO0 &
v 5 L L

w = ** Alternate controlling system K1 to be IPLed via standard action
> ** Re-synchronize primary / secondary disks and tape, verify resynch completion
» HyperSwap disk configuration (swap prim/sec PPRC volume UCBs, and resynch)
> Select primary IPL volumes (SYSRES, IODF)
»  Switch CDS (restore original CDS configuration)
> Switch Tape (make the site-1 VTS(s) the primary)
»  Switch CFRM policy (change preference list (CF1/2), rebuild pending state structures)
» Re-IPL site-1 production systems and restart applications

L@ Redbooks ibm.com/redbooks



G6DPS - Planned HyperSwap

Planned HyperSwap impact:

e HyperSwap swaps multiple SSIDs in parallel, but devices within
each SSID are swapped serially

e Duration of HyperSwap impact related to size of largest SSID,
but largely independent of number of SSIDs

e IBM tests with SSIDs containing 150-175 devices indicate user
impact time of about 60 seconds
Unplanned HyperSwap impact:

e Don't have to do the same amount of work as for planned, but
duration is again linked to the number of devices in the largest
SSID.

e Duration expected to be roughly half the elapsed ftime of an
equivalent Planned HyperSwap
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6DPS - HyperSwap

Planned and Unplanned HyperSwap

e APARs on 0S/390 V2R10 or z/OS 1.2 and up
Parallel Sysplex with GRS Star

e Convert all reserves to global enqueues (using RNL masking)
Disk subsystems that support PPRC level 3 (extended

query)
All disk volumes must be PPRCed and in duplex mode

e Except Couple Data Set volumes

The PPRC configuration must have one-to-one
correspondence between each primary PPRC SSID and
secondary PPRC SSID

HyperSwap devices cannot attach to systems outside
sysplex

Production systems must have sufficient channel bandwidth
to primary and secondary PPRC disk subsystems

@ He d h noks © 2003 IBM Corporation
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6DPS - Unplanned HyperSwap

GDPS/PPRC HyperSwap for Unplanned Disk Failover

CF1 P4 CF2
SITE 1 SITE 2

CDS p CDS a

OO | 666

CDS _p/a

oos

v =~ HyperSwap disk configuration (swap prim/sec PPRC volume UCBs)
+ No application level error awareness
» Post swap procedure
+ Switch CDS (primary and alternate CDS in site-2)
+ Select site-2 IPL volumes (SYSRES, IODF)
» Chart shows Multiple Site Workload example; would apply to Single Site Workload also
> Return to site 1- same as Disk Config. Maint Return chart except
+ Full copy of primary disks required instead of re-synchronization

Al coupling facilties and ProdUCHONIMMMMIBMBINIECIVE throughout the procedure
L@ Redbooks : ibm.com/redbooks




6DPS/PPRC Storage Management

Also known as GDPS Lite
Entry level GDPS/PPRC offering

Provides remote copy management and Freeze capability
for PPRC configurations

Supports GDPS-initiated and user-initiated FlashCopy

Requires a Control system, similar to full GDPS/PPRC
offering

Does not support:
e GDPS Scripts (Automation)
e HyperSwap
e Peer-to-peer VTS

&® Redhooks
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6DPS - Open LUN support

GDPS/PPRC Management for Open Systems LUNs

z/0S NetView

API/ TSO

R oo

WINTEL / UNIX

Primary Disk
Subsystem

@ Redhooks

Secondary Disk
Subsystem

¢ Support implemented through new
+ Configuration definition options
+ Panels
+ Script verbs
¢ Requires
¢+ Some CKD capacity in disk subsystem
¢+ PPRC level 4
* Development APAR

¢ Support details
¢ Supports x-platform or platform level
Freeze
+ FlashCopy not supported for Open
* No GDPS Code running on Open
Systems host - suspend reported
through SNMP alert

ibm.com/redbooks



6DPS Cascaded PPRC
GDPS/Asynch Cascading PPRC

REMOTE m

APPLICATION I Recovery Site 3
I

PRIMARY
APPLICATION
HOSTS

HOSTS

Prod Site 1 .

PPRCB —™
Secondary, PPRC-XD
D Prima OVER
LONG

PRIMARY

DISTANCE FlashCopy
< Continuous Availability b - Disaster/Recovery —
¢ Designed to provide continuous ¢ Production site 1 failure
availability and no data loss + Site 3 can recover with no data
between sites 1 and 2 loss
¢ Sites 1 and 2 can be same ¢ Site 2 failure
building or campus distance to * Production can continue with site 1
minimize performance impact data (A)

¢ Site 1 and 2 failure

¢ Site 3 can recover with minimal
loss of data

S
C e
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GDPS - Customers
GDPS Customer base

e GDPS base has grown consistently, especially in light of
increased regulatory requirements and terrorist threat

Industry Count
Communications 12
Distribution 8
Finance 119
Industrial 14
Public 12
Total 165

* As at early September 2003

@ Redhooks
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Mainframe Charter

IBM's Mainframe Charter

IBM is committed to delivering innovative solutions to meet our customers' on demand business requirements.

It is our intention to continue to:

Innovation

Value

Community

Provide leadership in innovation to enhance the use of zSeries to support increasingly integrated and flexible
business processes for the on demand business.

Maintain zSeries' position as a benchmark for flexible, efficient, and responsive platforms for highly complex,
integrated environments running a wide range of mission-critical workloads.

Improve the autonomic and self-managing capabilities of the zSeries while working to simplify user processes
and system administration tasks.

Enhance the value proposition and lower the cost of computing of zSeries solutions in a way that is compelling,
clear, and consistent.

Extend the on demand characteristics of zSeries servers, highlighting its strengths as an environment for
usage-based computing.

Increase the ability to account for allocation and use of zSeries resources in an on-demand environment.

Support programs designed to foster vitality in the zSeries community, helping to promote a strong application
portfolio and world-class support services.

Provide the skills and expertise to assist customers in designing, developing, and deploying on demand
solutions built on a foundation whose cornerstone is zSeries.

Leverage key open standards and common structures to enhance the use of zSeries in large, heterogeneous
environments.

@se principles help guide IBM's investment priorities in zSeries systems and demons
IBM’s commitment to providing ongoing value to its zSeries customers.

&® Redhooks
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Mainframe Charter

Proof Points to Consider...

zSeries is a leader in delivering on demand world technologies today.
. Integration, Virtualization, Autonomic
I nnovat 10N Workload management and efficiency levels other platforms strive to achieve. zSeries is there today.
zSeries has reestablished its relevance among IT professionals today running traditional and new
applications side-by-side.

Today's Pricing Initiatives will help accelerate price/performance across our customer set.
Va /ue Extend what has worked well with IBM @server zSeries 800 (z800) pricing and apply across zSeries.
Deliver premium hardware and software price/performance benefits to z990 customers.

IBM participation in open source community activities today.
Planned and focused deployment of skills in the marketplace to assist our customer community in

CO mmun Ity developing zSeries solutions.

Facilitate well-established and highly disciplined levels of testing that foster "Day 1" support among
application and systems management software vendors when new zSeries hardware and software is
released.

@ He d h noks © 2003 IBM Corporation
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Mainframe charter - value

Planned
Announced .
Implementation

Mainframe Charter Now 8/22
Pricing Initiatives — —
Memory Pricing Now 8/22
IFL Pricing Now 8/22
Base Configuration Changes Now 9/8
Daily On/Off CoD Software Charges Now 9/15
Software Price/Performance Now 10/1
Improvements for z990
WLC Pricing Enhancements Now 10/1
NALC Price Reduction Now 10/1
On/Off CoD for Linux Now 10/31
WebSphere® Sub-Capacity SOD Now Planned By Year-End 2003
2990 On Demand Business Investment Now Planned for 8/26

Promotion

@ HEd hnoks © 2003 IBM Corporation bm .com/red bOOks




Mainframe charter - Community

IBM in the US, Canada, Australia, and Europe is working
with universities and corporate sponsors to get more young
people interested and skilled in zSeries

IBM Poughkeepsie has a co-op program to provide 6
months intensive zSeries training to college graduates who
are then released into the marketplace.

Worldwide, IBM are deploying 500 new people into
zSeries, to meet the demand for zSeries skills and help
from customers.

For more information on the mainframe charter, refer to:
e http://www.ibm.com/zseries/announce/charter

¢® Redhooks
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And now, a word about On Demand on
zSeries........
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On Demand on z....

And the word is....

RELAX

If you are doing data sharing and dynamic
workload balancing on zSeries, you are already
where all the other platforms want to be.....
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Software and hardware service and
support and upgrade planning
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Hardware vs Software support dates

081390 Rs —
GA EOS
0S/390 R9 ]
GA EOS
3/00 3/03
0S/390 R10 ]
GA EOS
z/OS R1 Not supported

9672 G2
GA Withdrawn Withd
7/95 From ed 5\N From
Marketing u‘)‘)o(‘* Maintenance
4/99 \,\\N S :(@d Agreements
of
X 4up?P 12/04
no->
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Hardware and Software support dates

Software and hardware GA, end of marketing, and end of
support dates vary from country to country

e Ask local IBM for dates for your configuration
Important point is that hardware is usually supported

beyond the time the software than runs on that hardware
is supported

e Don't let hardware support dates drive your technology plan
If you keep a CPC or OS level until it runs out of support,

it may not be possible to order the release that you can
migrate to within the n, n+2 support window

e Even if you can't upgrade now, at least order a ServerPac
containing the n+2 release so you have an upgrade path when
you are able to upgrade

&® Redhooks
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Software support dates

z/0S VIR1
GA 001 z/0S

Uil

z/0S.e VIRS
z/IOS V1IRS

A awiilyi
EOS 1Q2007

0S/390
V2R10

z/0S.e VIR3 z/0S.e VIR4
z/0S VIR3 z/O0S _ ViR4
GA 3/29/2002 Ordering started 9/13/2002

GAJ9 N0

z/0S V1R2 EOS 3/2005

0S/390 V2R10 GA_10/26/2001 @
GA 9/15/2000 EOS 10/2004
Will remain orderable

until 12/17/2003, _ ' _ _
Supported until 9/200 Migrate now - don't get caught up in the last minute rush

End-of-support information accessible at:

http://www.ibm.com/services/sl/products/java.html or
http://www.ibm.com/servers/eserver/zseries/zos/support/zos_eos dates.html
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Software support dates

z/0OS V1R4 runs on the following IBM Servers
e IBM zSeries 2990, z900, and z800
e S/390 9672 G5 and G6 with driver 26
e All models of Multiprise® 3000
z/0S V1R4 GAed last September (2002)
z/0S.e V1R4 runs ONLY on IBM z800 2066
e Same GA as z/0S V1R4

z/0OS 1.4 Migration Guide (very popular) available at:
— http://publibz.boulder.ibm.com/epubs/pdf/e0z2m100.pdf

k@ Redbooks oo ibm.com/redbooks



Software support dates

z/0S 1.5 is planned to ship in 3/04
e z/OS 1.6 is planned to ship in 9/04
e Subsequent releases will ship every 12 months after that, that
IS, every September

Starting with z/0S 1.5, coexistence policy will be for n,
n+2 releases, and each release will be supported for 3
years from its GA date

e This means that you must install (at least) every other release
to stay within the coexistence window

e See WSC Flash 10186 for more information
For releases up to and including z/0OS 1.4, coexistence
policy is N, N+3
See z/0S 1.4 Planning for Installation for details

http://publibz.boulder.ibm.com/cgi-bin/bookmgr_0S390/BOOKS/E0Z2B131/5.3?DT=20021003160915

@ Redhooks
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Distribution of releases

At the middle of 2003:

e For z900 customers, 30% were using some release of 0S/390,
remainder (70%) on z/0OS (bulk on z/0S 1.4)

e Across all zSeries and S/390 CPCs, about 44% were still on
0S/390, remainder on some release of z/0OS.

e Rate of migration to z/OS continuing to accelerate
—Remember, z/0S 14 is the last release that can coexist with
0S/390 R10, so if you are still on 0S/390, you must at least order
z/0S 1.4 before z/0OS 1.5 comes out.
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Software support dates

o
z/0S 1.1 |

RGIEERE
Year
1 1 b C 1 1 : 1 1 : 1 1 | \
— SUEETN RENEE S AR REEREN I R

z/0S 1.2

!
|
!
|
|
2/0S 1.3 |

|
|
|
|
|
|
|
z/OS 1.4 ‘

z/OS 1.5

z/0S 1.6

z/OS 1.7

z/0S 1.8

z/0S 1.9
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Hardware support

Note: z/OS 1.6 and later will not run on 9672 or MP3000

IBM z990
IBM z900
G5/G6 IBM z800
Multiprise MP3000
& 9672 o
R2,R3,G4 .

0S/390 z/OS 1.1, 1.2, z/0S.e 1.3, Q

RS,
R9,710 13,1.4,1.5 14,15

ll._@ Hed hnoks © 2003 IBM Corporation i b m 3 co m/red boo ks



2990 Sysplex considerations
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2990 migration - sysplex considerations

The following are the ONLY releases that can coexist in a
sysplex with a z990:

e 0S/390 R10 (only if running on 9672 G5 or later)
e z/0S 1.2

e z/0S 1.3 and z/0S.e 1.3

e 2z/0S 14 and z/0Se 14

e z/0S 1.1is NOT supported ANYWHERE in the sysplex if the
sysplex contains any image on a z990.

L@ He d hnoks © 2003 IBM Corporation i b m B co m/red boo ks



2990 migration - sysplex considerations

Compatibility NOT required Compatibility (or Exploitation)
required on all zZ990 images
G5, G6, z800,-erz900 z990  ——
0S/390| z/OS | z/OS | z/0S 0S/390| z/OS | z/OS | z/0S z/0S
R10 1.2 [ 1.3 1.4 R10 1.2 1.3 | 1.4 1.4
< Compat | Compat| Compat| Compat Expl >
ICF LPAR
id<=F
LCSSO LCSS1

\CF /

Compatibility not required on non-z990 images in Parallel Sysplex
when:

Coexisting z990 Compatibility (or Exploitation) operating system images
have LPAR ID <=15 (x'F'")
z990 CF LPAR ID <= 15 (x'F")

LCSS of CF LPAR irrelevant

Recommendation: Rollout Compatibility level software to
all images in the Sysplex as soon as possible

&® Redhooks

© 2003 IBM Corporation
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2990 migration - sysplex considerations

Compatibility 1S required Compatibility (or Exploitation)
required on all zZ990 images
G5, G6, z800,-erz900 2990
0S/390| z/0S | 2/0S | z/0S os390 z/0S 2/0S
R1I0 | 1.2 | 13 | 14 R10 |2 > 14 1.4
Compat | Compat{Compat| Compat Compat & ICF EF)’(EIIQ ICF Expl
©F R\ [loF | jearid |G
LCSSO LCSS1

\CF /

Compatibility is required on non-z990 images in Parallel Sysplex when:
z990 CF LPAR ID > 15
LCSS of CF LPAR irrelevant
2990 z/OS 1.4 with Exploitation feature LPAR ID > 15
LCSS of z/OS 1.4 Exploitation image is irrelevant

Restriction: Can not assign LPAR ID > 15 to CF LPARs until
Compatibility software rolled out across all images in the Sysplex

&® Redhooks

© 2003 IBM Corporation
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2990 migration - sysplex considerations

0S/390 and z/OS Compatibility, and z/OS
Exploitation, code provide the following
protection

z/OS with LPAR ID > 15 will not join sysplex
unless all images in the sysplex are running on at
least Compatibility code

z990

z/OS V1.4

Exploitation
LPARID > 15

any LCSS

G5/G6/2900/2800 G5/G6/2900/z800 2990
osz//:zs)ag of 0S/390 or 0S/390 or
2/0S 2/0S

non-
Compatibility

Compatibility

Compatibility

&® Redhooks

© 2003 IBM Corporation
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2990 migration - sysplex considerations

0S/390 and z/OS Compatibility, and z/OS 1.4
Exploitation, code provide the following protection
A system not running on at least Compatibility code will

not be able to join a sysplex that already has a member
with LPAR ID > 15

The system will actually join but will immediately be
removed (wait state code of 0A2/154)

z990 G5/G6/z900/z800 z990
OSI8%90r || osfse00r | | 08/390 0r
- z/OS z/OS
Exploitation Compatibility Compatibility
LPARID > 15

any LCSS

&® Redhooks

© 2003 IBM Corporation

G5/G6/z900/z800

0S/390 or
z/OS
non-

Toleration

A Join Sysplex
not allowed!
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2990 migration - sysplex considerations

G5, G6, 28083, or z900 z990
z/OS z/0S 0S/390 Z NM
1.2 1.3 R10
Compat Compat Compat
ICF CF

// LLCSS0 LCSS1
/

>15 LPARSs defined

Required non-z990 CFCC Levels
G5, G6 CFs must be CFCC 11 Service Level 5.04
2800, z900 must be CFCC 12 Service Level 10.05

For some workloads, using G5 CFs in a Parallel Sysplex with z990 is not recommended
Use only as a temporary migration step

Recommendation: Roll out non-z990 CFCC code to support z990 as soon as possible.

&® Redhooks
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2990 migration - sysplex considerations

Removing either z990 compatibility code or Exploitation
code from a system that will run on a 65, 66, z800 or
z900 server will reintroduce the sysplex coexistence
considerations.

o It will prohibit that system from participating in a sysplex with

either a operating system image or CF image on a z990 LPAR
whose LPAR ID is >15

Removing (restoring) the CFCC Compatibility code from G5,
66, z800 or z900 server will reintroduce the sysplex
coexistence considerations.

e Removing the CFCC Compatibility support from a CF image
elsewhere in the sysplex, will prohibit that CF from
participating in a sysplex with operating system or CF images on
a 2990 with more than 15 LPARs defined on it (regardless of
the number of LPARs that are activated).

@ Redhooks
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2990 sysplex considerations

When defining a CF in the CFRM
policy: .

® If The COUpllng Facill_ry r'eSIdeS On a DATA TYPE(CFRM) REPORT(YES)
non-z990 processor, then the partition | reriacerves)
humber specified in the CFRM pOlICY 1S CF NAME(CF01)
oy o TYPE(123456
the same as the partition number WFGEM)
. . PLANT(02
deflned N HCD SEQUE(NC)E(123456789012)
. . . PARTITION(01
e If the Coupling Facility resides on a SmrsPRCE(z0)
2990 processor, then the partition 57 e
number specified in the CFRM policy ey
should be the logical partition number o 712
specified in the PR/SM image profile. DUMPSPACE(2000)

e When moving a Coupling Facility to a
2990 processor, remember to update
the CFRM policy.

L@ Redbooks - ibm.com/redbooks



2990 migration - sysplex considerations

Impact of CF speed on data sharing overhead

CFH°St G3 | G4 | G5 | G6 | z800 219)?)? 229)?)? 2990
C04-SM 10% 11% 16% 19% 21% 22% 25% ——=
C05-HL 9% 10% 14% 16% 18% 19% 22% ——=
R06-HL 9% 9% 12% 14% 16% 17% 19% 26%
R06-ICB -— -— 9% 10% -— 13% 14% 20%
G5/6-IC | 8% | 8% | -
z800 ISC 9% 9% 11% 12% 11% 12% 13% 18%
2800 ICB/IC | - | 9% | 10% | 11% | 14%
z900 ISC 8% 9% 11% 12% 10% 11% 12% 16%
2900 ICB/IC 8% | 9% | 8% | 9% | 10% | 12%
20001SC | 7% | 8% | 8% | 9% | 9% | 10% | 11% | 14%
2990 ICB/IC 8% | 8% | 7% | 8% | 8% | 9%

Chart is based on 9 CF ops/sec/MIPS - may be scaled linearly for other rates

¢® Redhooks
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2990 Sysplex support

Relative CF Speeds

20
15
10 B Relative
speed
5
0

9672-C04 9672-R06 2066-0CF 2064-2c1
9672-C05  9672-Z217 2064-100 2084-301
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2990 Sysplex support

No separate stand/alone, external Coupling Facility model for z990
Alternatives to stand/alone CF (workload dependent):
Install standard z990 model with ICF(s) and CF Links only
Physical characteristics different than z900 or 65/G6 CFs
2 Frames regardless of number of ICFs or links
Requires careful planning for ICB link distances
Implement 2990 ICFs on servers with Coupling Facility Duplexing
Continue using existing z900 CFs (2064-100)
Upgrade 65 CF (9672-R06) to z900 CF
Using 65 CFs in a Parallel Sysplex with z990 not recommended
Use only as a temporary migration step

Coupling Facility Configuration Options technical paper:
ibm.com/servers/eserver/zseries/library/techpapers/gf225042.html

System Managed CF Structure Duplexing technical paper:
ibm.com/servers/eserver/zseries/library/techpapers/gm130103.html

&® Redhooks
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2990 Sysplex support

= 2990 Coupling Links:
»ISC-3
— Connect to 2990, z900, z800, G5/G6
— Requires new connector if migrating from G5/66

— Connection to 63/6G4 not supported
— Up to 20 km with Extended distance RPQ, longer distance with RPQ and DWDM

» ICB-2
—New STI-2 card with two ICB-2 ports (requires I/0 slot) _
_ Connects to 65/66 only SOD: 2990 last zSeries
— 50D 2990 last CPU to support ICB-2 server to Sl'JppOI‘t

> ICB-3 |CB-2!
— Connects to ICB3 on 2990, z900, z800
—16B/sec
—New STI-3 card with two ICB-3 ports (requires I/0 slot)

> New! ICB-4 ICB-3, ICB-4 and IC
— Connect to another z990 only are Peer Mode only!
—26GB/sec

— 7 meter distance between connected boxes

— Recommended connection for z990 to z990 at short distance and for System Managed CF
Structure Duplexing

»IC
— Memory to memory within z990 - 3.56B/sec!
— Supports Spanning (6A2)

@ Redhooks
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2990 Sysplex support
2990 CF Link Connectivity to G5/G6 and z900/z800

Connectivity

Options 2990 ISC-3 2990 ICB-2 2990 ICB-3 2990 ICB-4
_____
R Corr:pc;l:plaode
z800/z900 ISC-3 P e2 ecr;?\;l)g de n/a n/a n/a
2990 ISC-3 o ezef‘:np:d o nla nla nla
G5/G6 ICB nla c ofﬁga":'an'zz de nla nla

z900 ICB-2 n/a - n/a n/a
z990 ICB-2 n/a - n/a n/a

1 GBps
z800/z900 ICB-3 n/a n/a Peer Mode n/a
1 GBps
z990 ICB-3 n/a n/a Peer Mode n/a
2.0 GBps
2990 ICB-4 n/a n/a n/a Peer Mode
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2990 Sysplex support
CF Link support:

e Max number of ISC/ISC3 links 32

e Max number of ICB2 links 8

e Max number of ICB3 links 16

e Max number of ICB4 links 16

e Max number of IC links 32

e Max total number of links 64 (32 External/32
Internal)

«® Redhooks . ibm.com/redbooks
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General CF links planning

General CF Link considerations

e CAN mix different link types (IC, ISC, ICB) between a z/OS
image and a CF.

e CANNOT mix peer and non-peer between a CF and a z/0OS.

e CANNOT mix shared and dedicated links between a CF and a
z/0S.

e HCD is the best way to check if a proposed configuration is
valid - if HCD says it is valid, you can be 99% sure it is valid.

@ Redhooks
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Statement of direction

At announce of z990, IBM made the following statement
of direction:

e IBM intends to deliver new function that will reduce the
duration of an outage associated with certain Coupling Facility
Control Code (CFCC) LIC upgrades or changes. In the future,
CFCC LIC changes will be designed to never require that the
entire server be down to apply a patch or upgrade. Only the
LPAR running the CFCC LIC being upgraded will need to be
restarted, and then only if the patch is “disruptive.”
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XES CF Subchannel Tuning
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XES Subchannel tuning - background

CPC CF
z/OS | Link
| B
z/OS 1 Path
| Link |
- Path L

Software (z/OS, XES)
Subchannels

Link Buffers

* Note: Peer mode links have 7 subchannels per link per LP and 7 link buffers per link.
Compat mode links (shown here for simplicity) have 2 subchannels per link per LP and 2 link buffers per

link.

@ Redhooks
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XES Subchannel tuning

There are 3 possible results to an attempt to start a CF
request:
e Subchannel and link buffer are free, request is sent to CF

e Subchannel is free but link buffer is busy
— CP will spin, retrying until the link buffer comes free

e Subchannel is busy

— For SYNC IMMEDIATE requests (normally lock requests) that
have not been converted to asynch by the z/OS heuristic
algorithm, XES will spin waiting for the subchannel to come free

— For all other requests, the request is converted to an asynch
request and queued waiting for an available subchannel. The CP is
free to process other work now.

In a high utilization environment, result 2 can consume a
lot of capacity, increasing overhead
— It is preferable to requeue for the subchannel

@ Redhooks ibm.com/redbooks
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XES Subchannel tuning

To address this, APAR OW54796 was developed.

In cases of high PATH BUSY (link buffer contention), XES
will start to vary CF subchannels offline dynamically, in an
attempt to convert PATH BUSY into SUBCHANNEL BUSY
and thereby avoid overhead of spinning.

XES will always keep at least 2 subchannels to each CF
online.

This shows up in RMF reports and in the D CF output.

¢® Redhooks
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XES Subchannel tuning

COTPLINGCG FACILITTY LA CTIVITTY

=/05 W1RE STSPLEX DDEPLEXE LATE 0L 01720032 INTERWAL 0OZ0.00._000

EPT WVERSION W1ERzZ PRMF TIME 0OZ.30.00 CYCLE 0l1.000 SECONDS

COTPLING FACILITY MAME = CFOlE
SUBCHANNEL ACTIVITY
£ REQ  ——m——————— BREQUESTS - -———————-—-"—-  —————————————————— DELAYTED REL
ATETEM TOTAL -- CF LINKE: -- TPTH ¥ —-2ERVICE TIME (MIC)- E ¥ OF --———-
NAME AVESEEC TYPE GEN TSE  EURY REQ AT ETD_DEW LEQ REQ FDEL
ML 1704 CFS a CEEYE BYNC 217 EE 43 la2.1 LIZTCACHE 1732E zZ1.1 L£l&.7
80,3 SUECH [ ASTHMC T453E  185.3 4546 LOCE l41leE l&.8 1.3
CHAMCGED 1274FE INCLUDED IM ASYNC TOTAL 2143E 18.9
TIETCC ] a0 a.a
MUVEE T2EER% CFE ] LZEE  EYHNC 421346 242 13=2.1 LIZT/CACHE 1ZE 2.3 1145
407 .6 SUBCH [ LSTHC E4z2295 4320 4575 LOCE 435 0.7 20403
CHAMNGED £98  TINCLUDED IN ASYMC TOTAL 1VE £.3
TTHETCE ] o.no oo
MWaC e73eE CF3 3 ] 124K ETHC S3193E 875 1=5.4 LIZT/CACHE cVE 0.8 830.1
374Z.4 SUECH [ & ASTHMC 2E3BE 2283 1450 LOCE 4 1.7 fe. &
CHANGED 121&7 INCLUDED TN ASYNC TOTAL 21K 1.:=
TTHETCE ] .o oo
MU zZ4002 CFS 3 ] 4K SYHNC 413276 276 1z4.0 LISZTSsCACHE zZLl12 1.5t led3
1:4.4 SUECH [ F ASTHC 172041 =R N ZEdd LOCE &7 o.1 157.4
CHAMNCGED 228 INCLUDED TN A3FTWNC TOTAL ZETE 1.8
THETCC ] a.a o.a
MVSE 17224 CFS 3 3 E3VEE SYHNC S340E sS0.3 11z.5 LIZT/CACHE &10K 5.1 310.7
QLe3. 0  SUECH [ & LSTHC 2240E 2133 PR32l LOCE 472K &.6 cd 3
CHAWNGED 725076 INCLUDED IN A3TWNC TOTAL leg8E 7.5
TTHETCE ] o.no oo
ST 205ke  CFS = FL4K  5YHC SRy Q2.0 1537 LIST/CACHE 22¢2 l1E.3 3lLE.&
Lo.3 BUECH [ ASTHMC a0734 L3 = R S3Ze0 LOCE 21 1.3 13e.9
CHAMGED 21z TINCLULED IN ASYMC TOTAL 23t4 11.4
TTHETCC ] .o oo

@ Redhooks

© 2003 IBM Corporation I b m i co m/red boo!fs



XES Subchannel tuning

For more information:
e Refer to enabling APAR OW54796
e See Hint and Tip 0176 on www.redbooks.ibm.com
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Sharing CF engines

The issues:

e 2900 and z990 engines are so big, I don't want to dedicate a
whole one to my CF.

e I don't want to dedicate a whole engine to my test CF.
e T only need more than one engine in my CF during recovery or
high stress times
The answer:

e Shared engines for CFs
- Well, maybe not....

@ Redhooks
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Sharing CF engines

So, what are the options: 3) Using dedicated ICF and

1) Using shared CPs 2) Using shared ICFs on a server shared CPs on a server
4) Using dedicated ICF and 5) Using shared ICFs 6) Using dedicated
shared ICFs on a server on a standalone CF and shared ICFs on a

I standalone CF

ibm.com/redbooks
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Sharing CF engines

What is Dynamic CF Dispatching?

e By default, CFCC runs in a polling loop, either processing
requests, or looping looking for new requests. This ensures
very good response times (no interrupt code to go through).
However, it will consume all the cycles available to that LP.

e Dynamic CF Dispatching (DCFD) lets you tell CFCC that it
should go to sleep and release the processor if it has no work
to do. As the workload increases, the sleep time is reduced (to
a minimum of 5 MILLIseconds), eventually reverting to looping
mode if workload continues to increase. This reduces CPU
consumption but dramatically impacts CF response times. It
should NEVER be enabled for a production CF.

e Dynamic ICF Expansion always enables DCFD for the shared
engine(s). So, the shared engine will not use much CPU
resource unless it gets busy.

L@ HEd hnoks © 2003 IBM Corporation
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Sharing CF engines

What are the other considerations:
e LPAR Capping - CF LPARs should NEVER be capped.

e Weights. The LPAR weight determines how likely that LP is to
get access to a shared engine. If an LPAR is ahead of its fair
share (as a production CF normally is), it is less likely to get a
engine than one that is behind its share (as a CF with DCFD
enabled normally would be).

To ensure the production CF gets access to a engine, it should
have a very high weight relative to the other LPARs sharing
that engine.

e Impact of slower CF response times on attached z/OS LPARs.
The use of shared engines will result in longer response times,
driving up the cost of each synchronous request to that CF.
Depending on the request rate to the CF, the cost on the
attached CPCs could be larger than the cost of a dedicated
engine for the CF....
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Sharing CF engines

Specific recommendations:

e If possible, always used dedicated engines for any CF where
response times are critical.

e ALWAYS turn DCFD off for a production CF. Response times
for a CF with DCFD ON are 20-100 times longer than for a CF
with a dedicated engine.

e If the CF does not contain System Managed Duplexed
structures, it should be weighted to get a least 50% of an
engine

e If the CF contains System Managed Duplexed structures, it
should be weighted to get a least 95% of an engine

e If the CF consists of dedicated CF CPs and CF CPs which are
shared with z/OS CPs, the shared CF must be weighted much
higher (20 times) than the highest z/OS LPARs

e See Hint and Tip 0237 on www.redbooks.ibm.com for more info
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Sharing CF engines

Specific recommendations:

e Be careful when using Dynamic ICF Expansion. If the CF LPAR
does not have sufficiently high weight, the shared engine might
be stolen from the LPAR while it is holding a resource that
another CF task requires. The delayed task must wait until the
shared engine is eventually dispatched again.

L@ HEd hnoks © 2003 IBM Corporation
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Expected CF Response Times

The following table shows expected response times for
a lock structure from different combinations of CPCs
and CFs with dedicated CF engines.

Host / Link / CF | Host SW | Total HW | Equiv Ins R%'gg;’e
G3/1SC/G3 71 100 5608 1.00
G3/HL/G3 71 90 5281 94
G4/HL/G3 53 80 5932 1.06
G4 /HL/ G4 53 65 5263 04
G5/ HL/ G4 22 55 8231 147
G5/HL/Gb 22 45 7162 1.28
G5/1CB /G5 22 22 4704 84
G6/1CB /G5 18 20 5084 o1
2900/ HL /G5 14 40 9072 1.62
2900/ ICB /G5 14 18 5376 96

2000/1SC3/2900 | 14 25 6552 117

2000/ICB3/2900 | 14 12 4368 78

¢® Redhooks
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Expected CF Response Times

The following table shows expected response times for
a cache structure from different combinations of CPCs

and CFs with dedicated CF engines.

Host / Link / CF | Host SW | Total HW | Equiv Ins R%'gg;’e
G3/1SC/G3 121 160 9217 1.00
G3/HL/G3 121 140 8561 03
G4 /HL1G3 89 130 9767 1.06
G4/HL/ G4 89 115 9098 99
G5/HL /G4 37 105 14645 1.59
G5/HL/G5 37 90 13576 147
G5/ICB/ G5 37 45 8766 95
G6/ICB/ G5 30 42 9634 1.05
2900/ HL /G5 24 80 17472 1.89

2900/ ICB /G5 24 40 10752 117

2000/ISC3/2900 | 24 45 11592 1.26

2000/ICB3/z900 | 24 25 8232 89
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Changing CF Levels
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Effect of CF Level on CF structures

To maintain the same

. — If you use the same number of entries and
SE[telcgﬂ%nt structure size in elements....
""" CFLevel 12.....
11MB
10MB 10MB
1000 Elements/

1000 Elements/ 850 Elements/ 2BURSRHES

500 Entries 420 Entries

2MB 3MB

7

CFLevel 10 CFLevel 12 CFLevel 12

@ Redhooks
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Effect of CF Level on CF structures

The factors that affect the amount of control information:
e 7 of storage reserved for Event Monitor Controls
e Entry to element ratio requested by the connector

e Maximum size of structure (as specified on SIZE parameter in
CFRM policy)

e The use of adjunct areas within the structure
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Effect of CF Level on CF structures

Tools that can help you calculate structure size:

e CFSizer
— Relatively easy to use (+)
— Does not require the new CFLevel to be installed when you run it (+)
— Makes many assumptions, so answers might not be right for you(-)

e CFSIZE Batch job on CFSizer Web site
— Easy to use (+)
—Provides exact numbers, based on your current structure sizes (+)
— Requires connectivity to at least one CF with the target CFlLevel

e SETXCF START REBUILD command
— Adjusts structure size based on CFlLevel (+)
— Requires the target CFlLevel to be installed

—In some cases, does NOT resize the structure when moving
between levels (see OW43778 APAR text for restrictions).
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Effect of CF Level on CF structures

Recommended procedure:
e Make sure existing structure sizes are appropriate

e Run an RMF report to show the size and number of
entries/elements in each structure BEFORE the upgrade.

e Move all structures out of the CF to be upgraded (don't stop
the workloads first, or the structures will be deleted) - use
SETXCF START RB,CFNM=whatever LOC=OTHER

e Upgrade CF to new CFlLevel

e Move structures back into upgraded CF one at a time using
SETXCF START RB,STRNM=structname LOC=OTHER

e After all structures back in their "NORMAL" CF, check the
new size of each structure and update the INITSIZE in the
CFRM policy accordingly.

e When you are ready to upgrade the other CF, go through the
same procedure for that CF
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Effect of CF Level on CF structures

At the time of writing (9/03), there are currently two
bugs in XCF/XES:

e If a structure has POLICY CHANGE PENDING for ANY
reason, the structure will not get resized. GDPS customers

must consider this if using the standard GDPS method of
emptying and re-populating a CF
e The first time you rebuild a List structure, the current

structure size will be increased by one segment (256KB) even if
rebuilding in the same CFLevel
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Effect of CF Level on CF structures

General CFLevel recommendations:
e Upgrade one CF at a time
e Do not run with different CFLevels for an extended period

e There are no formal coexistence statements for CFlLevels as
there are for OS levels (n, n+2)

e Do not use any new capabilities until all CFs are stable on the
new CFLevel

For more information on handling changes of CFlLevels,
refer to:

e Setting Up a Sysplex manual

e Hint and Tip entitled "Determining Structure Size Impact of
CF Level Changes" on Redbooks Web site

e WSC Flash at
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/FLASH10181
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System Managed CF Duplexing status

System-Managed Duplexing is available NOW, and in
production in 7 customers (at early Sept 03)

Readiness review process still in place

e Intended to ensure that you have all the pre-regs in place and
understand the performance expectations for Duplexing

e Enroll on Resourcelink

e Code is available to any customer that participates in readiness
review

Remember that SM Duplexing requires CFLevel 11 (9672)
or CFlLevel 12 (zSeries)

e These are the ONLY currently supported CF Levels....
e Remember that CFLevel upgrades are disruptive
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Intelligent Resource Director status

As at middle 2003:
e Roughly 140 customers have enabled IRD

e In about 1/3 of these, CPU Management reqularly adjusting LP
weights

e Do not currently have data on usage of DCM or CSS TOPQ

Growth of z990 installed base (and accompanying
consolidation of footprints) is expected to drive increased
takeup of this function

Customer comment:

e "... very happy. Responds in enough time and pleased with how it
works. We have it on 14 CPCs, in Development and Production.
Phone calls from the developers stopped when we implemented
it."
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Intelligent Resource Director

Is IRD right for you:

e Get best benefits when you have complimentary workloads on
same CPC (for example batch and online)

e Most effective when CPCs run at very high utilization

e If the MIPS requirement for an LPAR varies significantly by
time of day, make sure you specify high INITIAL CPs and
enable VARY CPU Management

e Cannot be effective if all work is classified as Importance 1 -
WLM must have someone (lower importance) to take resource
from.

WLM CPU Management and Channel Subsystem I/O Priority
Queueing are easier to implement, suggest starting with
those before moving on to DCM
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Intelligent Resource Director

Implementing WLM CPU Management:

Prereqs:

e Install required hardware (zSeries CPC)

e Install required software (z/0S, in 64-bit mode)

e Install Supporting APARs on RMF

e WLM must be in goal mode

e Define WLM structure in CFRM policy - requires CFLevel 9
e Must have at least 2 LPARs from the sysplex on the CPC
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Intelligent Resource Director

Implementing WLM CPU Management (non-disruptively)

e Define Initial and Reserved CPs. For maximum flexibility, start
with a high Initial and let WLM manage you down

e Define (3-digit) Initial, Minimum, and Maximum weights in
Image and/or Reset profiles in HMC. Make sure "Initial
Capping" is NOT selected for those LPs. Also, specify Minimum
values to make sure that every LP that is in a sysplex gets at
least 5% of the CPU - using a smaller number can lead to
sysplex disruptions

e Select "WLM Managed" for the LPs that you wish Yo manage

e Activate the change dynamically on the HMC

e Use RMF to monitor:
— That weights are bring changed and CPs are being varied on and of f

— That PIs for important workloads are meeting goals more
consistently
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Intelligent Resource Director

New function on zSeries

Allows OS to specify priority value to
channel subsystem for I/0O requests based H
on goals defined in WLM P

Complementary to current priority mgmt:

Complementary to DCM:

No visible effect on overall response times -
high importance I/Os will be faster, low
importance slower (assuming queuing for a
channel) - average should be unchanged
Works for ALL device types (even 3420!)
and all channel types (even parallel)
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Intelligent Resource Director

Implementing CSS IOPQ:

e Must be z/0S, 64-bit mode, and WLM Goal mode on zSeries
CPC

e Ensure I/0 Priority Management is enabled in WLM policy
e Set priority ranges in Image profile in HMC

e Enable in the CPC Reset profile in HMC (remember, it is
enabled or disabled at the CPC, not the LPAR, level)

e Enable dynamically using the "Enable I/O Prioritv Queueing”

Enahle IO

ICOH on The HMC EHE% FPriotity Cueuing
e Monitor effect in RMF Workload Reports
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Intelligent Resource Director

z/0OS MVS Planning: Workload Management, SA22-7602
Redbook z/0OS Intelligent Resource Director, S624-5952
WLM Web site:

e http://www.ibm.com/servers/eserver/zseries/zos/wlm/documents/ird/ird.html

IRD Bucket - 2064DEVICE subset IRD
Web-based wizard to help set up IRD:

e http://www.ibm.com/servers/eserver/zseries/zos/wizards/ird/irdvirl/
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Sysplex trivia

Interesting sysplex facts:

@ Redhooks

_argest sysplex is 15 2064-116s and 216s

_argest number of images in a sysplex is 30

_argest number of MIPS in a single image is 2190

_argest number of volumes managed by HSM : 7000

_argest CF - 7 way 2064-100

_argest number of DB2 lock requests - 40,000 /sec to a CF 5

kms from the CPCs - and the response time never changed!

Asynch Resp Time Asynch Rate

300 45000
+ 40000
+ 35000
+ 30000
-+ 25000
-+ 20000
+ 15000
+ 10000
- 5000
0

250 +

200 +

150 +

100 +

50 +

0




End-of -service for Sysplex Timer Model 1

Support for 9037-001 Timers will end on December 31,
2003

Replacement is 9037-002, however 001 is not upgradeable
- you must remove the 001 and replace it with a 002

Replacing 9037-001 with 9037-002 requires a nearly
sysplex-wide outage

See the ITSO Redpaper entitled "Migration Planning for
the 9037 Model 2 Sysplex Timer" for a suggested
migration procedure
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Message Time Ordering

If CF is on z900 Turbo or faster, and connected systems
are on z900 Turbo or faster:

e The CF must be connected to the same Sysplex Timer as all
connected systems

e APAR OW53831 MUST be applied to all connected systems
running on z900 Turbo or faster
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IBF

IBFs cannot be added to 2064-100 as an MES or RPQ -
ordered on new machine as FC2210. It IS orderable on a
2084 as an MES, or on new builds as FC3210. Not
available at all on z800.

IBFs don't help if you only lose one CF, because everything
will rebuild to other CF before the failed one comes back

However, if both CFs lost, IBF helps you avoid things like
DB2 reading all his logs to restart

IBF times are discussed in Installation Manual - Physical
Planning for respective CPCs - available on Resourcelink.
Hold up time depends on configuration, temperature, and
battery age. Times are generally in range of 6-19
minutes.
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BTAM

Many customers still use BTAM even though it is no longer
supported. Support ended march 31, 2002.

BTAM ERP uses format O channel programs, but z/0S 1.2
removed support for format O.

A BTAM APAR/PTF was made available last year to
address this, but, as BTAM is no longer supported, there
are few or no references to the problem or PTF in the
z/0OS migration documentation.

Please check out APAR OW54440 if you are still using
BTAM, and plan to upgrade to z/OS 1.2 or higher.
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Coupling Facility Monitoring/Capacity Planning

Just as with z/0S, it is important to monitor the

performance of your CFs, to ensure you maintain a
balanced configuration.

<=
@ Redhooks

N\

z/OS
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Coupling Facility Monitoring/Capacity Planning

In order to have timely recovery from failures, it is important
sufficient capacity is available to take over other CFs
workload PLUS the additional recovery processing

Impact of CF CPU Busy

2500

2000 /

1500
1000
500

CPU Busy

Response Time

Response Time (mics)

CFs (even with dedicated engines) behave slightly worse than
standard queueing model depicted above would predict.
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Coupling Facility Monitoring/Capacity Planning

It is important to monitor a few key indicators of CF
performance:

e To help you do capacity planning

e To assist in problem identification - what do things normally
look like?

The important things to monitor for are:

e The top 10 structures in each sysplex
— Number of requests by time of day (for sync and async)
— Associated response times
— % of total CF requests for each structure
— For cache structures, dir reclaim rate
— For lock structures, total and false contention % and rates

e Same info for selected important or growing structures (GRS,
XCF, CICS Temp Storage, MQ...)
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Coupling Facility Monitoring/Capacity Planning

More things to monitor:

e XCF signalling
—Rec Out, REQ REJECT and ALL PATHS UNAVAILABLE for each
transport class

— Counts for the top 10 XCF groups for the whole sysplex and for
each system

— Counts for selected XCF groups (DFHIRO0O, SYSBPX, ISTXCF, for
example)

— For each structure/CTC, REQ OUT, AVAIL, BUSY, RETRY, and
BUFFERS UNAVIL

e CF Storage utilization
— Available storage (installed)

— Allocated storage (total for whole CF)

— (If possible) storage utilization by non-duplexed and primary
structures (to ensure you can accomodate all structures from the
"other" CF) in MB and % of installed storage
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Coupling Facility Monitoring/Capacity Planning

Coupling overhead

e Should be re-calculated af each z/OS CPC upgrade and/or
significant change in CF workload
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VSAM Index CI Size changes in z/0S 1.3

The alogrithm to calculate the CISZ of the index
component of a VSAM data set has changed in z/0S 1.3.

As a result, a VSAM data set defined under 1.3 could
have a different index CISZ than if it was defined under a
previous release.

For products that use LSR (CICS, IMS, NetView, etc),
the data might not open if there is no LSR pool defined to
match the new CISZ.

IBM have a tool - INDXCISZ - that will tell you which
data sets will have the CISZ changed, AND what the old
and new CISZs will be.

See WSC Flashes 10180 (IMS) and 10206 (general) and
Info APAR IT13288 for all the information you need.

¢® Redhooks
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HSM Common Recall Queue (z/0S 1.3 feature)

Workload balancing Recall Request Persistence

HEER

. = Wait '= Nowait 100 = Highest 0 = Lowest
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HSM Common Recall Queue

Implementation.....

m Add CRQ structure to CFRM Policy

> Must be updated before attempting to connect:

STRUCTURE NAME(SYSARC_PLEX1_RCL)

INITSIZE(5120) <- Initial structure size (about 4000 requests)
SIZE(10240) <- Max structure size (about 8400 requests)
ALLOWAUTOALT(YES) <- Automatically increase structure size if threshold hit

FULLTHRESHOLD(90) <- Set threshold to 90%

PREFLIST(FACILO1, FACILO2)

= Update HSM Parmlib Member

SETSYS COMMONQUEUE(RECALL(CONNECT( basename)))
» Connect to CRQ during startup
» basename must be exactly five characters

» Can be implemented one host at a time
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VSAM/RLS Cache enhancements (reminder)

Prior to z/OS 1.3, you had no control over which CIs got
cached in the CF - if CISZ=<4KB everything cached, if
CISZ>4KB, nothing cached

In z/0S 1.3, you control via data class (RLS CF CACHE
VALUE) whether any CI is cached for all access, updates
only, or no caching at all

New keyword in IGDSMSxx member of Parmlib
e RLS MAXCfFeaturelLevel

e Must be set o 'A’ to enable this new support. However, if set
to 'A’, pre-z/0S 1.3 systems will not be able to connect to RLS
cache structure

e Default is 'Z', meaning to behave as in pre-z/0S 1.3
New keyword on SETSMS command:
e SETSMS RLS_MAXCFFEATURELEVEL(A|Z)

Se Tlng is sysplex -wide, based on first sys

© 2003 IBM Corporation
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ECS automatic AUTOADD in z/0S 1.5

Currently an operator command must be issued after the
first system in a parallel sysplex is IPLed to enable the
ECS AUTOADD function

This support allows ECS AUTOADD enablement without an
operator command

e SYSINUCLEUS(SYSCATxx) column 63 specify 'Y’

e SYSCAT statement in LOADxx column 72 specify 'Y’

The ability to set the AUTOADD state by the MODIFY
CATALOG command is still supported

%«@ He d h noks © 2003 IBM Corporation
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JOBCAT/STEPCAT Support

Previously, IBM announced a statement of intent to remove
JOBCAT/STEPCAT support in a future release of z/0S.

IBM announced that we would provide an APAR that will
write a message every time a STEPCAT or JOBCAT
statement is used, to help identify users of this facility in
advance of the removal of support. This APAR was never

delivered - WSC FLASH 10102 is incorrect..
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JOBCAT/STEPCAT

Starting with z/0S 1.5:

e Use of JOBCAT/STEPCAT now optional at the installation level
— Default is to no longer honor JOBCAT/STEPCAT

e New parameter to MODIFY CATALOG command:
—F CATALOG ENABLE(JOBSTEPCAT)

—F CATALOG,DISABLE(JOBSTEPCAT)
— Current setting retained across CAS restart

e If support is disabled and a catalog request is issued with
JOBCAT/STEPCAT message IDC3009T will be issued with a
return code 54 reason code 6 and the request will not be
processed
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Catalog space monitoring

Prior to z/OS 1.5, there was no warning when a catalog is
about to run out of space

New enhancement issue message when a specified
percentage of maximum extents is reached

e TEC361T CATALOG catalogname (comptype) HAS REACHED
xxX7% OF THE MAXIMUM

e Issued once per catalog per extent and reissued for each
subsequent catalog extent

o "comptype" is either DATA or INDEX

Invoked by issuing F CATALOG,NOTIFYEXTENT(xxx)
where xxx is a value from 0-100. Default is 80. A
setting of O or 100 will disable the function

F CATALOG,ALLOCATED will display the percentage of
allocated extents for each catalog in the list in message

IEC348I
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Recreating lost SMS SCDS
New function in z/0S 1.5:
e SETSMS SAVESCDS(scds_dsname) command

Relieves the tedious work of recreating the SCDS if the
source SCDS and all of its backups are lost

SMS will verify that the 'scds_dsname' is not the
currently active ACDS or COMMDS

&® Redhooks
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Minimizing dump impacts

Dump tuning suggestions:

e Set up IRLM with PC=YES. This places IRLM lock information
in its own address space, removing need to specify
QUIESCE=YES to get consistency in DB2 dumps.

e Specifying QUIESCE=YES results in the system going
non-dispatchable while common storage is dumped. If you need
consistency, can use A=SYNCSVCD on a SLIP.

e Work with IBM Level 2 to review/tune dump options to
optimize chance of getting the info you need on first failure
while minimizing the size of the dump.

e See IT06335 for info about DB2 dumps.

e Make sure DAE is enabled and all systems in the sysplex are
sharing the same SYS1.DAE data set.

e Use compression to get more dumps in the same amount of
DASD space
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Minimizing dump impacts

Largest performance
Improvement is through use

of faster DASD
SVC Dump Performance

Next largest improvement is £
via use of striping for dump 800 -
data sets e
Above 2 stripes, benéefit tails E 500 - —ESS
off. Not worth going to more | € ggg ——3390-3
than 4 stripes. .

100 @00
Use of FICON vs ESCON M L . T
improved performance by . Number of stripes
about 20%
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Paging volumes and PAV

It is likely that the highest use of the paging subsystem
will be when the system is taking an SVC dump:

e In order to be able to free up storage quickly enough to take
the dump without adversely impacting system performance, you
must have a robustly configured paging subsystem - capacity is
not enough, you must also provide acceptable performance

e If you use Dynamic PAV, you can place multiple page data sets

on the same volume and still have the benefits of
suspend/resume.

e Must use Dynamic PAV - ASM will not use static PAV. With
Dynamic PAV, ASM/WLM will allocate two UCBs per page data
set on the volume. WLM may actually add more aliases, but
ASM will never drive more than two concurrent I/Os per page
data set

e Remember to set PAGTOTL to allow you to dynamically add
more page data sets
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Stand Alone Dump

Problem: Stand Alone dumps can take a significant length
of time. You need to get the system back as quickly as
possible, but if you don't capture the dump, you may not
be able to diagnose the problem.... This means having to
take another hit before problem determination can start

&® Redhooks
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Stand Alone Dump

There is not a huge amount you can do to affect
stand alone dump performance

One of the
things you can
do is place the
dump data
sets on fast
DASD and
stripe them.

Elapsed Seconds

Real Storage Dump Data
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Stand Alone Dump

Some customers take a risk and only capture real storage
when they take an SAD - this is a risk assessment that
must be made by each customer

In tests of SAD performance, the use of FICON channels
and striped dump data sets resulted in data rates of
between 66 and 84 MB/sec for real storage, and between
1.3 and 2.0 MB/sec for virtual storage
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CFlLevel 12

With CFLevel 12, it is possible to have up to 48 concurrent
tasks in the CF (increased from 16 previously)

CFLevel 12 provides support for Message Time Ordering

CFlLevel 12 provides 64-bit support, alleviating constraints
for customers with large number of structures or very
large lock structures.

e Whether a CF runs in 31-bit or 64-bit mode is COMPLETELY
transparent to the connected operating systems

CFlLevel 12 also provides support for System-Managed CF
Structure Duplexing

¢® Redhooks

ibm.com/redbooks

© 2003 IBM Corporation



CFlLevel 12

For workloads that are very update-intensive (like large
DB2 batch jobs), sending requests to a CF one at a time is
not very efficient

To address this, CFLevel 12, together with z/0S 1.4
infroduces three new options on the IXLCACHE command
that allows write, castout, and cross-invalidate requests
to be batched

This support is exploited by DB2 V8

@ He d h noks © 2003 IBM Corporation
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Asynchronous CF Requests

Tip:
e Traditionally, asynchronous CF requests have response times of
at least 150 microseconds.

e Recently, we have seen some examples of asynchronous
response times as low as 60 mics.

e Possible explanation is that at very high request rates,
responses are arriving so quickly from the CF, that when XES
completes processing one request, another one is immediately
ready for processing, eliminating the delay imposed by other
work getting the CP and then having to wait for the dispatcher
to check again if there is a request ready to process.

L@ HEd hnoks © 2003 IBM Corporation
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Interesting sources of information

Hot Topics Newsletter
e Published twice a year (Feb and August)

e Available from:
— http://www.ibm.com/servers/s390/0s390/bkserv/hot_topics.html

The Z Quarterly

e Published (surprisingly!) every quarter
e Brief - about 2 pages

e The purpose of the newsletter is o keep the intended audience
informed about zSeries announcements, updates, events, and
what is happening in the land of "Zz"

e Subscribe by sending me an email
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Interesting sources of information

WSC Flashes
e Parallel Sysplex Couple Data Sets and Disaster Recovery

Read "Console Performance Hints and Tips" available at:
e http://www.ibm.com/servers/eserver/zseries/library/techpapers/gm130166.html

"Hints & Tips", RedPapers, RedPieces on Redbooks Web site

e http://www.redbooks.ibm.com

The "MainStream" IBM mainframe software newsletter:
e http://www-3.ibm.com/software/os/zseries/newsletter/mainstreamed3.html

eServer Magazine, mainframe edition CF:
e http://www.eservercomputing.com/mainframe/

z/ journal (independent zSeries publication)
e http://www.zjournal.com/
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Interesting sources of information
SEARCH390.COM

e http://www.search390.com
RMF Newsletters

e http://www.ibm.com/servers/eserver/zseries/zos/rmf/rmfhtmls/rmflett.htm

PUTDOC tool to FTP dumps to IBM

e http://techsupport.services.ibm.com/server/nav/zSeries/putdoc/putdoc.html
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Interesting sources of information

It is now (finally!) possible to subscribe to WSC Flashes!

To SUbSCf‘ibe, go TO http://www.ibm.com/support/mysupport then:

1) Select "Edit Profile" in the left hand navigation bar. This is where you decide on which
products you would like see a FLASH notice on.

2) Select product family from the "Select a product family" pull down in the center of the
page

3) Next, select one or all (but at least one), of the topics found under the product family
you selected (make the selection by putting a check in the box beside it).

4) Scroll to the bottom of the page and click on "Save & return”

5) Go to the bottom of the page that you returned to, under the blue bar header of
"Select mail preferences", and under the text "Yes, you may send me this information by
e-mail", select Flashes and (if you wish) Downloadable files

6) Click on "Submit"
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Tools available from ITSO

OPERLOG Viewer
e Lets you view OPERLOG without using SDSF. Can filter by
system and time/date

LOGREC Viewer

o Lets you interactively view information in LOGREC logstream,
formatted with EREP program

SMF Type 88 (Logger) reports
e Job to provide similar information to IXGRPT1 but in more
readable format. Uses DFSORT
SMF Type 88 Spreadsheet analyzer

e Simple spreadsheet and DFSORT job to load SMF 88 data into
Excel spreadsheet and highlight any log streams that exceed
recommended thresholds
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Tools available from ITSO
SYMUPDTE

e Program to dynamically change value of system symbols

System-Managed Duplexing Cost Estimator

e Excel Spreadsheet to estimate impact of System-Managed
Duplexing on CF Response Times, subchannel utilization, and
host and CF CPU utilization. Takes into account synch/asynch
heuristic algorithm and extended distance between CFs.
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Tools available from ITSO

Parallel Sysplex Training Environment (chargeable)

e Complete, 3-way Parallel Sysplex containing CICS, DB2, IMS,
MQ, DFSMStvs, workloads for all CF structures, and working
examples of most sysplex exploiters. Developed by ITSO and
used for day-to-day ITSO operations. Runs under VM or
native. Marketed by ITES (IBM Education), supported by
ITSO.
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Parallel Sysplex Training Environment

Provides pre-configured, working
versions of:
VTAM GR use by CICS, TSO,
SNA Consoles, IMS

TCP/IP Dynamic VIPA takeover
and Sysplex Distributor

Install a fully functional
Parallel Sysplex in as little
as 3 hours

Provides safe, realistic
training environment for
Operators

SNA Consoles support
msys for Operations

2/0S 1.3 2/0S 1.4 210S 1.4 SDSF use of MQSeries
CICS TS 2.2 CICS TS 2.2 CICS TS 2.2 CICS/RLS, DFSMStvs, DB2
. DB2 V7.1 DB2 V7.1 DB2 V7.1 ,
Gives sysprogs fast access |imsva.1 IMS V8.1 IMS V8.1 data sharing, IMS data
to new features and MQ V5.3 MQ V5.3 MQ V5.3 sharing, IMS Shared Messages
functions, without the pain Queues, MQSeries queues in
of having to install and Install under z/VM, in CF,CICS TSinCF
customize them LPARs on Gb or later, or on Extensive use of system
MP3000 symbols

Use of Symbolic Alias Facility
to control subsystem libraries

Available from IBM Offering includes: .
_ , Nearly every CF exploiter
Technology Education 3-way Parallel Sysplex in full volume dump format
_ . : : GRS Star, JES2 Checkpoint in
Services Onsite education from IBM to get up and running CF XCF structures. Tape
For more info, contact: Exercise Guide and Installation Guide - P
Sharing, RACF sysplex data
Frank Kyne Batch-driven workloads for all CF exploiters sharing, ECS, RRS, OPERLOG

(kyne@us.ibm.com) Refreshed for new OS releases WLM IRD
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Parallel Sysplex Training Environment

Some of the things it delivers working examples of:

e VTAM GR use by CICS, TSO, SNA Consoles, IMS

e TCP/IP Dynamic VIPA takeover and Sysplex Distributor

e SNA Consoles support

e msys for Operations

e SDSF use of MQSeries

e CICS/RLS, DFSMStvs, DB2 data sharing, IMS data sharing, IMS
Shared Messages Queues, MQSeries queues in CF, CICS TS in
CF

e Extensive use of system symbols

e System Managed Duplexing

e Use of Symbolic Alias Facility to control subsystem libraries

e Every possible CF exploiter except SmartBatch, NetView Access
Services, and VTAM MNPS

e GRS Star, JES2 Checkpoint in CF, XCF structures, Tape Sharing,
RACF sysplex data sharing, ECS, RRS, OPERLOG, WLM IRD
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Statements of direction

Effective in z/0S 1.6:
e IBM intends to support >16 engines
e IBM intends to support up to 60 LPARs on a 2990

e The default currency symbol in Euro countries is being changed
to be the Euro

e ISPF C/C++ Panels are being removed. Various other changes
related to C/C++

¢ Language Environment RTLS is being withdrawn
e DCE Application Services is being removed
e Encina Toolkit Executive is being removed
e Text Search element of z/OS is being removed

@ Redhooks
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Statements of direction

In future releases:

e 1.6 is last release that will support ISAM. The ISAM
Compatability Interface that lets you use ISAM programs with
VSAM files will continue to be supported

¢ 1.6 is last release that will support BIND DNS 4.9.3. - this
means that DNS/WLM support will disappear. Sysplex
Distributor should be used to replace DNS/WLM

e 1.6 is last release that will support OROUTED. Should be
replaced with OMPROUTE

e In a future release, AnyNet will be removed. Enterprise
Extender should be used to replace AnyNet

e In a future release of z/OS, IBM intends to certify z/OS to
the Common Criteria Controlled Access Protection Profile
(CAPP) at EALZ2 and Labeled Security Protection Profile (LSPP)
at EAL3+.

@ Redhooks
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Supported Subsystem Releases

CICS TS

e CICS/ESA V4.1 is now out of support.

e Only supported CICS releases are 1.3 and CICS TS V2
MQ

e MQSeries V1.2 runs out of support April 12, 2004

e MQSeries V2.1 runs out of support April 30, 2004

e MQ V5.2 runs out of support April 30, 2004
DB2

e DB2 V6.1 no end date announced

e DB2 V7.1 runs out of support on March 31, 2005

IMS

e IMS V6.1 runs out of support Sept 30, 2003
e No date for IMS V7.1 or V8.1

@ Redhooks
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APARs of interest
OW56656 RMF support for z990

OA01504

OA02187

OA03250
PQ30652

¢® Redhooks

Support to allow a CFRM CDS to be formatted
for up to 32 CFRM policies (0S/390 2.10 -
z/0S 1.4)

Allows you to disable FICON Switch stats
gathering on a system by system basis

RMF Java Webstart for RMF PM

Provides support for Identity columns, which
provide a way to have DB2 automatically
generate unique, sequential, and recoverable
values for specific columns in a table. A
column that is defined with the AS IDENTITY

attribute is referred to as an identity column.

ibm.com/redbooks



APARs of interest

OA04335 Propogate failed persistent connections when
duplexing a structure

OA02703 Address delays in XCF message processing

k@ Redbooks oo ibm.com/redbooks




Merging systems into a sysplex

¢ Redhooks

International Technical Support Organization
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Topics

This presentation discusses the considerations for moving
an existing system (or systems), as an entity, intfo an
existing sysplex

e It does NOT cover moving individual applications

Discuss sysplex design intent and reasons for moving (or
not moving) a system into a sysplex

Describe the types of sysplex we will be discussing
List the items/components to be considered

Discuss the "gotchas" - considerations that can impact the
feasibility of doing the merge

List the specific considerations for a few of the more
complex merges (Merge redbook is over 400 pages!)

List supporting documentation
® Redbhooks
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Sysplex benefits

How does sysplex help me?

e Improved availability by removing single points of failure:

— Data sharing lets you run multiple copies of applications (cloning),
spread across multiple systems on multiple CPCs

— Workload balancing hides planned outages and minimizes impact of
unplanned ones. Workload balancing also enhances service levels by
dynamically routing work to where it will achieve the required
response times.

e Easier management through sing/e system interface

— For Ops, users, sysprogs, security, storage admin, etc.

e Improved resource utilization

— Cloning and workload balancing lets you move work dynamically to

wherever the spare capacity currently exists

e Last and least (from a technical perspective) - It can result in
reduced software costs

L@ He d hnoks © 2003 IBM Corporation i b m . co m/red boo ks



Sysplex concepts

Design point for sysplex:

¢ "A group of systems with similar characteristics, similar
service levels, and similar workloads, sharing data between the
systems and doing dynamic workload balancing across all
systems"

Sysplex was not designed to consist of groups of subplexes

e There is a much closer relationship between systems in a
sysplex than between two systems simply sharing DASD using
RESERVE/RELEASE

o It is possible for a problem on one system in the sysplex to
spread to other systems, potentially ending in a sysplex outage

e The chances of this happening are greatly enhanced if the
systems are very different from each other

L@ He d hnoks © 2003 IBM Corporation i b m B co m/red boo ks



Sysplex benefits

Which systems should be in the same sysplex:

e Those containing applications that will share data with each
other

e Those that share resources that should not be shared outside
the sysplex
— Security database
— Storage pool
— HSM resources

e Systems with similar, or at least compatible, standards - data
set, esoterics, and volume names, device humbers, for example

e Systems with similar profiles - system programmer test and
production systems should not be in the same sysplex

L@ HEd hnoks © 2003 IBM Corporation i b m B co m/red boo ks



Financial considerations

All systems do NOT necessarily have to be in the same sysplex in order
to get the benefits of PSLC or WLC

For a CPC to qualify for aggregate software charging:

> The utilization of all MVS-based systems on the CPC that are in the
sysplex must add up to more than 51% of the total MVS-based workload
on that CPC for every interval in the prime shift

40%
40%
50%
15%

21%

30%
21%

23%

18% 18%

vz
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Financial alternatives

If you are considering the merge purely for financial
reasons, as an alternative, consider:

e Rebalancing non-production workloads so production systems
add up to more than 51% of MVS workload on each CPC

e Move some workload into the production LPARs - network
ownership, spooling products, SMF postprocessing, etc

e Consider having at least two LPARs from production system on
each CPC

— Pushes up production sysplex utilization on each CPC

— Ensures that all the MIPS of that CPC will still be available to
production sysplex even if one system is down

Placing two disparate systems in the same sysplex, but not
sharing anything does NOT provide any benefits in terms
of easier management - savings come from sharing and
cloning

@ Redhooks
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Financial considerations

Need to consider impact on where products are licenced:

e Will the merge involve moving an LPAR from one CPC to
another?

e If yes, are all products currently used by that LPAR already
licenced on the target CPC?

e If no, do those products support VWLC (Variable Workload
Charging)?

e If no, will the additional cost for those products offset the
savings from PSLC or WLC?

L@ HEd hnoks © 2003 IBM Corporation i b m B co m/red boo ks




Sysplex benefits

Basic question - will all systems be sharing all DASD?
e Do all users belong to the same company?

e Will the applications take part in data sharing or workload
balancing now, or in the foreseeable future?

e Are you sure that there are no duplicate HLQs or duplicate
data set or other resource names?

e If you plan on sharing all DASD, are you also going to share
RACF, have a single JESplex, single HSM, single SMS, single
Tape management system, etc?

The answer to these question determines the type of
sysplex you are targeting......

L@ He d hnoks © 2003 IBM Corporation i b m B co m/red boo ks



The Platinumplex

z/0OS 1.4
CiCs
DB2
IMS

VTAM GR

Sys Distr

Shared everything
Workload balancing
Single logical control point

Logical view

Physical view

z/0S 1.4 z/0S 1.4 z/0OS 1.4
CiCs CiCs CiCs
DB2 DB2 DB2
IMS IMS IMS

VTAM GR VTAM GR VTAM GR

Sys Distr Sys Distr Sys Distr

@ Redhooks
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The Goldplex

_

Shared infrastructure

No workload balancing

Multiple logical
control points

z/OS 1.4 z/OS 1.1 0S/390
CICS IMS CICS
DB2 VTAM GR IMS

VTAM GR VTAM

/
O

:

Logical view

.

z/OS 1.4
CICS
DB2

VTAM GR

g

@ Redhooks

Physical view

z/OS 1.1
IMS
VTAM GR

© 2003 IBM Corporation

0S/390
CICS
IMS
VTAM
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The Bronzeplex

Nearly nothing shared | #9814 Z/08 1.1 0s/3%
No workload balancing |  pez VTAM L5
Many logical
control points
Logical view
Physical view
z/0OS 1.4 z/OS 1.1 0S/390
CICS IMS CICS
DB2 VTAM IMS
VTAM VTAM
Couple Data Sets
L@ Heuhnoks © 2003 IBM Corporation ibm'com/redbOOKS



What aspects must be considered?

Sysplex infrastructure and CDS Maintenance philospohy and
considerations methodology

System Logger OPC / Batch scheduler
WLM System Automation

GRS Operations considerations
SMF Hardware config

JES2 RMM

Shared HFS Language Environment
Sysres/system data sets User exits and sysmods
VTAM Non-IBM products

TCP/IP Financial/licencing considerations
RACF Others

SMS

HSM

k@ Redbooks oo ibm.com/redbooks



How many per sysplex

Plex type 1 per plex >1 per plex
AUTOMATIONplex X X
CATALOGplex X X
DASDplex X X
ECSplex X

GRSplex X

JESplex X X
HFSplex X

HSMplex X X
OAMplex X X
OPCplex X X
RACFplex X X*
RMFplex X

RMMplex X X
SMSplex X X
SYSRESplex X X
TCPplex X

VTAMplex X

WLMplex X

@ Redhooks
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Merging systems

In a sysplex, what MUST be shared?

e Couple Data Sets (so you must have AT LEAST 3 shared DASD
devices, preferably on different physical CUs)

e XCF - every system in the sysplex is connected to the same
XCF signalling media

e Console interface - any to any interface within the sysplex

e WLM policy - Can only have one policy per sysplex

e GRS - potential for false contention

e Many XCF groups have fixed names
— If you want to use Dynamic XCF with TCP/IP, all stacks will connect
to the same group
— If you want to use Sysplex HFS sharing, there can be only one
sharing group per sysplex
e System Logger - any system connected to a given Logger
structure can potentially offload any log stream in that
structure
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Gotchas for Bronze/GoldPlexes

Duplicate data set names - because there is only one GRS
per sysplex, you could get many false contentions

Duplicate volsers - more likely to cause a problem when in
the same sysplex. Also, PDSE uses volser and TTR to
serialize data sets - not the data set name.....

TCP/IP - If you enable Dynamic XCF on a system, a//
other stacks in the sysplex using this feature will
automatically know about that system

Likewise for VTAM XCF - can logon from anywhere

Can only have 1 VTAM GR and 1 VTAM MNPS group per
sysplex - default VTAM action is to connect to GR and
MNPS structures

¢® Redhooks
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Gotchas for Bronze/GoldPlexes

Shared Logger structures - People typically place many,
similar, log streams in the same structure - you really
can't do this unless you are in a PlatinumPlex

Legal aspects - legal restrictions may require that
NOTHING is shared between different companies

&® Redhooks
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Merging systems

Couple Data Sets
e CDSs to be considered are:
— ARM, BPX, Sysplex, CFRM, LOGR, WLM
e You can only have one set of CDSs per sysplex
e There is no utility to merge CDSs

e Data in most CDSs is not persistent
— Except LOGR CDSs

e However, you need to manually carry over and reconcile
definitions from old CDSs to new ones

e Take the opportunity to review parameters used to set up each
CDS

— Remember that you can't decrease any value without a sysplex IPL
— Do not over-specify MAXSYSTEM values (XCF, RLS)

e Should have primary, alternate, and spare for each CDS, ideally
onh volumes with no non-CDS data sets

L@ Redbooks - ibm.com/redbooks




Merging systems

System Logger

e Cannot "merge" two LOGR CDSs

— Inventory information from one CDS must be discarded
> This means INITIAL starts for affected CICS regions
» Cold start for others such as RRS, CQS, etc.

— Log structure and log stream definitions can be added, but
definition jobs are typically not kept in one place
e How to handle the "old" offload and staging data sets?
— You could manually delete them after the merge (duplicate DSNs)
— You could delete the log stream definitions from the old CDS
before the merge by DELETE LOGSTREAM (no fallback capability)
e Make sure SMS classes used by Logger are all available
e If notusing shared DASD
— Each log structure can only be connected to by systems in one
DASDplex - limits use of OPERLOG, Merged Logrec
— Have to consider HLQ used for each log stream - connected to

catalog aliases, RACF, SMS routines
ibm.com/redbooks _
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Merging systems

Shared DASD

e All data sets on a shared volume must be cataloged in a catalog
that is also shared

e If a volume is accessible from multiple systems, all those
systems should be using the same security database
— Having more than 1 security database "protecting” a given data set
IS a security exposure
e If a data set is going to be "managed", there should only be one
SMS environment, to ensure the same classes gets assigned

e If a data set is accessible from multiple systems, all those
systems must have access to the same HSM, in case the data
set gets migrated

e If there is a single logical HSM, there must also be a single
RMM, so every HSM can get information about ML2 tapes

L@ Redbooks - ibm.com/redbooks




Merging systems

Sysplex HFS Sharing

e One of the benefits of being in a sysplex, provides great
flexibility

e Must define the OMVS CDS and specify SYSPLEX(YES) in the
BPXPRMxx member

e However, there is only one HFS sharing group per sysplex

—You can't have Systems SYSA and SYSB sharing one set of HFSs,
and SYSC and SYSD sharing a different set

e Once a system joins the group, it potentially has access to
every HFS mounted on any system in the sharing group
— A volume does not have to be online to a system in order for that
system to be able to read, or even write, to a HFS on that volume

e Should only be an issue if you are merging two sysplexes into a
Bronzeplex or Goldplex, and both sysplexes are currently using
sysplex HFS sharing
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Merging systems

Merging RACF
e NOT a trivial undertaking 2%
e First step should be to synchronize standards

e Most security databases contain huge amounts of redundant
and obsolete information

e Have to cater for duplicate profiles and duplicate named
profiles

e Many things to consider in addition to database contents -
exits, RACF options, router table, class descriptor table, etc.

e There are a humber of tools to help with the merge, however
the process is largely a manual one

e Methodology is to start merging process well in advance of the
actual merge

e Strongly recommend working with someone that has done one
of these before
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Merging systems

Merging WLM
e If possible, do the merge BEFORE you move all systems to goal
model

e Remember that WLM has two levels of goals - meeting
objectives at the SYSTEM level and meeting them at the
SYSPLEX level - this is very important

e Setup is much more complex in a BronzePlex/GoldPlex

— To keep WLM responsive, you need to keep the number of Service
Class Periods to a minimum - difficult in a BronzePlex/GoldPlex

e Check for Service Classes with duplicate names - are
objectives and periods the same?

e Check classification rules - you might have the same Service
Class names but different classification rules!

e Beware Resource Groups - resource consumption allowed is
across whole sysplex

@ Redhooks
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Merging systems

Reference information:

e Merging Systems into a Sysplex Redbook, S624-6818

— There are a number of older documents floating around, especially
for HSM and SMS - a//are functionally replaced by the Redbook

— There are some tools associated with the book available for
download from:
> fp://www.redbooks.ibm.com/redbooks/SG246818/

e For RACF, tools are available at:
— www.ibm.com/servers/eserver/zseries/zos/racf/goodies.html

e There are potentially many non-IBM products affected as well
- speak to your vendors to see if they have supporting
documentation
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Questions?
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Thanksl!
Hope I see you again next year
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msys for Operations - INGPLEX Primary Panel
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msys for Operations - INGPLEX Primary Panel

Primary panel with OW56107
applied....

IHGLXG00 mzuss0ps - Command Dialog=s
Domain Id = Ms028 @ @ ----—----- INGPLE®X --------- Date = 03-05-03
Operator Id = RONMHN Time = 185:04:42
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DUMP
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wm @\ - M
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msys for Operations - Displaying Systems
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msys for Operations - Displaying Systems
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msys for Operations - Displaying Consoles
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msys for Operations - Displaying Consoles
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AOFRE =410 msd=-0p=s - Command Dislogs Limn=e 1 of 11
Comain Id = MSDEE ————— IMGPLEX COMESOLE ----- Cate = Q0123203
Operator Id = HKYMEF Time = Z23:002:64
MWS Command(=s]). L C,CH=8#=%1M0O1
Susple=x . . wEEgPLER Su=tem . . . HEEZ
MSGE: CURR=2 LIM=320080 RPLY:CURR=23 LIM=3939 SwS=gEE? PFE=0Q0Q
coMsalLEsALT I o - - - SPECIFICATIONSE ---------------
ﬂ@%lMDl (B COMC =1 ALdTH=MAZS TER HEUF =M~ G ="
g2e0 HRER=Z MFORM=T,S5,J, "
g@Fl DEL=F RTME=1.,4 RHOM= 2 & G=28 COM=HM
USE=FC LEWVEL=ALL PFETAE=PFETAELl
ROUTCDE=ALL
LOGOM=0PTIOMAL
CHDSYwS=gEt]
MESCOPE=+RmLL
ALTGRP=MASTER
Coarmmand ===> R
Fli=Helpg F2=End Fi=Return FE=Roll
Fa=Refre=h FlZz=Retrie.we
MEm_ e
\=4¥ (Connected to remote serverhost 9,12.6,82 using port 23 HP DeskJet 890C on LPT1: -

@ Redhooks

© 2003 IBM Corporatic
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e i Session B - [43 = 80] - |O] x|
File Edit Wiew Communication &ctions  Window  Help
D5 A BE @ %% 2 & @
IMGH>XZ11 ms=ys-~-0p= - Command Dialogs Lime 1 of 3
Domain ID = MSOS2 00 0————---- IMGFLE® CDS - —-———-—---— Cate = 0951494702
Operator ID = KYHMHEF Susplex = HESHFPLEX Time = 1Z2:S5:0E
CFRM Couple Data Set Inmformation
Data Set Information
Yolume Dewice FORMAT TOD Catas Set Mams
HESHHZ2 27Ab DE 262002 2Z2:0B6:566 5S%51.XCF.CFRMBOZ
HESHX1 27VALC DE 2672002 2Z2I0BE:582 S%S5S1.XCF.CFRMGoG
Comntral Card Information
g = FOLTICY CF STR COMMELCT SHMREEBLD SHMDURPLEX
16 =1 16 200 22 1 1
Folicy Inmformation
Cmd=s: D display policy ~ S =start policy
Mame CF St Date Time J=erid
_ CEFEMESOR E 4 &5 02 05,2002 1226127 RO
d CFRMMOZ ACTIYWE = g5 09122002 1&8:12:58 K% HEF
(OR= | 0] 4 &5 07 02,2002 16221: 22 MISsY
List of policies defined in CFRM CDS
' ' L L]
Select 'D’ to display contents of policy.....
Command ===
Fi=Help FZ2=End FZ=Return FE=Raoll
Fa=Refre=h Flz=Retriesuwe
AR b
\=i! (Conmected o remote serverfhost 9.12.6.55 using port 23 HP DeskJet 590C on LPT1: o

l':_@ HEdhOOks © 2003 IBM Corporation i b m i co m/red boo ks
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msys for Operations - CDS Allocation (1/8)

e1 | Session C - Trainer white screen.ws - [43 x 80] : - |I:I|i|

File Edit “iew Communication Acktions  Window  Help

B BE @ % 22 3 @l

IMNGK=Z0Q msy=.-0p= - Command Dialogs Lime 1 of 21
Domain ID = MSO%S1 0 ------- IMGFLEX CDS - ------ Date = 1Z2-19-02
Operator ID = KYMEF Sysplex = HESHFLESR Tim=e = 12:32E5:E19
Sysztem..: HES1 Imterval...: =& OPMotify: =2
Ma=m=g..: 750 Cleanup....: 15 Fetrg...: 10
Clas=slen: 95E Max CFlewel: 11 COUPLE=»x: COUJFLEGO
SHMREBLD.: 1 Ma= SMLlewvel! 11

Cmd=: A allocate alternate CDSE ~ C displag CHFID=
D di=play CDS imformatiom » P zwitch altermate CDS +to primaryg CDS

Tupe= (b= Voalume Dew Couple Datasset Mame
_  EB%SPLEHX
FRIMARY . . & < RESHAL 27AC  S5¥S51.HCF.CDE0O1
ALTERMATE : 4 RESHAZ 27A0 S¥S1.HCF.CDEOZ
ARM
- FRIMARY . . & 4 HESHA1 27AC  S%S1.HCF.ARMOL
ALTERMATE : 4 HESHAZ 27A0 SYS1.HCF.ARMBOZ
_  BPRMCDS
FRIMARY . . : G RESHAL 27AC SYS1.HCF.OMMSO1
ALTERMATE : < RESHAZ 27A0  SYS1.HCF.OMMSO2
a2 LCFRM
FRIMARY. . : < RESHAZ 27A0 SYS1.HCF.CFRMOL
- ALTERMATE : < gESHAL 27VAC  SYs51.HCF.CFRMOZ
LOGR
FRIMARY . . & 4 RESHAL 27AC  S5YS51.XCF.LOGRO1
ALTERMHATE : 4 RESHAZ 27A0 5Y'S1.HCF.LOGROZ2
_  SFH
FRIMARY . . & < RESHAL 27AC S5YS51.HCF.SFMO1
ALTERMATE : 4 RESHAZ 27A0 S¥S1.HCF.SFMOZ2
L1
FRIMARY..: 18 HESHAL F7AC S¥S1.HCF.LMO1
ALTERHATE: 16 HESHAZ 27A0 SYS1.HCF.UWLMBZ
Command ==z
Fl=Help FZ=End FIZ=Return FE-REoll

Fa=Refra=h FlZ=Retri=sus=

=il =
{L@ |4 [Conmected ko remote serverfhost 9,12.6,55 using port 23 HP DeskJet 390C on LPT1: v I:l:l :g
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1 i Session C - Trainer white screen.ws - [43 & 80] : - |I:I|E|

File Edit Miew Communication Acktions  Window  Help

B BE @ %% 2 3 &¢

IMGK R ZIOE msys-~0p= - Command Dialogs
Domain ID - MSOZ1 00 ------- IMGFLE® CDES ------- Late = 12-19-02
Operator Id = KWYMNEF Sysplex = HESHFLEX Time = 12:37:24

SETHCF ACOUFPLE Confirmation
You are golng to allocate a new CFRM alternate couple data =e=t.
Automation will allocate the mnew altermnate CDS based on the current
specifications in effect. If you want to specify ygour own alternate CDS
then please complete the necessary details below. Your own alternate CDS
mu=t already hawve been formatted by the IHKCLIDSU otility.
“our altermnate couple dataset...

Mams ==> N

Volume ==
The current alternate couple data set
S5%51.RCF.CFRMRBZ

will be remowved as soon as ygou proceed with the GO function key.

FZ=End F2=zReturn FE=zREol1l

Flo=-Gao Fll=-Cancel Flz=Retriesuve
= | [
'l.';@ | \=4Y (Connected ko remaote serverfhost 9.12.6,55 using port 23

© 2003 IBM Corporatio

HF DeskJet 390C an LPT1:
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1 §Session C - Trainer white screen.ws - [43 = 80] - - |I:I|5|
File Edit View Communication Actions Window  Help
| 3| || B(m| | 'ea|%| &cB| 2] @€
IMGKX 200 m5g5po5 - Command Dialogs Limne 1 of 21
Domain ID = MsOS1T 00 ------- IMGFLE® CDS ------- Late = 1219702
Operator ID = KYMEF Sysplex = HESHFLEX Time = 12:39:23
System..: HES1 Imterwal...: 25 OFMotify: 22
Ma=m=sg..: 750 Clearnup....: 15 Fetrg...: 10
Clas=slen: 95& Ma= CFlewvel: 11 COJFLE=x=: COUFLEGDD
SHMREEBLLD. @ 1 Ma=x SMlewv=l: 11
Cmd=: A allocate altermnate CDS  ~ C displayg CHFID=
D dizplay CDS information ~» P zwitch alternate CDS to primarg CDS
Tyup= M= Yo lume Crzw Couple Dataset Mam=
_ S5%SPLEX
FRIMARY. . : 4 HESHA1 27VAC S%wS1.RCF.CD501
ALTERMHATE : G HESHAZ 27AD Sws1l.RACF.CDso0z2
_ ARM
FREIMARY . . : q HESHA1 27AC SY¥51.H<CF.ARMDL
ALTERMHATE : G HESHAZ 27AD S%S1.RCF..ARME2Z
_  BF=RMCDS
FREIMARY . . : q HESHAL 27TAC SYS1.HCF.OMVMS O]
ALTERMATE : 4 HESHHZ 27AD SYS51.-CF.0MMSE2
CFRM
- FRIMARY. . : 4 HESHRZ 27AD S%s51.RACF.CFRMO1
ALTERMHATE : G HESHX1 2TVAC SvsS1.M50Ps.COS . CFRM.COS0 2
_ LOGR
FRIMARY . . g HESHH1 37TAC SY51.H-CF.LOGRO1
ALTERMHATE : G HESHAZ 27AD Sws1l.RACF.LOGRQZ
_ SFM
FRIMARY . . q HESHA1 27AC SYS1.HCF.SFMO1
ALTERMRTE : g HESHAZ 37AD SY51.HCF.SFMD2
L
FRIMARY..: 16 HESHA1 27VAC Sws51.RACF. WMol
ALTERMATE: 1& HESHHZ 27AD SYS1.HCF. LMD 2
Command === |
Fli=H=lp FZ=End FZ=Return FE=RolLl
F39=Refresh FlZz=Retrieue
'L@ I||:_ﬂ}"] |Cu:unnecte::| to remote serverfhost 9.12,6,55 using port 23 HP Desklet 390C on LPT1: v

© 20031 orporafion
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/EETXCF COUPLE, PSWITCH, TYPE=CFRM ﬁ\\
IXC309I SETXCF COUPLE, PSWITCH REQUEST FOR CFRM WAS ACCEPTED

IXC257I PRIMARY COUPLE DATA SET 201

SYS1.XCF.CFRMO1l FOR CFRM

IS BEING REPLACED BY

SYS1.MSOPS.CDS.CFRM.CDS02 DUE TO OPERATOR REQUEST

IEF196I IEF285I1 SYS1.XCF.CFRMO1 KEPT
IXC2531I PRIMARY COUPLE DATA SET 304

SYS1.XCF.CFRMO1l FOR CFRM

IS BEING REMOVED BECAUSE OF A SETXCF COUPLE, PSWITCH OPERATOR COMMAND
DETECTED BY SYSTEM #@$1

S INGPIXCU, SUB=MSTR,U=AUTXCF2, P=IXCMIAPU,D=MSYS.TEMP.MSOS$1.HSA02353,
T=124051, JOBNAME=INGPIXCU

SETXCF COUPLE, TYPE=CFRM, ACOUPLE= (SYS1.MSOPS.CDS.CFRM.CDS01, #@$#X2)
IXC309I SETXCF COUPLE,ACOUPLE REQUEST FOR CFRM WAS ACCEPTED
IXC260I ALTERNATE COUPLE DATA SET REQUEST FROM SYSTEM 324

#@$1 FOR CFRM IS NOW BEING PROCESSED.

DATA SET: SYS1.MSOPS.CDS.CFRM.CDSO1

- _/

L@ He d hnoks © 2003 IBM Corporation i b m . co m/red boo ks
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1 | Session C - Trainer white screen.ws - [43 x 80] - |I:I|E|

File Edit Wiew Communication Actions Window  Help

B B = @ % 22 3 @l

IMGKX 200 msyss0ps - Command Dialogs Lime 1 of 21
Domainm ID - MSOZ1 00 ------- IMNGFPLE® CDE - ------ Cate = 12s19-02
Operator ID = KYMEF Sysplex = HESHFLES Time = 12:47:00
Sys=tem..: HES1 Interwval...: =5 OFPMotify: =2
Maxm=g..: 7E0 Cleanup....: 1E5 Fetrg...: 1@
Cla=sslen: 9L5E Max CFlewel: 11 COURLE==:1 COUFLERDA
SHMREELD. @ 1 Ma= SMlevel: 11

Cmd=: A allocate altermnate CDES # C display CHFID=s
D display CDS informaticon ~ P switch alternate CDS o primarg CDS

Tyup= M= ol ume Crzw Couple Dataset Hames
_  S5YSFLEX
FRIMARY . .: g gESHHL F7AC 5SY¥S51.HCF.CDS501
ALTERMATE: q RESHHZ 27vA0 SYS1.HCF.CDS0R2
_ HARM
FRIMARNY'. .: G gESHHL 27AC S%S51.HCF.ARMO1
ALTERMATE :: 4 RESHHZ 27A0 S%S1.HCF..ARMRZ
_  BFRHEMCDS
FRIMARY . . : G gESHHL 27AC SYS1.XCF.OMVYSEL
ALTERMHATE : g HESHHZ 2R SYS51.HCF.OMMSOZ
_ LCFEM
FRIMARY . .: & gESHHL 27vAC SYS51.MSO0PS.CDS.CFEM.CDSAZ
ALTERMHATE : g HESHHZ 2R SYS51.MS0PS.COS.CFRM.CDS01
LOGR
- FRIMARY . .: g gESHHL F7AC 5Y¥S51.HCF.LOGRO1
ALTERMHATE : g HESHHZ F7A0 SY¥S51.HCF.LOGROZ
SFM
- FRIMARY . .: g gESHHL F7AC 5%S51.HCF.SFME1
ALTERHATE : 4 RESHHZ 27VAD SYS51.HCF.SFMO2
11/
FRIMARY. . 1B gESHHL F7AC 5¥S51.HCF.WLMBE1
ALTERMATE: 1E& RESHHZ 27A0 S%S1.HCF..WLMBo2
Command ===z=x
Fiz=Help FZ=End FZ=Return FE=zFoll

Fa=-Refraesh FlZ=zRetrisue

Ml (=
{i@ F /¥ Connected to remate server/host 9.12,6,55 using port 23

S —OUUUTOT

|HF' Cesklet §20C on LPT1: A
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1§ Session C - Trainer white screen.ws - [43 x 80] - |I:I|E|

File Edit Miew Communication Actions ‘Window Help

B @ w s 2 2 @l

IMGK X200 msgs.-0p=s - Command Dialogs Limne 1 of 21
Domain ID = MsSO0%1 00 ------- IMGFLER CDE - ------ Cat=e = 1219702
Operator ID = KYMEF Syusplex = HESHFLESX Time = 1z:439:19
System..: HZS1 Imteruval...: =25 OFMotify: 22
Ma=m=g..: 750 Cleanup....: 15 Fetry...:! 10
Classlen: 49L& Ma= CFlewe=el: 11 COURPLE==: COURLEQGDO
SHMREEBLLD . : 1 Max SMlewvs=l: 11

Cmd=: A allocate altermate CDS ~ C displag CHFID=
0 di=splay CDE information ~ P switch altermate CDE to primary CDS

Tupe (b= Yolume Dew Couple Datasset Mams
_  S%SFLEX
FRIMARY . . q H@5H#H<1 3IVAC SvS1.HACF.CDSE1
ALTERMATE: q gEsH<2  3IPAD SWS1.HCF.CDSAZ2
_  RARM
FRIMARY . . q #@SH<1  I?PAC SWS1.HCF.ARME1
ALTERMATE: 9 HE5H<2 3IVAD SY¥S1l.HACF.ARMOZ
_  BFrMCDS
FRIMARY . . q H@5H#H<1 3IVAC S¥S1.HCF.OMVSE1
ALTERMATE: q gE@sHH2 VAL SYS1.HCF.OMWSEZ
e CFRM
FRIMARY . . q #@sH<1  IPAC SYS1.MSORPS.CDS.CFRM.CDSOZ
- ALTERMATE: 9 HEsSHH2 3I7VAD  S¥S1.HCF.CFRMO1
LOGR
FEIMARY . . q @sH<1 3IVAC SYWS1.HCF.LOGRG1
ALTERMATE: q gEsH<2 VAL SYWS1.HCF.LOGRGZ2
_ S5FM
FRIMARY . . q #@SH-1  3IPAC SWS1.HCF.SFME1
ALTERMATE: 9 HE5H<2 3IVAD SY¥S1.HACF.SFMOZ
e
FEIMARY. .1 1& @sH<1 3I?AC SYS1.ACF.uWLME1
ALTERMATE: 1k fEsH<2  3IPAD SWS1.HCF.UWLMEZz
Commarnd ===z
Fl=Help FzZ=End FIZ=Return FE=Faoll

Fa=Refresh Flz=FRetriesuve

ME
{i@ H[ \=4¥ Connected to remaote server/host 9.12.6,55 using port 23 HP DeskJet 390C on LPT1: v u g
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e [ Session C - Trainer white screen.ws - [43 x 80] - |I:I|E|

File Edit ‘“iew Communication Ackions  Window  Help

5| 2| @[ | ‘e 2

al @l

ITMGKEZ0A msys. 0ps - Command Dialogs
Comain ID = MOl 000 ------- IMGFLE® CDS ------- Late = 12+-19-02
Operator Id = KYMEF Susplex = HESHFLEX Time = 12:5@:2@8

SETHCF PSWITCH Confirmation
“ou are going to remowe the CFRM primary couple data =zet.
The altermnate couple dats =t S5%51.ACF.CFRMO1
becomes the primarg as soon as gou proceed with the GO function key.
Immediately after the zwitch, automation will try to allocate a mew alternate
couple data set on one of the szpare wvolumes defimed during the customization.
If gou warnt the automation to allocate your own alternate couple data =zet

complete the mnecessary information below.

Your alternate couple dataset...

Mame zzr ssl.xwctf.cfrmidd

Volume == ESH<]

FZzEnd FZ=FReturn FEzRoll
FlozGo FlizCancel FlZ=Retrisusa

=] | o
@ /54! |Connected ko remate serverfhost 9,12,6,55 using port 23 HP DieskJet 390C on LPTL: A
« e R —led books
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1 ESession C - Trainer white screen.ws - [43 x 80] - |I:I|£|

File Edit Wiew Communication Ackions  ‘Window  Help

B B @ % 22 @l @l

IMGKXZ00 meys<0ps - Command Dialogs Lime 1 of 21
Domain ID = Mozl 00 ------- IMGFPLEX CDS - ------ Cat=e = 12-19-02Z2
Operator ID = KYHEF Sysplex = HESHFLES Time = 12:532:24
Sy=tem..: HES1 Imterwal...: E£5 OFHotify: =2
Ma=m=g..: 750 Clearnup....: 15 Fetrg...: 10
Cla=sslen: 95E& Max CFlew=li 11 COUFLE==: COUFPLEGO
SHMREELD.: 1 Ma= SMlewvel: 11

Cmd=: A allocate altermnate CL0OE ~ C display CHFID=
D display CDS information ~ P switch alternate CLS to primarg CDS

Tup= b= ol ume Crzws Couple Dataset MHams
_  SYSFLEHX
FRIMARY. . q gESHH1 37AC  SYS51.HCF.CDSO1
ALTERMATE @ 4 pESHHZ 37A0 S%S5S1.HCF.CDS0Z2
_  ARM
FRIMARY. . 4 gESHHL 27AC 5%51.HCF.ARMOL
ALTERMATE : 4 gESHHZ 27A0 SY%S51.+#CF.ARMRDZ
_  BFHEMCDE
FRIMARY. . : 4 gESHH1 27AC  SY%S51.<CF.OMWYSEL
ALTERMHATE @ q HESHHZ 27vA0 SYS51.HCF.OMMSRZ
_ LCFEM
FRIMARY. . : 4 gESHHZ 27A0 SY%S51.HCF.CFRMAE1
ALTERMHATE @ q gESHH1 3VvAC  S%51.HCF.CFRMROZ
LOGR
- FRIMARY . . q gESHHL 37vAC  SY51.HCF.LOGRO1
ALTERMHATE @ q HESHHZ a7vA0 SYS51.HCF.LOGROZ
SFM
- FRIMARY. . q gESHH1 37AC  SYS51.HCF.SFMO1
ALTERHATE @ 4 RESHHZ 27A0 5%S51.HCF L SFMO2
1]y
FERIMARY. . ! 18 gESHH1 37AC  SYS51.HCF.LLME1
ALTERMATE: 1E& gESHHZ 27A0 SY%S51.HCF . WLME 2
Command ===z
Fi=Help FZ2=End FZ=Return FE=RolLl

Fa=-Refresh Flz=Retrisue

=T | (=
{i@ H[ \g” (Connected to remate serverfhost 9.12,6,55 using port 23

S —OUUUTOT

|HF' Desklet §20C on LPTL: A




msys for Operations - CDS Allocation

Note that msys for Ops does NOT update the COUPLExx
member to point to the new CDS

This may result in IXC289D messages the next time you
IPL, asking if the system should use the CDS named in the
COUPLExx member or the CDS that was used the last time
the system was up.

Short term fix is to monitor for messages IXC257I and
IXC260I indicating name of new alternate CDS. We also
recommend giving msys for Ops a different naming
convention for the CDSs that it allocates - this makes it
easy to spot if msys for Ops has allocated a new CDS

¢® Redhooks

ibm.com/redbooks

© 2003 IBM Corporation



msys for Operations -CF Management (1/3)

£ i Session F - [32 & 80] =10 %

File Edit Wiew Communication Actions ‘Window  Help

3| 2% B = @ % 2 8 @&

IMGL»x30a megs-0p=s - Command Dialogs Lirne 1 of B
Domain Id = MsSOsz2 0 === -- IMGCF - —-—-=-=-=----- Late = 0913202
Operator Id = KYMHEF Time = 18:24:04
Sysplesx HESHFLEX SM process lLlewesl - 11

Cmd=: D draim CF ~ E enmnable CF ~ P diszplay =s=ender paths ~ S display =tructures

CF Mame Total Space Free Space FreeseXx Wolatile

_ FACILO1 M-A M- A MR M A
_ FACILOZ M- A M- FA MoA M- A
_ FACILGO:= M A MR M~ A M A
_ FACILGO4 MR MR M A
_ FACILOES 48921 “ES 10
_ FACILOE 48921 “ES 10
Select Primar
' ' L L
Use 'S’ to display structures in CF.....
Command === __
Fil=Help FZ=End FZ=FReturn FE=FRoll
F3=Refreszh FlZ=Retriesuve
I G
|=4! |Conmected ko remate serverfhost 9,12.6,55 using port 23 HP DeskJet 890C on LPT1: v

Q@ HEdhOOks © 2003 IBM Corporation

ibm.com/redbooks



msys for Operations - CF Management (2/3)

r1 i Session B - [32 = 80] - |O] x|
File Edit Wiew Communication Ackions  Window  Help
B b6 2% B w6 % 2 8 @
IMGL=204 ms=y=-0p= - Command Dialogs Linme 1 of 15
Domain ID = MSOS2 @ 0 —----- IMGCF STRUCTURE - ---- Late = 091402
Op=rator ID = EYMEF Time = 1Z2:432: 329
Coupling Facility ==> FACILOS
Sysple=x . . . . . ==> HEISHFLEX Fermission .. ALL
Include caonditiaon ==: ¥ES (¥g=-Mo - Condition retrieval takes longer)
Cmds: D display details - F fXxrce .~ P =top duplex ~ R rebuild ~ S =tart duplex
Structure F D ConditiNon
_ CIC_DFHSHUMNT_@81i System-mgnaged rebuild is =upported.
_ DHSH_GEFQ I Duplex rabulld i= active.
CHSH GEF1L i Duplex refuild i= actiuve.
_ DHSH_LOCK1 = System-mamMaged rebuild i=s =supported.
CHSH_SCA = System-managed rebuild i=s =supported.
IHSHEMHD The =tructukXe’'s initial =ize < it= actual =size.
_ IHSHLOGEMHD System-mana d rebuild is= supported.
_ IHSHLOGMESGED Sysztem-managid rebuild i=s =supported.
_ IgsHMSGER The =s=tructure\= imitial =ize < it= actual =i=ze.
~ IxC DEFAULT_Z
FRS_ARCHIWE_1 System-managed\+rebuild i=s= =szupported.
RRS_DELAEDUR_1 Sys=tem-managed ebuild i= supported.
_ RRS_MaAIMUR_1 System-managed ebuild i= =supported.
FRS_RESTART_1 Sysztem-managed rgbuild i=s =supported.
_ RREZ_RMDATA_1 Sys=tem-managed rabuild is= supported.
Command ===
Fi=Help F2=End FZ=Return FE=Roll
rA =) \
'Y |Connected to remote server/host 9,12.6.55 using port 23 \ \HP DeskJet 390C on LPT1: v

\
All structures (and status) in FACILOS.....

@ Redhooks

© 2003 IBM Corporatic

ibm.com/redbooks




msys for Operations - CF Management (3/3)

= i Session B - [32 = 80]

=10l |

File Edit “iew Communication Actions Window Help
B B SR @@ @ % 2 @ &
IMGLx203 megds.0p= - Command Dialogs Line 1 of 98
Domain ID = MSO0Z2 @000 0——---- IMGCF STRUCTURE - ---- Cate = 0951402
Operator ID = EYMHEF Time = 12:441:E5C5
Structure . Sys=plex . . . . . . ! HESHEPLEX
STATUS . . . 0 @ @ i e f e s e am n o on s ATED
FOLICY SIZE .« @ v v o o v s o s o=\ s o« k.
FOLICY IMITSIZE ... ..o [
FOLICY MIMSIZE ..
FULLTHRESHOLD ...
ALLOWAUTOALT oo W .
REBUILLD FPERCEMT ...« o e
DUPLE®X . & @ @ 2 2 2 2 2 2 s s =2 s « 2 2 s =2 = s s\= CISAEBLED
FEEFEREEHMCE LIST ...« aa3:::\ FRCILGOL FRCILGOZ FARCILOZ FRCILO4 FACILOE
FRCILOE
ERMFORCEORDER . . & ¢ @ 2 2 2 2 2 2 2 2 2 = =« =
E<CLUSIOMN LIST ... 0o aas22:2:s
ACTIWE STRUCTURE
ALLOCATION TIME ... .o c oo S22 18122127
CFMAME . & ¢ o o @ @ s o o o o 2 2 2 s 28 = s = = = = (D=
ACTUAL SIZE . @ ¢ v o o v @ @ 2 s 5 = 8 2 = = = k.
STORAGE IMCREREMEMT SIZE
FH¥SICAL “YERSIOHN 242 139BALDZ0
LOGICAL WERSIOM 242 139BAO0Z0
SYSTEM-MAMARGED FPROCESS LEWEL
Command === __
Fil=Help FZ=End FZ=FReturn FE=Roll
Fe=Forwsard F=FRefre=sh FlZ=Retrisue
sl | b

\
\ HP DeskJet 890C on LPTL:

|54! (Connected ko remote server/host 9.12.6,55 using port 23

\
Details about structure 1#$#EMHQ.....

@ Redhooks
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msys for Operations - CF Removal (1/13)

e i Session B - [43 x 80] - O] x|
File Edit “iew Communication Ackions ‘window Help
B B P @ = s 2 8 @l
IMHGL=3203 m=y=-0p= - Command Dialogs Lirme 1 of 15
Camain ID = MSOSz2 00 - —-=- IMGCEF STRUCTURE - ---- Late = 097149402
Operator ID = HKYMHEF Time = 12:59:09
Coupling Facility == FﬁCILDS
Sysple=x . ==7 Fermissionm . . .+ ALL
IncLudE EDndltlDﬁ === HES EVEEKHD - Enndltlnn PEtPlEUEL taHes LDngEP)
Cmds. D dlsplag detELLE f F FDFEE f P stnp duplex K H FEbUlLd R~ EtEPt duplex
Structure F D Condition
CIC_DFHSHUNT_o@i System-managed rebuild is supported.
DHSH GEFO ] Cuplex rebuild i= actiuve.
__ DHSH _GEF1 ] Cuplex rebuild i= actiuve.
_ DHEHSH_ _LOCEK1L =S Sustem-managed rebuild is= supported.
__ DHESH_=SChA S Sustem-managed rebuild is= supported.
_ I HSHEMHQ The =tructure’'=s imitial =size < i1it= actual =i=ze.
_ IHSHLOGEMHO Sustem-managed rebuild is= supported.
_ IHSHLOGMSGO Sys=tem-manmnaged rebuild i= supported.
_ IHSHMSGEO The =tructure’'=s imitial =size < i1it= actual =i=ze.
~ I1¥C_DEFAULT_Z
__ RRS_ARCHIVE_1 Sustem-managed rebuild is= supported.
__ RRS_DELAYEDUR_1 Sys=tem-manmnaged rebuild i=s supported.
RRS_MAIMUR_1 Sustem-managed rebuild is= supported.
RRS_RESTART__1 Sys=tem-manmnaged rebuild i=s supported.
__ RRES_RMDATA_1 Sustem-managed rebuild is supported.
Command ===
Fi=He=1lp Fz2=End F2=Return FE=Roll
Fa=Refrazh Flz=Retrieuve
AN =
\=4! (Connected to remote serverfhost 9,12.6.55 using port 23 HP DeskJet 890C on LPTL: o

® Redbooks

- |bm.com/redboo!fs




msys for Operations - CF Removal (2/13)

o i Session B - [43 x 80] - |O] x|
File Edit “iew Communication Ackions Window  Help

| By 2% == = % 2 8 @

IMGL>x3904 msgs.-0p= - Command Dialogs Lirne 1 of 13
Domain ID = MSO0ZT=2 00 0—--=- IMGCF STRUCTURE ----- Cate = 03971402
Operator ID = EYMEF Time = 1Z:068: 48
Couplinmg Facility ==(FACILODE

Sysplex == HESHFEE Fermi=s==sion . . . . © ALL

Include CDndltan == [WES (VEEIHG - Co ndltlnn PEtPlEUEl takes lnngerj

Ede D dlsplag detalLs - F Fnrce S P stnp duplex f H FEUUlld R = start duplex

Structure F D Conmndition

_ CIC_DFHLOG_@@1 System-managed rebuild is =zupported.

_ [DHSH _GEFA@ I Cuplex rebuild iz active.

_ [DHSH _GEP1 I Cuplex rebuild iz active.

_ I HSHLOCK1L Sys=tem-managed rebuild i= =supported.

_ IH#HSHO=SAM

_ I H#HsHvEAM

_ IGWLOCKRAR

_ I SGLOCK

__ ISTGEMERIC System-managed rebulild i=s= supported.

~ I¥C_DEFAULT_1

~ SwSIGEGECAS _ECS

_ SYSZWLM_WORKUMIT System-managed rebuild i=s= supported.

__ SYSZUWLM_ACEZZOEE System-managed rebulild i=s= supported.

Command ===

Fi=Help FZ=End FaZ=Return FE=Roll

Fa=Refreae=sh FlZ=Retriesuve

[glial | b

|=4! [Connected ko remote serverfhost 9,12.6,55 using port 23 HP DeskJet 390C on LPT1: v
e —TrowwooTw © 2003 IBM Corporation



1 | Session B - [43 = 80]

msys for Operations - CF Removal (3/ 13)

=10l %]

File Edit View Communication Actions  ‘Window  Help
B B oo @ b % &2 @ &

IMGL*<3200 meys-0p=s - Caommand Dialogs Line 1 of B
Comain Id = MSOS2 0l 0 ————--- IMGCF - —-——-——-——-— Late = 09714702
Operator Id = KYMNEF Time = 13Z:81:41
Sysplex . . . . . . ! HESHFPLEX EM process Lewesl 11

Cmd=s: D draim CF » E ermable CF ~ P diszplay =sender paths » S display structures

CF Mame Total Space Free Space Freesi Wolatile CF lLewel

_ FRCILO1 M- A MoA M A MoA H-A

_ FACILGZ M- A M-A MR M-A H-A

_ZFRCI LSS M- A MoA M A MoA H-A

/7 FACILOS M- A M-A MR M-A H-A

_ FRCILOE 489216 K 4241492 K 86.71 “WES 10

d FRACILOE 489216 K 451323282 K 92. 26 “WES 10

Command ===:

Fil=Help FZ=End FaZ=Return FE=Eoll

Fa=Refresh Fl1Z=Retriewe

glial | b

(i | Connected to remote serverfhost 9,12.6,55 using port 23




msys for Operations - CF Removal (4/13)

1 i Session B - [43 » 80] - O] x|
File Edit ‘iew Communication Acktions ‘Window  Help

B B o 2= = s & 8 el

IMGL=2981 meys=-0p=s - Command Dialogs Lime H of 13
Comain Id = MsSOzsz2 000 ——-———--- IMGCF DERIM - —--—---- ate = 0971402
Operator Id = KYMHEF Time = 12:02: 327
Couplinmg Facility == FACILGOE Status . . . . HORMAL

Sysple=x . . . . . ==: HESHFLEX Fermission . . ! ALL

Structure Conditian

CIC_DFHLOG_ o1 Sustem-managed rebuild is supported.

CHSH _GEFD Cuplex rebulld i= actiwve.

CHSH _GEF1 Cuplex rebuild i=s= actiuve.

IHSHLOCHKL System-managed rebuild is= supported.

IHSHOSAM

IHSHWV SAM

IGWLOCHKDE

ISGLOCK

ISTGEMERILC System-managed rebuild is= supported.

I1%C_DEFAULT 1

SYSIGGECAS_ECS

SYSZUWLM_WORKUMIT System-managed rebuild is= supported.

SYSZWLM_1CEZZO0EE System-managed rebuild is= supported.

Command ===

Fi=Help FZ=End FZ=Return Fe=Raoll

F=FRefresh Filo=Rebuild FlZ2=Retrisue

sl | b

dlﬂ"] (Connected to remote serverfhost 9,12.6.55 using part 23 HP Diesklet 590C on LPT1: e

© 2005



msys for Operations - CF Removal (5/13)

& i Session B - [43 & 80] =10] %]

File Edit View Communication Actions  ‘Window  Help

2| &¢

By 3| @ B =8| %

IMGL®392R meys-0p=s - Caommand Dialogs

Domain Id = mMsSO05z2 0 0—-----= IMGCF DRAIM - —------ Date = 0971402
Operator Id = KYMNEF Time = 132:083:4%2
Couplimg Facilitygy . @ FACILOE

Sysplex . . . . . . : HESHFLEX

F E B UJI L D Confirmation

The REEBUILD process runs asygnchronously on the next sgystem in the sysple=x that
has access to the CFRM couple data =et and can perform all necessary actiaons.
Each =tructure that has mno * indicator in front of it=s =tatus i=s= rebuilt to it
s=tatus accordingly. The structures are processed in s=equenrnce. Once =tarted use
the refresh PF key for getting the current s=tatus of the process. UWhen more
thamn one =s=tructure 1= being rebuilt a timeocut occured indicatinmg that ®CF is=s
very busy. But processing comtirmues. A dis=splayg without amy s=tructure or only
structures that canmnnot be rebuilt indicatesz a successful completion.

must hit PF10 (GO) to proceed with rebuild of
all structures to other CF....

=

Command === ||
Fz=End F2=Return FE=Roll
Flo=Go Fli=Cancel Fliz=Retrisus
gl | b

(i | Connected to remote serverfhost 9,12.6,55 using port 23 HP DieskJet 8300 on LPTL:




msys for Operations - CF Removal (6/13)

1 i Session B - [43 » 80] - O] x|
File Edit ‘iew Communication Acktions ‘Window  Help
B B 2 @ s 2 3 @l
IMGL=9a1 meys=-0p=s - Command Dialogs Lime — of 13
Comain Id = MsSOzsz2 @000 0 ————---- IMGCF DREARAIM - —--—---—- Cate =NB39714-.02
Operator Id = KYMEF Time = IDNZ:04: 52
Couplinmg Facility ==: FACILOE Statu=s . . . . . . 1 REEBUILDIHG
Syus=plex . . . == HEZSHFLEX Fermission . . ALL
Structure Condition
CIC_DFHLOG_nmo1 Structure i= awaiting rebuild.
CHSH GEFD Cuplex rebuild iz actiwve.
CHSH _GEF1 Cuplex rebuild i= actiwve.
IHSHLOCHKL Structure is awaiting rebuild.
IHSHOSAM Structure is awaiting rebuild.
IHSHYSAM Structure is awaiting rebuild.
IGWLOCKD B Structure is=s awaltlng rebuild.
ISGLOCH *Preference list 1=z empty.
ISTGEMERIC Structure 15 awaiting rebuild.
IxC_DEFAULT_1 Structure i=s awaiting rebuild.
SYSIGGECAS_ECS Structure is being rebullt,
SYSZWLM_WORKUMIT Structure i=s awaiting rebuild.
SYSZWLM_1CEZZO0EE Structure i=s awaitinmng rebuild.
Command ===
Fi=Help FZ=End FZ=FR®&turn FE=Raoll
F3=Refre=sh 1Z=Retrieuve
Q=T | b
(=4 (Connected to remote serverfhost 9.12.6.55 using part 23 HP Diesklet 590C on LPT1: e
=




k1 i Session B - [43 & 80] -10] x|
File Edit Wiew Communication Actions  Window  Help
| | =% | )% 2 B @
IMGL=301 msys~-0p=s - Command Dialogs
Domain Id = Msogz 00 —------ INGCF DRAIM —------
Operator Id = KYMNEF
Coupling Facllltg == FACILOE Status .
Sgsplex .. ==> HEBSHFPLEX Fermisz=ion
Structure Conmndition
CIC_DFHLOG_@a1 Structure is awaiting rebuild.
DHSH GEF1 Duplex rebuild i= active.
ISTGEMERILC Structure is awaiting rebuild.
I=C_DEFARULT__1 Structure 15 awaltlng rebulild.
SYESZWLM_WORKUOMNIT Structure 15 awaltlng rebouild.
SYSEZWULM_1CEZ2Z20E6E Structure 1= being rebuilt.
Number of structures reduces as they move -
but you have to hit PF9 to get latest status
(panel is not dynami
Command ===
Fi=Help FZ=End Fa=Return FE=Raoll
Fa=Refre=sh FlZ=Retrieuwe
TET | E
\=4! |Connected to remote serverfhost 9.12.6.55 using purt 23 HP DeskJet 590C on LPT1: v
¥ REUNUUKD —— IDM. com/reaDOOKs




msys for Operations - CF Removal (8/ 13)

1 i Session B - [43 = 80] g =10] x|

File Edit Wiew Communicaktion Acktions Window  Help

|| % @) ] %] &M & @€

IMGL*321 meygs.-0ps - Command Dialogs Lime
Comain Id = MSOZS2 00— IMGCF DRAIM - -—-—---- ate™>ss 0971402
Operator Id = EKYMNEF Time =\1z:@s:02

SISRLNTITINTY oo ReSkRlE Permizsion [ 11 DR AT )
When CF is empty, you are prompted to hit
PF4 to proceed with draining CF....

FiThete  Pemena  pamfepecn, (Remoreds

G | b

/54 |Connected to remote serverfhost 9.12.6.55 using port 23 HP Desklet 390C on LPT1: &




msys for Operations - CF Removal (9/13)

e i Session B - [43 x 80] : =10] x|

File Edit Mew Communication Actions Window  Help

B @ ®m w6 % 2 2 @

IMGL=3920 msy=s-0p= - Caommand Dialogs

Domain Id = MsSOoOsz2 0 0———---- IMGCF DRAIM - —---—- Cate = 09571490
Operator Id = KYMNEF Time = 132:89:2
Coupling Fac111tg : FACILGOE

Sysple=x . . - . . ¢ HESHFLEX

R a I M Confirmation

The DRAIN process runs asynchronously on the mnext =system in the Sysplex that
has acce=s=s to the CFREM couple data ==t. Each =ender path of each conmnected
system i=s= =s=et to OFFLIME. Once =started use the refresh PF keygy for getting the
current =tatus of the process. The =tatus DRAIMED indicates a succes=ful
completion.

Once again, action will not proceed till you
press PF10 (go)....

I

Command ===
Fz=End Fa=Return FE=FRall
Flo=Go Fll=Cancel Flz=Retrisuve
TET
/54" |Connected to remate serverfhost 9,12.6,55 using port 23 HP Desklet §90C on LPT1: &

m © 2003 IBM Corporation




msys for Operations - CF Removal (10/13)

= i Session B - [43 x 80] g =10] x|

File Edit Mew Communication Actions Window Help

B @ ) % 2 @l @l

IMGL=3921 msy=s-0p= - Caommand Dialogs Linme

Comain Id = MS03z2 00 0—------ IMGCF DRAIM ------- B, = 0971497
Operator Id = KYMNEF TimaeN\= 1z2:10:
Coupling Fac111tg == FRACILOE Ststu=s . . . . . . o [DRAIMED

SngLEH . == HEBSHFLEX Fermission . . . . : \ALL

Structure Conditiaon

CF is now drained and ready to be
deactivated....

h1 =
LM Fad

Command === |}
Fi=Help FZ=End Fa2=FReturn FE=FRaoll
Fa=Reftre=h Fii=Shutdown FlZ=Retrisus=
MAR b

/54" |Connected to remate serverfhost 9,12.6,55 using port 23 HP Desklet §90C on LPT1:

L LT v
m © 2003 IBM Corporation




msys for Operations - CF Removal (11/13)

&2 i Session B - [43 x 80] ; =10 x|
File Edit Miew Communicaktion Actions  Window  Help
B B 2 E2E @ s & 8 el
IMGLX3925 msys-~0p= - Cammand Dialags
Domain Id = Msagz @ 00 0Z0————-—- INGCZF DRAIM - —-—-—---- Late = 0951402
Opsrator Id = EKYMHEF Time = 132:115:22
Coupling Facility . @ FACILOE
Sysplex e e HESHFLEX
0CEACTTI Y aTE Confirmation
The DEACTIYATE process runs asynchronously omn the mnext system in the Sys=plex
that hasz access to the couplinmng facility wia the BCP imtermal inmnterface. It
zend=s the deactivation command to the Support Element. Once =tarted use the
refresh FPF keyg for getting the current status of the process. The =tatus
INACTIVE indicates a success=ful completion.
Once again, action will not proceed till you
Command === |}
FZ=End F2=Return FE=Raoll
Flo=Go Fli=Cancel Flz=Retrieuws
MAN =]
\54Y (Connected ko remaote serverfhost 9,12.6,55 using port 23 HP Desklet 90C on LPT1: v

Ibm.com/redbook
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msys for Operations - CF Removal (12/13)

¥ SCZHMC4: SCZPB02:C2 Details - Netscape - O] x|

File Edit “iew Go Communicator Help

| € 2 A 4 e m s £ B @

Back Forsward  Reload Home =earch  MNetzcape Pririt Securty =hop =top

Wt'Elnnkmarks ,,j{. Location: | w&TARGET=DETAILSEPARMS=SCZPE02.C2 2660, 268, 0;EMND @T%a’['ﬂ Related
D"" IEh Inztart Mezszage Internet D" Lookup D"" Mesny E ool FealPlayver

SCZP802:C2 Details -
e {
Instance information /
Status: Mot Activated) | Activation profile: 2
Groug: CPC Images Last used profile: 2
SvsPlex namme: Operating system:
Lockout disruptive tasks: ¢ Yes @& No | CPU LPAR Cluster Narne:

Last task information

Task name: Activate
Task statuz: Completed

Acceptable status

[T - Power save
[T - Status checls

W - Operating ‘ ™ - Mot operating

I - Mot Activated |7 - Exceptions

Savel Change Options | Return |

hd
IE|={D=| Docurnent: Done = = A | o
O RETN00KS ibm.com/redbooks



msys for Operations - CF Removal (13/13)

i i Session B - [43 & 80] =10 x|

File Edit Wiew Communication Actions indow  Help

D 2 EE ] % 2 8] @l

IMGL=3921 msy=s-0p=s - Command Dialogs Line

Domain Id = MSO0SzZ2 0% 0———---- IMGCF DRAIM - —-----—- [le=te= = (0951470
Operator Id = HKYHEF Time = 132:1&:4
Coupling Fac111tg == FACILOE Statu=s . . . . . . 7 IMACTIWVE

SgspLEH .. . ==} HESHFPLEX Fermission . . . . .dALL

Structure Cnnditinn

CF is now completely deactivated....

Command ===> |}
Fi=Help FZ=End Fa2=Returmn FE=FRoll
Fa=Refreaesh FilZ=Retriesue
sl | b

- |i! Connected ko remote serverfhost 9,12.6,55 using port 23 HP Desklet §90C on LPT1: &




msys for Operations - CF Enabling (1/9)

1 i Session C - Trainer white screen.ws - [43 x 80] - |EI|£|

File Edit Miew Communicaktion Actions  Window  Help

B B w 5l 2 @ &

IMGL=300 msys-~0p= - Cammand Dialags Line 1 of B
Domain Id = MSOZS1 = 0 ——--- IMGCF - - -=-—-—-—-—-—-~— ate = 121802
Opsrator Id = EKYMHEF Time = 17:17:5%8
Susplex HESHFPLE:X SM process lewel .orolz (HESE)

Cmd=: D draim CF - E emnable CF ~ P dis=play sender paths ~ 5 display structures

CF Mame= Total Space Free Space Freei Wolatile CF lLlawvel
_ FARCILGO1 M. A M A M A M A M. A
_ FBAaCILGOZ M. A M. A M. A M. A M. A
_ FAaCILGOZ= M. A M. A M. A M. A M. A
_ FRCILGOS M A MR M A M A MR
_ FAaCILGE dEl0EE K 2ZE91z2 K Fo.91 YES i1z
=2 FACILOE M. A M A M. A M. A M. A

After work is complete, we want to bring the
CF back into service......

Command === |}
Fi=Help FZ=End FZ=Return FE=Raoll
Fa=Refre=sh FlZ=Retrisus
MA -

\54Y (Connected ko remaote serverfhost 9,12.6,55 using port 23 HP Desklet 90C on LPT1: v
l':;. © 2003 IBM Corporation



msys for Operations - CF Enablmg (2/9)

e i Session C - Trainer white screen.ws - [43 = 80] - 0] x|

File Edit Miew Communicaktion Actions ‘Window Help

IR

|| 2% @@ = '

IMGL=301 msy=s=-0p= - Command Dialogs Linme
Domain Id = Msozs1 @ @00 0——-—-—--- IMGCF EMRELE - - ----—- Late = 12518702
Operator Id = KYMEF Time = 17:19:41

Coupling FECLthg ==} FACILGOE Statu=s . -
Sysple=x . . . => HESHFLEX Fermission .
Structure Conmndition

Current status is INACTIVE, so we need to do
ACTIVATE to re-activate CF LPAR

Command ===
Fi=Help FZ=End F2Z=FReturn FE=Raoll
F3=Refresh Fii=fActivatey iz=Fetricsus
————
glial | c

E’ \=4" Connected ko remote serverfhost 9,12,6.55 using port 23 HP Desklet 390C an LPT1: i
ll.‘; © 2003 IBM Corporation



msys for Operations - CF Enabling (3/9)

1 i Session C - Trainer white screen.ws - [43 x 80] - |EI|£|
File Edit Miew Communication Actions Window  Help
) [ 2% BE b % 2L @ &
IMGLX92F msys~<0p= - Command Dialogs
Domain Id = Msog1L 0 —----- IMGCF EMABLE - ------ Late = 1271802
Operator Id = KENYMEF Time = 17:20:29
Coupling Facility . @ FACILOE
Sysplesx e e . HESHFLEX
A C T I v AaTE Confirmation
The ACTIVWATE process runs asdgnchronously on the next sustem imn the Sy=plex
that has acce==s to the coupling facility wia the BCFP imntermnal interface. It
send=s the actiwation command to the Support Element. Once s=tarted use the
refresh PF key for getting the current s=tatus of the process. The =tatus
CRAINED indicates a successful completion.
Command === ||
FZ=End Fa=Return FE=Roll
Fli=Cancel FlZ=Retriesue
| ~ ————
=l | -

'Ef /33" |Connected to remote server/host 9.12.6.55 using port 23 HP Desklet §30C on LPT1: Y
l':;. © 2003 IBM Corporation



msys for Operations - CF Enablmg (4/9)

e3 i Session C - Trainer white screen.ws - [43 x 80] : ;;;;;; - - O] x|

File Edit View Communication Actions ‘Window Help

B @m =@ w2 @ @

IMGL<901 msys~-0ps - Command Dialogs Line

Domaimn Id - MSoOs1 - ----- IMGCF EMABLE - ------ Cate = 12,1902
Operator Id = EYHEF Time = 1@:12:82
Couplimg Facility =-=> FACILGOE Statu=s . . . . . .

Sysplex . . . . . =—=: HESHFPLESX Fermissicon . . . . =

Structure Comndition

Status changes to DRAINED - LPAR is now active,
but all CHPIDs are offline. To bring paths back
online, must do ENABLE

Command ===z} ]
Fl=Help FZ=End FI3z=Return
FA9=Refre=sh

FE=FEaoll
FlZ=Retrisu=

Fd=Emnable

|HF' Cesklet 890C on LPT1: o

l=] | o
,L@ [||ﬂ"] \Connected to remote serverfhost 9.12.6.55 using port 23

T EOTT TONT OOT ot




msys for Operations - CF Enabling (5/9)

1 i Session C - Trainer white screen.ws - [43 x 80] - |I:I|£|

File Edit View Communication Actions ‘Window Help

B @mE w w2 @l @l

IMGL®9Z2E megs-0p=s - Command Dialogs

Comain Id = MsSOoOZ1 @00 - --- INGCF EMABLE - -—---—-- Late = 12718802
Operator Id = ENMEF Time = 17:21:E56
Couplinmng Facility : FACILGOE

Sysplex ee e . I HESHFPLEX

E M a B L E Confirmation

The EMAEBLE process runs asynchronously on the next =ystem in the Sysplex that
hasz access tTo the CFEM couple data set. All =sender paths of all =ys=tem in the
sysplex are =s=et to OMHLIME. Once s=tarted use the refresh PF key for getting
the current =tatus of the process. The =s=tatus MORMAL indicate=s a successful

completion.

Of course, we have to confirm that we want to proceed

Command ===} |}
F2Z=End Fa2=Eeturn FeE=Roll
Flo=Gao Fli=Cancel FlzZ=Retriesuwe
Mﬂ. [ v

@ 54! |Connected to remote serverfhost 9,12.6.55 using port 23 HP Desklet 390C on LPT1: i

© 2005 1




msys for Operations - CF Enabling (6/9)

e3 i Session C - Trainer white screen.ws - [43 x 80] - |I:I|£|

File Edit Miew Communicaktion Actions  Window Help

S BE @ % &2 3 &

IMGLx3901 meys~<0p=s - Command Dialogs Line 1| of 11
DComain Id = MSOZ1 0 —--—--- IMGCF EMABLE ——-—-—---— ate = 121802
Operator Id = EKEYHMHEF Time = 17:24:10
Coupling Facility ==> FACILOG Status . . . . . . :

Susplex . . . . . ==: HEISHFLEX Fermission . . . . i ¥k

Structure Condition

CIC_DFHLOG_GOGo41 Structure 1= currently allocated inm ACILGOE

DHSH GEFQ Duple=x rebuild i=s active.

DHESH GEP1 Duplex rebuild i= actiwuve.

IGWULOCKDR Structure i= currently al im FACILGOES.

ISGLOCK Structure i= currently al im FACILGOES.

ISTGEMERILC Structure 1= currently allo im FACILOE.

IXC_DEFAULT_1 Structure is= currently im FACILGOES.

FESMGAFPLOL Structure 1=z currently im FACILOE.

SYSIGGCAS_ECS Structure is= currently im FACILGOES.
SYsSZWLM_WORKOMIT Structure is= currently im FACILGOES.
SWESZWLM_1CEZZ0EE Structure iz currentl allocate im FACILOE.

Status changes to D then NORMAL OFFLINE,
and finally NORMAL. Note that only DUPLEX(ENABLED)
structures are in CF at this point...

Must do POPULATE to move other structures back.

Command ===
Fi=He=lp FzZ=End Fa2=Return
F=Refrae=h Filo=Populate

MAN c —~— —

\54Y (Connected ko remaote serverfhost 9.12.6,55 using pork 23 HP Desklet 390C on LPT1: v
e rrowweenne :
l.; © 2003 IBM Corporation

FE=Raoll
FlizZ=Retrisuwse




msys for Operations - CF Enabling (7/9)

1 § Session C - Trainer white screen.ws - [43 = 80] - |I:I|£|

File Edit “iew Communication Actions Window  Help

s @E @ s 2 o el

IMGLX3Z2F megs-0p= - Cammand Dialaogs

Comain Id = MsO51 0 —----- INGCF EMABLE - ---—-- Cate = 12718502
Operator Id = KYHEF Time = 17:2ZE5E:E5E4
Coupling Facility : FACILAOE

Sysple=x . . . . . . : HESHEFLEX

F OF UL & T E Comnfirmation

The FOFULATE process runs asgnchronously on the mnext =s=ystem in the Syszplex
that has access= to the CFRM couple data =et and supports this action. XCF
tries to allocate all structures in the coupling facility that are designated
to be allocated there. Once =tarted use the refres=h FF key for for getting

the current =tatus of the proces=s. A display without any =tructure =till being
allocated elzewhere indicates a success=ful completion. In case the operatiaon
does mot complete zuccess=fully check the mnetlog for XCF messages giving the
reason for this situation.

Once again, action will not proceed till you press
PF10 (Go)....

Command === |]
FzZz=Enrnd F2=Return FE=Raoll
Flo=Go Fii=Cancel Fi1Z=Retrieues
MAjl c

/54! |Connected to remote serverfhost 9.12.6.55 using part 23 HP DieskJet 590 on LPTL: i
l < .
llt_. © 2003 IBM Corporation




msys for Operations - CF Enabling (8/9)

=1 i Session C - Trainer white screen.ws - [43 x 80] - |I:I|£|
File Edit “iew Communication Actions Window Help
B e 2% =@ = s 2 @ @
IMGLx921 msys-0p=s - Command Dialogs Linme H of 11
Domain Id = MSOZ1 = -—--=- INMGEF EMAEBLE - ------ Late = 121802
Operator Id = KYHMHEF Time = 17:26:41
Coupling Facility ==> FACILOE Status . . . . . . :
Sysple=x . . . . . ==: HESHFLEX Fermi==siaon . . . . @ >N
Structure Comndition
CIC_DFHLOG_@a1 Structure is currently allocated in
DHSH GEF@ Duplex rebuild i= active.
CHSH GEPL Cuple=x rebuild iz active.
IGWLOCKOR Structure 1= currently allocated 7.
ISGLOCK Structure 1= currently allocated FACILOE.
ISTGEMERILC Structure 1= currently allocat in FACILGOE.
I*xC_DEFAULT__1 Structure 1= currently allaocafed in FACILAG.
FEMGAFRPFLOL Structure 1= currently allaocgted in FACILAGE.
SYSIGGECAS_ECE Structure 1= currently all ated in FACILOE.
SYWESZWLM_WORKEUHIT Structure 1= currently alYocated in FACILAE.
SYWEZWLM_1CEZZU0EE Structure 1= currently located inm FACILGOE.
Command ===:
Fi=He=lp FZ=End FZ=Return FE=Roll
Fa=Refres=zh FlZz=Retriesue
[ghial | C

|54 |Connected to remote serverfhost 9.12.6.55 using port 23 HP DeskJet 390C on LPT1: v
- ©2003 IBM Corporation




msys for Operations - CF Enabling (9/9)

1 i Session C - Trainer white screen.ws - [43 x 80] : - |EI|£|
File Edit “iew Communication Actions Window  Help

B BE o 2= = s 2 8 el

IMGLx921 msys-<0p= - Command Dialogs Lime A of 11
Domainm Id = MSZOg1 0 —----- IMGCZCF EMABLE - ---- - - ate = 1271202
Operator Id = KEYMEF Time = 17:35: 325
Coupling Facility == FACILOE Status . . . . . . :

Sys=plex .. . . ==» HESHFPLEX Fermission . . . . : H

Structure Conmndition

CIC_DFHLOG @@l

DCHSH GEFO Duple=x rebuild iz actiwe.

DCHSH_GEF1 Duplex rebuild 1= active.

IGWLOCK2@ System-managed rebuild iz =supported.

ISGLOCK

ISTGEMERILC System-managed rebuild iz =supported.

1%C_DEFAULT_1

FSMGAFFLO1 System-managed rebuild iz =supported.

SYSIGGECAS_ECS

SYSZWLM_WORKUMNIT System-managed rebuild iz =supported.

SWEZWLM_1CEZZAEE System-managed rebuild i=s= supported.

Command ===k

Fi=Help FZ=End F2=Return FE=REoll

Fa=Refresh FlZ=Retriesue

sl | -

@ \=4" |Connected to remaote serverfhost 9,12.6.55 using port 23 HP Desklet §90C an LPT1: o

© 2005 1




msys for Operations - CF Verification (1/5)

1 i Session C - Trainer white screen.ws - [43 x 80] - |EI|£|
File Edit Miew Communication Actions Window  Help

B B B Em) b % & & @

IMGLx32a msys~<0p= - Command Dialogs Linme 1 of B
Comainm Id = MS051 00 0—em-——-———- IMGCF - - -=-=-=-—--—-- ate = 1271802
Operator Id = KENYMEF Time = 17:29: 322
Syusplex HESHFPLEX SM process lewel Loro1l2 (gESI)

Crmd=: D draim CF » E ermable CF ~ P display =s=ender paths ~ § display structures

CF Mame Total Space Fres Space Freesek Wolatile CF lews=l

_ FARCILO1 M A M A MR MR M. A

_ FACILGOZ MR MHAA M A M A MR

_ FRCILOZ M A M A MR MR M. A

_ FACILGO4 MR MHAA M A M A MR

e FACILAOE 41056 K 27 FEges K oB21.719 “YES 12

B FacILGE 41058 K 4QzEE28 K 87.24 “ES 12

Checking that all structures that belong in a CF are
in that CF.......
Use the Enable command against active CF
Command ===
Fi=Help FZ=End F2=Return FE=Roll
Fa=Refrezh Flz=Retriesue

il | c

\=4" |Connected to remaote serverfhost 9,12.6.55 using port 23

|HF' DeskJet §90C on LPTL: L g

©2003 IBM Corporation



msys for Operations - CF Verification (2/5)

1 i Session C - Trainer white screen.ws - [43 & 80] = - |I:I|£|
File Edit Miew Communication Actions ‘Window Help

B B 2 @(E @ s 22 @ @l

IMGL>x301 meys-0p=s - Command Dialogs Linme H of 19
Domain Id = Msos1 @00 0—-—---- IMGCF EMABLE - - ——---- Late = 12518702
Operator Id = KYMEF Time = 17:41:8a
Couplinmg Facility ==> FACILOS Statu=s . . . . . . ! HMHORMAL

Sysple=x . . . . . ==> HEZSHFLEX Fermissiomn . . . . : ALL

Structure Conmndition

CIC_DFHLOG @Al

CIC_DFHSHUNMT_o@21 System-managed rebuild is supported.

CHSH _GEFD Cuplex rebuild is active.

DHSH GEF1 Duple=x rebuild iz actiwuve.

CHSH LOCK1 System-managed rebuild iz supported.

DHSH SCA Sys=tem-managed rebuild i= supported.

DFHCFLS_#®@ZSCFDT1 #*Rebuild is= mnot supported.

DFHHCLS_HESCHCSL #*Rebuild is= mot supported.

DFH=QLS_#E@SSTOR1 #*Rebuild is= mnot supported.

IHSHEMHO Mo active comnmection. System-managed rebuild supported.

I =arE = Mo SCtluve Connectlion. SU=tem-ma i orted.

C CEFA Structure i= currently allocated 1nm FACILAOE.

F dorebudld = o ooocdad.

RRS_ARC Sys=tem-managed rebuild i= supported.

FRS_DEL System-managed rebuild iz supported.

FRS_MAI Sys=tem-managed rebuild i= supported.

FRS_RES System-managed rebuild i=s supported.

RRS_RMD Sys=tem-managed rebuild i= supported.

SYSTEM Sys=tem-managed rebulild i= supported.

Structure IXC_DEFAULT_2 belongs in FACILOS, but

Coammand ===

Fi=Help FzZz=End FZ=Return FE=Roll

F9=HEFFEEh(’FIE;PDPULEt;——~\) Fiz=Retrisuve

TET | = —— —

\=4" {Connected ko remote serverfhost 9.12.6.55 using port 23 \HP Diesklet 390C an LPT1: i
! — -
llt_. © 2003 IBM Corporation



msys for Operations - CF Verification (3/5)

1 | Session C - Trainer white screen.ws - [43 x 80] - |I:I|E|

File Edit Wiew Communicaktion Acktions Window  Help

S EmE @ % 22 3 @l

IMGL=39ZF meygs-0ps - Command Dialogs
Domain Id = MZoz1 @000 -—-—-=--- IMGCF EMABLE - - -----— LCate = 1271802
Operator Id = EKYMNEF Time = 17:41:29
Coupling Facility . : FACILGS
Sysplex . . . . . . = HESHFPLE=
F OF UL ATE Conmnfirmatiaon
The FOFULATE process runs asynchronously on the mext system in the Sysplex
that has acce=s=s to the CFRM couple data =et and supports this actiaon. =CF
tries to allocate all =tructures in the coupling facility that are designated
to be allocated there. Once started use the refresh PF key for for getting
the current =tatus of the process. A display without anyg =tructure =till being
allocated elsewhere indicates a success=ful completicon. In casze the operation
does mot complete success=fully check the metlog for ®=CF messages giwing the
reason for this situation.
Command ===> |}
FZ=End FZ=Return FE=Raoll
Flo=Go Fli=Cancel FlZ=Retrieuwe
TET | c —
/Y |Connected to remote serverfhost 9.12.6.55 using port 23 HP Desklet 390C on LPT1: v

— © 2003 IBM Corporation




msys for Operations - CF Verification (4/5)

1 i Session C - Trainer white screen.ws - [43 x 80] - |I:I|£|
File Edit View Communication &ctions ‘Window Help
B bR 2% 2= = st 2 @ @l
IMGLx921 meygs~-0ps - Command Dialaogs Linmne H of 19
Domain Id = MsSOZ1 @ -—---=- IMGCF EMABLE - ------ ate = 12-°18-°02
Operator Id = ENYMHEF Time = 17:42:15
Couplinmng Facility ==> FACILAOES Status=s . . . . . . : FPOFULATIHNG
Sysplex .. . == HEBSHFLEX Fermi=sszion ==
Structure Conmndition
CIC_DFHLOG @81
CIC_DFHSHUNT_@21 System-managed rebuild is supported.
DHSH GEFAO Duplex rebulld i= actiwe.
CHSH_GEFP1 Duplex rebulild 1= active.
DHSH_LOCKL System-managed rebuild is= support
CHSH_SCA System-managed rebuild i=s suppor
DFHCFLS_#@SCFDT1 #Rebuild is= mot supported.
CFHMHCLS _H®SCHCS1 #*Rebuild 1= mot supported.
DFHXQLS_H@SSTOR1 #*Rebuild is mot supported.
IHSHEMHO Mo actiwve conmnection. System—fanaged rebuild supported.
IHSHMSGED Mo active connmection. Systemfmanaged rebuild supported.
I<C_DEFRULT__2 Structure 1= current allofated 1n 7.
FSMGCSO_ADMIM System-managed rebul i= upported.
FRRS_ARCHIWE_ 1 Sys=tem-managed i Supported.
ERE_DELANYEDUR_1 Sgstem-managed supported.
FRS_MAIMUR_1 System-managed supported.
RRS_RESTART_1 Sys=tem-managed Supported.
ERS_REMODATA_1 System-managed supported.
SYSTEM_OFPERLOG System-managed supported.
Command ===:
Fil=Help FZ=End FZ=Return FE=Roll
Fa=Refresh FlZ=Retriewe
il | c
54! |Connected to remote serverfhost 9,12.6.55 using port 23 HP DeskJet 390C on LPT1: v

orporation




msys for Operations - CF Verification (5/5)

1 | Session C - Trainer white screen.ws - [43 x 80] - |I:I|E|
File Edit “iew Communication Ackions Window  Help
B B o 2= ] s 2 @ @

IMGL>x3901 meygs-0p= - Cammand Dialogs Limne H of 19
Domain Id = MsSO0%S1 00 --—-=-=-- IMGCF EMABLE - —--—--—-- ate = 1271802
Operator Id = KYMEF Time = 17:42:E5E6
Coupling Facility ==> FACILGOES Status : MORMAL

Sysplex . == HESHFPLE Fermi=s==sion : ALL

Structure Condition

CIC_DFHLOG _@o1

CIC_DFHSHURNT_oo1 System-managed rebuild is supported.

DCHSH GEFO Duplex rebuild i= actiwe.

DHSH GEF1 Duplex rebuild i= actiwe.

DHSH LOCKL Sys=tem-managed rebuild is= =zupported.

DHSH _SCA Sys=tem-managed rebuild is= =zupported.

DFHCFLS_H#ERSCFDTL1 #Rebuild iz mot szupported.

DFHMCLS _HESCHCS1l *Rebuild is= nmot supported.

DFH=QLS_HESSTOR1 *Rebuild is= nmot supported.

IHSHEMHO Mo active canmmection. System-managed rebuild supported.

I _— Mo ScLtlive Connectlion. =T arm—m i ortad.

#»C DEFAULT_Z2

F L = = = i i —

FRRS_ARCHIWE_ 1 System-managed rebulild 1= =zupported.

FRRS_DELAYEDUR_1 Sys=tem-managed rebuild is= =zupported.

FRS_MAIMUR_1 Syustem-managed rebuild i= supported.

RRS_RESTART_1 Sys=tem-managed rebuild is= =zupported.

RRS_RMDATA_1 Sys=tem-managed rebuild is= =zupported.

SYSTENM_OFERLOG Sys=tem-managed rebuild is= =zupported.

Structure back in preferred CF....

Note that POPULATE PF key is not presented if all structures are in correct CF

===

Command

Fi=He=lp FZ=End F2Z=Return FE=FRaoll
Fa=Refresh Flz=Retrisus
MAl c

,|=4! [Connected to remote serverfhost 9.12.6.55 using part 23

{L‘r—mmm

|HF' DeskJet 390C on LPT1: L
© 2003 IBM Corporation




msys for Operations - CF Drain/Enable

Program Interaction With HMC/SE To Activate / Deactivate
a CF - Linemode Support:

Processor must be 9672 G5 or later to initiate
Uses SPI component & HMC APIs

Deactivation visually alters CF icon on HMC

Function invocation

INGPLEX panel navigation
Directly using INGCFL command

w— [NGCFL——ACTIVATE—
—DEACTIVATES
—DRAIN—
—ENAELE

RESP—=—5YNC
— fname: l_ _l

LRESP—-—ﬂS‘rNEJ

—POPULATE—
L RERITI —

&® Redhooks

Syste
—I___I—T ARG ET—>—EGIGJT|‘U i H‘
s sysplex

© 2003 IBM Corporation

ibm.com/redbooks



msys for Operations - Control Duplex Structures

File Edit View Communication Actions ‘Window Help
B B 2 B ] s 2 @ @
IMGL*x3204 megs-0ps - Command Dialogs Linme 1 of 1B
Comain ID = MSOSZ2 00 0 —---- INGCZF STRUCTURE - ---- Date = 0391402
Operator ID = ENYMEF Time = 132:328: 26
Couplinmg Facility ==> FACILAOS
Sysple=x - ==> HESHFLEX Fermiz=sion . . . © ALL
Include CDndltan ==: NE&S EVEEING - Enndltlnn PEtPlEUEL tEHEE Lnnger)
Cmds D dlsplag detalls S F force f P stnp dupLEH - H FEbULLd =1 start duplex
Structure F D Conditian
_ CICc DFHSHUMT @@d Syustem-managed rebuyild i= =syupported.
p DHZH GEFPOD I Duplex rebulld is actiuve.
CHSH G5 i I =~ A I B N iy mi R —
CHSH =S Sys=tem-manmnaged rebuild i= supported.
#%# = System-managed rebulild is szupported.
#
SH GEMHQ Sys=tem-manmnaged rebuild i= szupported.
S# GMSGE0 System-managed rebuild is supported.
(- AULT_ 2
= E_1 Sys=tem-manmnaged rebuild i= szupported.
= CUR_1 System-mamaged rebuild is szupported.
b= _1 System-manmnaged rebuild is szupported.
= T_ 1 System-mamnaged rebuild is Supported.
= 1 Sgys=tem-managed rebuild 15 supported.
b= RLOG System-manmnaged rebuild is szupported.

user-managed duplexed)....

Stop duplexing GBPO structure (currently

Command ===
Fi=Help FZ=End FIZ=Return FE=Raoll
Fa=Refraesh FizZ=FRetrisuwes
il | b

I’ \=4! |Connected to remote serverfhost 9.12.6.55 using port 23 HP DeskJet 390 on LPTL: v
l':;. © 2003 IBM Corporation




msys for Operations - Control CF Structures (2/5)

& I Session B - [43 & 80] =10 %]

File Edit Miew Communication Ackions  Window  Help

B BE @ %% 2 3 &l

IMGL=3923 m=ys-0p= - Command Dialogs
Domain Id = MSOogz 00 - IMGCF STRUCTURE --—--- Cate = 09714502
Operator Id = KYMNEF Time = 132:239:29
Structure . . . . . : DHSH GEFD
Sys=plex . . . . . . : HESHFLE=x

S T a P O U P L E = Confirmation

“ou are going to s=top the duplex process of the =tructure abowve. “ou have to
z=elect the coupling facility where the =tructure =hould be kept.

Sel CF Mame
_— (o e g = ML)
= FACILGOE
After gyou have coffirmed the action by the G0 function key the autaomation

first checks whetfher the =tructure i= =till being duplexed. If this= check 1=

pas=ed the real adtion is= =scheduled asunchrormously. Use the refresh key for

getting the currert =tatu=s of the proces=s. UWhen the =tructure does=n't =how
Duplex rebuild i active.

arny longer the funftion has completed szuccessfully.

A time-out occurre when the =tatus of the =structu

e Tt
=tatus of couplinmng\facility has chamnged from REBUILDI

=N chamnged, but the
5 to MORMAL.

Select which instance of structure should be
kept, then press PF10 to proceed....

Command ===> |}
F2=End Fa=Return FE=Rall
Fio=Go FlZ=Retrisue
T | b
(=4 |Connected to remote serverfhost 9.12.6.55 using port 23 HP DeskJet 390C on LPT1: S

QﬂEdbﬂﬂks © 2003 IBM Corporation I b m i co m/red boo.'fs 0



msys for Operations - Control CF Structures (3/5)

=1 i Session B - [43 x 80] - 0] x|
File Edit Miew Communication Actions  Window  Help
B B o B ) % 2 @ @
IMNGL=304 msy=s=-0p= - Command Dialogs Linme 1 of 18
Domain ID = MSOZS2 = 0020——-—--- IMGCF STRUCTURE - ---—- Late = 0951402
Operator ID = KYHMEF Time = 1Z:40: 2@
Coupling Facility ==> FACILGOE
Sysplex - ==> HESHFLEx Fermission . . ¢ ALL
Include EDndltan ==> HES (VEEKND - Cnndltlnn FEtFlEUEL taHes Lnngerj
Emds: D displag detELLE - F FDFEE f P stnp duplex f H FEbUlLd R = start dupLEH
Structure F D Condition
— I-‘ITI-E_FEII:HFH—IIINT_FIFIﬂ F"\.l_!:+|=-m—m:|n=uﬂn=n-| mebaal 1A 31 = :II!‘i!‘iﬁr“-"‘ﬁn".
__ DHSH GEFO = *PFEFEPEHEE Llst i= empty.
— D“$“_GEF1 o E'Lll_l.:.:.i'i. SR e B g — i e s -
__ DHSH LOCHK1 =S System-managed rebuild i= supported.
__ DHSH =SChA =S System-managed rebuild i=s= supported.
_ I HSHEMHO The structure’s i1nitial =ize < 1t= actual =i=ze.
IHSHLOGEMHO System-managed rebuild i=s= supported.
I HSHLOGMSGED System-managed rebuild iz supported.
IHSHMEGO The structure’s inmnitial =ize < it=s= actual =size.
~ IXC_DEFAULT_Z2
__ RRS_ARCHIWE_1 Sysztem-managed rebuild iz supported.
__ RR=_DELAYEDUR_1 System-managed rebuild i= supported.
_ RRS_MAIMUR_1 System-managed rebuild iz supported.
_ RRES_RESTART_1 System-managed rebuild i= supported.
_ RRES_RMDATA_1 System-managed rebuild i= supported.
__ SYSTEWM_OFERLOG System-managed rebuild i= supported.
Command ===
Fi=Help FzZ=End === Fe=Roll
F9=Refresh FlZ=Retrieve
Al b
|=4Y |Connected ta remote serverfhost 9.12,6,55 using port 23 HP Desklet 390C an LPT1: i

(€¥ REUNUUKS - IDM.com/redbooks




msys for Operations - Control CF Structures (4/5)

=1 i Session B - [43 x 80] - |0O| x|
File Edit Wiew Communication Acktions  Window  Help

s [ | % 2B 3 @¢

IMGL=32904 ms=yu=s~-0p= - Caommand Dialogs Linme 1 of 15
DComain ID = MsSOzSz2 00 0—-—-—--- IMGCF STRUCTURE ———--- Late = 039714402
Operator ID = HKYMHEF Time = 1Z:40:44
Couplinmg Facility ==> FACILOES

Sysple=x . == HESHFPLEX Fermi=s==ion . o« ALL

Include EDndltlDH ==> WES (VEEKHD - Enndltlnn FEtFlEUEL taHes LDngEP)

Emds D dlsplag detalls S F force f P stnp dupLEH f H PEbULLd R start dupLEH

Structure F D Conditiaon

__ CIC_DFHSHUMNT_GoGo41 System-managed rebuild is supported.

_ DHSH _GEF1 ] Duplex rebulld i= active.

__ DHESH LOCE1L = System-managed rebuild i= supported.

_ DHSH_sSCaA = System-managed rebuild i= supported.

_ I HSHEMHO The =tructure’'s inmitial =ize « it= actual =ize.

_ I HSHLOGEMHQ System-managed rebuild i= supported.

_ I HSHLOGMSGR System-managed rebuild i= supported.

_ I HSHMSGEO The =tructure’'s imnitial =ize < it= actual =ize.

~ I¥C_DEFAULT_Z

_ RRZ_ARCHIYE_1 System-managed rebuild i= supported.

__ RRS_DELAEDUR_1 Sys=tem-managed rebuild i= supported.

_ RR=_MAIMUR_1 Sys=tem-managed rebuild i= =zupported.

_ RRSZ_RESTART_1 Sys=tem-managed rebuild i= supported.

_ RRERS_RMDATA_1 Sys=tem-managed rebuild i= supported.

_ SYSTEM_OFERLOG System-managed rebuild i= supported.

D#3# GBPO no longer allocated in this CF
Command ===
Fi=Help Fz=End Fa=Return FE=FRaoll
Fa=Refresh FlZ=Retrieus

sl | b

/4! (Connected to remate server/host 9.12.6.55 using port 23

HP Desklet §90C on LPT1:

A

«® Redhooks
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msys for Operations - Control CF Structures (5/5)

2 i Session B - [43 x 80] - O] x|
File Edit Miew Communication Actions Window  Help
| o d 2 2 ] % &t & @
IMGLx3924 msys~<0p= - Command Dialogs Linme 1 of 13
Domain ID = MSOZS2 00 0—---- IMGCF STRUCTURE - ---- Late = 0971402
Operator ID = EYMEF Time = 132:42: 25
Coupling Facility == LaE
Sysplex - = FLEX* Fermission . ¢ ALL
IncLudE CDndltan = (“essMa ndltlnn PEtPlEUEL takes Lnnger)

(o B T [

I W
[ -

Emds D dlEpLag de

Structure

[ N
HT
I'|'I|E|D
(R Ri
H

'Elll._.l

supported.

Sustem-managed rebuild is=s
i= active.

Duplex rebuild
rebuild is=s

System-managed

g=tem-managed rebuild is

rebuild 1=

SN=tem-managed
rebuild is

em-managed

supportad.

supported.

supportad.
supported.

D#%# GBPO remaining instance. Is

stop duplex f H FEbULLd R 5taFt duplex

enabled for User-Managed duplexing, but
Duplexing Not currently started

FZ=Return
F9=Reftre=sh

FE=Raoll
FizZ=FRetriesus

_ CIC_DFHLOG_@Bi
_ DHSH_GEFO ]
_ DHSH_GEF1 u
_ IHSHLOCK1L

_ IHZSHOSAM

_ IHSH#VSAM

— IGuWLOCK®

— IsSGELOCK

_ ISTGEMERIC

— I#®C_DEFAULT_1

_ SWSIGGCAS_ECS
 SWSZUWLM_WORKUMIT

— SYSZWLM_1CEZZOEE
Command ===

Fi=Help FZ=End
MARl b

=" (Connected ko remote serverfhost 9,12,6.55 using part 23 HP Desklet §90C an LPT1: o




msys for Operations - Capture IPL Stats

View & compare z/0S initialization parameters

Collection phase runs immediately after IPL
Kicked of f from COMMNDxx ... 'S HSAPIPLC'
Records stored in VSAM KSDS - New DDN HSATIPL
Online access to recorded data
Display IPL Information - what members did we use for the IPL?
Compare IPL Information - what's changed ?
Delete unwanted records

Function invocation

INGPLEX Panel navigation
Directly using INPLEX IPL command

&® Redhooks

ibm.com/redbooks

© 2003 IBM Corporation



msys for Operations - Display IPL Stats (1/3)

ra i Session C - [43 & 80] - 10| x|
File Edit View Communication Actions Window  Help
@||E% )| =) | Ve Wa| AR S| & &
IMGL= 200 msd=s-0r= - Command Dialogs Lime H of &
Domain ID = MSDEE ——————— IMNGPLES® IPL ------- Cate = Q9-17-02
Operator ID = KEYMHEF Time = 11:652:12
Sy=team « s & a a == Ma=. rnumber of IPL records-sg=stem @ 10
SHEPLEH e e e ==} EEEEEEEE SUPPFE551DH DF FaRMLIE :DmmentE N
Cmd=: C :nmpare PEEDPd A D dlsplau details ~ E eraze PEEDFd
Su=tem IPL Timestamp D Lo lume OpSg= Feleaze FHMID
_ wEExl Z0Q0Z2-29-15 1Q0: 08 I7Z2e gEfEsR1 =05 SPY.0.2 HEBE?TOROE
_ BExZ ZO00Z2-29-15 10Q0: 09 Z7AF #EEgR 3 =-05 SPY.B0.3 HEE?IRE
_ HExZ Z200Z2-02-23 16: 04 3IVAF BEEHRREZ =-05 SPY.Q0.3 HEEYTRE
_ HEEZ 20Q02-29-15 1090:11 27AF #EEHR 3 =-05 SPY.Q.2 HEE?RE
_ BEEZ 200z2-08-15 10: 55 I7TAF #EFEgR 3 =-05 SPY.Q0.2 HBEBYYRE
Various information about recent IPLs
Command ===
Fi=H=1p FZ=End Fa3=FRetu ) FE=Roll _
Fa=Refr EEh Flo=Prewiou=s Fll=He=t FlZ=FRetriewe
R | [t
\54! |Connected to remote serverfhost 9.12.6,55 using port 23 HP DeskJet 3900 on LPT1: v

@ Redhooks
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for O

lay IPL Stats (2/ 3)

(¥ HEUNUOUKS

© 2003 IBM Corporation

e i Session B - [43 = 80] =8| x|
File Edit Mew Communication Actions Window  Help
B 6 2% B w6 % 2L @ @
IMGL¥Z081 msy=s-0p= - Caommand Dialogs Linme 1 of =4
Comain ID = MsSOg2 00 0————-—-- IMGFLE® IFL - —-—---- ate = 0971402
Operator I = KYMNEF Time = 14:48:41
Syg=tem B IFL tlmestamp Z2O002-02-22 16: 04
Sysplex HESHFPLEX IPL dEUlCEKUDLumE 27AF SO HERSHRS
ECF mname . = ECFPF releas=s"FMID SPVY.0.2 < HEBTYFOE
Load parameters 27ABFEM1L LPAR » CPC nmame AZ S BCZPEROZ
Mode descriptor QozZzoee. 00z, IBEM. 02. 000000011 CE>=
Conmnfiguration id TRAIMER Actiwe I0ODF IODF.IODFES
MCAT wolume ~ d=n #@S#Mi Iy MEﬂT V#@S#Mi
Cmd=: CI[S) compare Eslnglej membEPEEJ ey DES) di=play [(=imngle) member(s)
Faram Member Suffi=xles)
LOALD FE
IEASYM IEASYM X
___ EYSFPARM IEASYS Q00O Qo
ALLOC ALLOC
AFF IEAAFRF 1
__ BPBek EERERT wm Shows Parmlib members used for
Cr L carMMHD oo .
o con o coNsoL oo selected IPL, and allows you to display
DTAEYT BTAEYT ae contents of that member as it was at
T OEXIT ExXIT :
FIx IEAFIX the time of the IPL.
__ GRSCHF GRSCHF oo
____ GRERHL GRSRML o2
~— ICsS IEAICS 00
— 10%S IECIOS Ao
— IFsS IEALIFS 6O
LMK LMKLST @@
— LFA LFELST @A
— MLFA IEALFA Ao
___ METRJICL MSTJICL Qo
___ OMvWEs EF<FRM Q00O F5
Command ===:
Fi=Help F2=End Fa2=Return FE=Roll
Fe=Forward Filog=5how all FlZ=Retrieue
gl | b
|=4! |Connected to remate serverfhost 9,12.6,55 using port 23 HP Desklet §90C on LPT1: &
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=10 x|

IPL Stats (3/3)

-[43 »x 80]
Wiew  Communication  Actions

File Edit

=) BEE

= i Session B

Window  Help
£

CHMFMEWIMD OUTFUT FROR

2 2| &€

yets] e

o= e

LIME & OF 3S0&

IMNMGFIFLM®

{EF .

IMhEZo—oo——_1F 0=

IO Om S U= T
TEOmoO0E O~

Fant

i

i
iy -
L1 '
= TN
i} o
L1 o
o —
— ]
[} -

—
1 —_ o
Ll u} 1]
= O -
Ll — =
L] 1 L

E Fant Fant

— o - 1 "
&l (] 1 L.~ o
L b ' i _|_.._-._ ' i}
i} 00— ol ~NZE o~ — — =
— odJo Z@rCZ WMIo~Jdm —~— W~ —
o E —ed 1E W0 WEOr 18 ~Xol - o
= = oI QO Z=-—WmWd «» = =ZW Tl ~ o
| 2~ 0O et et et Tt = - ] oM =TI 1]
| @ o U ocWEzowd P~ d o~omn WE + x| o

Rl N i Rl
EMHEEOO0OL W= ——

| == —=—mfoolFWUIDO0W~C 00— T2 —0 J—~J—=——=L J0C0L > _1Zr
l==ZdL A==~ FFOZpFJd-0>-F 00T FHFU-ZFWIT—F 0000 ——2
=00 L0200 L0l I -0 —>2-EF U003 |

I o000 WL 0D 0o000Fx 0-W2O0uoW S a22m0 JonE o
Il ZEC I I0xo0rOorf O T TMOoIC 2032 T2 IT=Z0 10020

HERDCOPY
CEFAULT
COMSO0OLE
COMSO0OLE

MAl

A

.com/redboOOKsS

Ibm

HP Desklet 390C on LPT1:

© 2003 IBM Corporatic

74! |Connected to remote serverfhost 9.12.6.55 using pork 23
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msys for Operations - Compare IPL Stats (1/3)

1 i Session B - Trainer white screen.ws - [43 & 80] - |I:I|£|

File Edit Miew Communication Actions ‘Window Help

B e o B ) s 2 8 @

IMGL=Z00 megs-0p= - Command Dialogs Limne 1 of 20

Comain ID - MS0Z52 00 ------- IMGFLEX IFL ------- Leate = 01l-,07-03

Opsrator ID = HKYHEF Time = 12:10:13

System === Ma=. mnumb=er of IFL records.s=syg=tem in

Sysplex =-=>» HBESHFPLEH Suppression of FARMLIE comment=s . @ H

Cmd=s: C compare trecord ~ D display details -~ E erasze record

Sy=stem IPL Timestamp Crzs Vo Lume OpSy= FRelease FHIC

_ HES1 2003-01-8% @9:49 3728 HESHR1 =05 SPY.0.3 HEE?/OE

c HES1 2O002-12-18 11:57 3728 HESHR1 =.-0%5 SFPY.0.3% HEEV?YOE

B gEs1 2002-12-132 17132 3728 HESHRL =-05 SPY.0.3 HEE?YOE

_ HEs1 2002-12-13 16129 Z809 HESHR1 =.~-0%5 SFPY.0.3% HEEV?YOE

_ HEs1 2O002-12-13 16:11 Z809 HESHR1 =~-0%5 SFPY.0.3% HEE?YOE

_ HES1 2002-12-12 16:41 3728 HESHR1 =05 SPY.0.3% HEEV?YOE

_ HEs1 2O002-12-11 23:i1e6 I728 HESHR1 =~-0%5 SFPY.0.3% HEE?YOE

_ HES1 2002-12-11 22109 3728 HESHR1 =-0S5 SPY.0.3 HEE?YOE

_ HEs1 2OE2-12-10 22:1119 I728 HESHR1 =~-0%5 SFPY.0.3% HEE?YOE

_ HEs1 2O002-12-10 ZOi 35 3728 HESHR1 =-0%5 SFPY.0.3% HEE?YOE

_ HESZ 203-01-07 11:803 37AF HESHR:E =-05 SF7.0.4 HEE??AY

_ HEsz 2O00z3-01-07 Q9:50 Z7AF HESHRI =.~-0%5 SPY.0.49 HEBE?YQT?

_ HESZ 2002-12-18 12124 I7AF HESHRE =08 SFY.0.49 HEE? QT

_ HEsz 2002-12-13 17135 Z7AF HESHRI =.~-0%5 SPY.0.49 HEBE?YQT?

_ gE5z 2O002-12-13 15:49 I7AF HESHRZE =05 SFPY.0.49 HEBEY?YQT

_ HEsz 2O002-12-11 21:29 Z7AF HESHRI =.~-0%5 SPY.0.49 HEBE?YQT?

_ HEsz 2O02-12-11 Z21:0E& Z7AF HESHRI =~-0%5 SFPY.0.49 HEBE?YQT?

_ HESZ 2002-12-11 2142 I7AF HESHRZE =05 SPY.0.49 HEE? QT

_ HEsz 2O02-12-11 z@:iz29 Z7AF HESHRI =~-0%5 SFPY.0.49 HEBE?YQT?

_ HESEZ 2002-12-11 ZAiog 37TAF HESHRI =-05 SPY.0.49 HEE?YQT

_ HE53 2O003-01-07 Q9:50 Z7AF HESHRI =~-0%5 SFPY.0.49 HEBE?YQT?

_ HE53 2OEz2-12-18 12:44 Z7AF HESHRI =.~-0%5 SPY.0.49 HEBE?YQT?

_ HESE 2002-12-13 17136 I7AF HESHRZE =05 SPY.0.49 HEBEY?YQT?

_ HE53 2O002-12-1@0 21:29 Z7AF HESHRI =.~-0%5 SPY.0.49 HEBE?YQT?

_ HESE 2002-12-803 15:1@ 3TAF HESHRI =-05 SPY.0.49 HEE?YQT

_ HE53 2o0z2-10-149 16:14 Z7AF HESHRI =~-0%5 SFPY.0.49 HEE?YQT?

Command ===3%

Fi=He=lp FZ=End FIZ=Return FEzRoll
F2=Forward F3=Refre=h Flo=Prewvious Fll=-Mext FlZ=Retrieve

=l | b
'l.';@ H( \=4" Connected ko remote serverfhost 9,12,6.55 using port 23

© 2003 IBM Corpo
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msys for Operations - Compare IPL Stats (2/3)

r1 i Session B - Trainer white screen.ws - [43 = 80] - 0] x|
File Edit “iew Communication Ackions ‘Window  Help
B bR fR @E = s & @ @
IMGL=Z0E megs-0p= - Command Dialogs Limne 1 of 249
Comain ID - MS0SZ2 00 ------- IMGFLEX IPL - ------ ate = Ql1-07-0303
Opsrator ID = HKYHEF Tim=e = 12:14:57
== anyg mnon-blank character to =elect an IPL record, then press EMTER
Sel Sy=tem IFL timestamp
_ HES1 ZOE3-01-07 09:49
_ HES1 ZOBZ-12-13 17:32
_ HES1 ZOEZ2-12-13 16129
_ HES1 ZOEZ-12-13 16:11
_ HES1 2002-12-12 16:41
_ HES1 ZOEZ-12-11 23:1E
_ HES1 ZOBZ-12-11 2Z:09
_ HES1 ZOEZ-12-18 22:19
_ HES1 ZOEZ-12-10 20: 35
_ HES 2 2003-01-07 11:03
_ HES 2 ZOE3-01-07 09:50
[ HES 2 2o02-12-18 12:249
| HEs 2 ZEOZ-12-13 17:35
_ HES 2 ZOEZ-12-13 15:49
_ HES 2 2002-12-11 21:29
_ HES 2 ZOEZ-12-11 21:0E
_ HESZ ZOEZ-12-11 20: 48
_ HES 2 ZOEZ-12-11 20329
_ HES 2 ZOEZ-12-11 20: 06
_ HES 3 ZOB3-01-07 B9:50
_ HES 3 ZOEZ-12-18 12:44
_ HES 3 ZOEZ2-12-13 17: 36
_ HES 3 Zo@z-12-10 21:29
_ HES 3 ZOEZ-12-03 15:10
_ HES 3 ZOBZ-10-14 16:14
_ HES 3 ZOEZ-10-14 11:55
Command ==z
FZ=End FIZ=Return FEzRoll
PFE=Forward FlZ=Retrieve
=
\=4" Connected ko remote serverfhost 9,12,6.55 using port 23 HP Desklet 390C on LPT1: i dbook
(O TTCURNUUNY pyw——"— nvnn.wwnu FedDoo 'S



msys for Operations - Compare IPL Stats (3/3)

1 i Session B - Trainer white screen.ws - [43 & 80] - |I:I|£|
File Edit “iew Communication Ackions ‘Window  Help
B bR 2% @ =@ s 2 @ @
CHMEWMIMND OUTFUT FROM < AS%'S . TEMF . MS0S 2 . KYHNEF . IMGFIFPLL ° LIME @ OF Z2@o9
e soossoossoosoosso s = oo ==== oo @i [DEES —~-c--oc-oocoosoo-soo-ooo=soos=0os
COMP=MHEWI: HEIZ1 AoZ2popz-12-13 11::5%
WITH=OLD: HE=Z2 Ao Z20pz-12-13 12:249
I SOURCE LIMES
I R R T dl i - B T e R S T i
S-S - - C-IZZC-C-C-IZC-ZC-C-IC-ZC-C-C-ICZZC-C-C-CIZIZC-CCI-ZC-C--ZICZC-C-C-IZZT-SC-SC-ZZ=-Zz-zZzZz-zZ=zZzZz=z=z-=z=z==z==z= LOaD = FKE =
IODF % I0ODF TEAIMER ol %
HUCZLEUS 1
MUCLST =1
IEASYM HE
SYWSFPLER HESHFLER 4
SYSCAT HESHM11Z2CMCAT .. WHESHML
SYSFPARM oo
FARMLIE SYSE1.FPARMMLIE
FARMLIE CPAC.FPARMMLIE
FRARMLIE svs5S1. IBM.PARARMLIE
S-S C - - C-C-IZCZC-C-C-IZC-ZC-CC-C-ZC-C-C-ICCSC-C-CIZI-ZC-CI-I-ZC-C-I-ICZC-C-C-ZIZ-ZzZzZzZz-zZzZzZzzzzzz=z=z=z==z==z= IEASYM = HA =
I - SYsSDEF SWSCLOME(S1)
Lo- SwSDEF SWSCLOME (S2)
S%MMDEF (W= W) S USE CLOCEW'M L
SYMDEFCQO="@0") L% USE COMHHDOR * .
SYMODEF (W PLMWL g LWL ) A% FOR DB2 7 &~
SYMODEF (W PLMWL g W PLL g ) A% FOR DB2 7 &~
SYMODEF (W PLMWL g W PLwL g ) A% FOR IMS W7 E0EL &
SYMODEF (W13LWld= "wi3neda’ A% FOR CICS 1.3 ¥
S%MDEF (WEZLWL = "WEZLWL G ) <% FOR MMQ 5.2 *.
SVMDEFECD,CEZJCDJCEJJ <% LHELST ¥
SWMDEFCOA="@@" ) A% VWATLEST ¥
SYMDEF L@@z oa’) A% POIMT TO SHMFPEMOGO &
SYMDEFCQO="@n" ) A% POIMT TO IEFSSHOO ®.-
SYMDEF(FS="FS”) <% SWSFPLEX FILE SHARIMG *®.-
SYsSDEF VHUOSERID[CFUSERL)
SYSHAME (HE51)
SYSPARMI OB, 81
I SYMDEF (HES1= "HES1 ')
I - SYMDEF (HESHRZ= "HESHRZ )
I - SYMDEF(1="1"]
I - SYMODEF (Z05SR12="ZOSR12")
I - SWMDEF CLIMK= "L IMK")
TO SEE YOUR KEY SETTIMGS, EMTER ‘DISPFE’
CHG==
b

MEl
'l.'*.@ He \=4" Connected ko remote serverfhost 9,12,6.55 using port 23

© 2003 IBM Corporati

HP Desklet 390C on LPT1:




msys for Operations - Compare IPL Stats

Note that at the time of writing, ALL system symbols are
resolved when the member contents are written to the
VSAM data set (e.g. SYMDEF(&CLOCK="'VM') is written as
SYMDEF(VM=VM)). Currently looking at ways to address
this so that data set would contain
SYMDEF(&CLOCK='VM').

¢® Redhooks

ibm.com/redbooks



msys for Operations - Controlling Dumps, SLIPs

Panels to set dump options, take SVCDUMP and
Display and Modify SLIP traps

Three panel-driven functional capabilities

Display & Change dump options on one or all systems
Take an SDUMP - up to 15 ASIDs + Data spaces & Structures
Display SLIP traps - Enable, Disable, Delete

Function Invocation

INGPLEX Panel navigation

Directly using INGPLEX DUMP|SDUMP|SVCDUMP|SLIP
commands

No customization required for this function

&® Redhooks

ibm.com/redbooks

© 2003 IBM Corporation



msys for Operations - Change Dump Options (1/4)

1 i Session C - Trainer white screen.ws - [43 = 80] - |I:I|5|
File Edit View Communicaktion Acktions ‘Window Help
B B@ SR B = % 22 @ &l
IMGL=Z50 m=d=s-0r= - Command Dialogs
Comain Id = MSD%l ————————— IMNGPLEY --------- Cate = 12-19-02
Operator Id = KYMNEF Time= = 13128107
Sysplex . . . . . . I #EEHPLER
Select the desired command: IMNGPLE®
1 Control default SDUMP options SCUMP
2 I==ue SLVC dumps SLCDUMMP
3 Comntrol SLIP ftrap settings SLIP
Command ===13 !
Fl=H=l1p 2=End FIZ=FReturn FE=Foll
FlZ=Retrie.ws=
[WET ] [
|HF' DeskJet 830C on LPT1: o

\5d! (Conmected to remote serverfhost 9,12.6.55 using port 23

ibm.com/redbooks

Q@ HEdhOOks © 2003 IBM Corporation



File Edit Miew Commounication Actions  ‘Window  Help
|5 22 | % M S @ e
IMGL® 251 msys-0p=s - Command Dialogs Linme H of 9
Domain Id = MSOg2 00 0——---- IMGFLE® SDUMP - —----- ate = 09,1402
Operator Id = KYMHEF Time = 14:54:5@
Sys=plex ==> HESHPLEX Fermission . . ALL
Cmd=: LT change
Sy=tem Dump options
HES1 Q= Type= Euffers= ok MaxSpace= CoamM M=gTime=3939339
LSOA FRGH SERYERS
TRT
RS2 Q= Type= Euffers= ok MaxSpace= CoamM M=gTime=3939339
LS00/ RGH SERYWERS
TRT
H@ oo Q= Tupe= BEuffers= B MaxSpace= caaM M=gTime=99999
LSOA FRGH SERYERS
TRT
Command ===k
Fi=Help FzZ=End Fa2=Returmn FE=Roll
Fa=Refre=sh FlZ=Retriesuve
Al b

=Y Conmected to remote server/host 9.12.6,55 using port 23

|HF' DeskJet §90C on LPTL: L

(E* REUDUUOKS

© 2003 IBM Corporation
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= i Session B - [43 = 80]

File Edit Miew Commounication Actions  ‘Window  Help
=] BE 2% 2E b vt 2 @ &
IMGLx 252 msys-0p=s - Command Dialogs
Domain Id = MSOg2 00 0——---- IMGFLE® SDUMP - —----- ate = 09,1402
Operator Id = KYMHEF Time = 14:55:27
Sy=tem DoHESL
Syusplex ! HESHPLEX Fecommended options are underlined.
HODUMF ==> H fall other options below are igrnored)
ALLMUC ... == y ALLPSAC*) == y COUPLE ... ==: y CSHA «nw... ==>
GRESQ . .... ==r 4 LFA ...... == LE0A . .... == e MUz .. .... ==
FEA . ..... == __ EGH ...... == n SERYERS .. == ' SOA L ® ==
SUMSUMPE L *]) ==> £ T = == __ TET ...... == na N ==
*ESDATA == [(#)1 = The MOx==x option 1= generated whern not =selected.
Qiuiescel ==7 [YES .~ HO)
Tupe ..... ==3 (HMEM ~ HMEME)
Euffers ==> 0K Cnmnnk 2 nnnk)
MaxSpace ==> E@Q [ME)
M=gTime .. ==: 99999 Iminutes)
Command ===k
Fi=Help FzZ=End Fa2=Returmn Fad= FE=Undo all FE=Roll
lo=5et S%55 l11=Se=t SY¥SP FlzZ=Retrieue
=Y Conmected to remote server/host 9.12.6,55 using port 23 HP Desklet 390C on LPT1: i
(€ REUDOUKS

© 2003 IBM Corporatio
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Options (3/4)
=]

4
r1 i Session B - [43 » 80] x|
File Edit Miew Communication Ackions ‘Window  Help
2| s 2% @ = et 2 8 @l
IMGL®Z2ES meys.0p=s - Command Dialogs Line 1 of 32
Domain Id = Msazsz 00 ——---- IMGPLEX SDUMP - —----- Cate = 09714702
Operator Id = KYMEF Time = 14:57:24
Select ome or more s=ygstems of which the SDUMP optiomns are being deleted or
s=et. == amny mon-blamk character to =s=elect a =ystem and then pres=s ENTER.
Sel CF Mame=
HES1
gESz
gE Sz
Command ===
Fi=Help FZ2=End FZ=Return FE=Roll
Flz=Retriesue
Al b
|74Y |Connected to remate serverfhost 9.12.6,55 using part 23 HP Desklet 390C on LPT1: &
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msys for Operations - Change Dump Options (4/4)

= i Session B - [43 = 80]
File Edit Wiew Communication &ckions indow Help
B B 2% = =t 2N 8] @l
IMGL»®Z2E1 m=ys=~0p= - Command Dialogs Lime 1] of 9
Comain Id = MsSOSz2 0 - —-- IMGFLEX SDUMP ------ Late = 09714702
Operator Id = HVHEF Time = 14:57:50
Sys=plex . . . . . ==» HESHPLEX Fermission . . . . @ ALL
Crmd=: C chanmnge
Sy=stem Cump options=s
_ HESi 0= Type= Euf fers= ok MaxSpace= SO M=gTime=9399399
ALLMHUOC ALLFSA COURPLE CSA GRSO LEQA SERYERES MOSOQA
HOS UMD UMP TRT
_ HESsZ L= Tupe= Buf fers= (O MaxSpaceae= Soam M=gTime=999393
ALLMUC ALLFESEA COURPLE CESA GRSO LEQA SERYERES MOSOQA
MHOS UMD UM P TRT
- 1 2=4c Qo= Tupe= Buf fers= ok MaxSpaca= S M=gTime=399399
LEQA REH SERWERS
TRT
Command ===}
Fi=Help FzZz=End Fa=Return FE=FRoll
F3=Refre=sh Fl1z=Retrieues
M1 | b
\54! |Connected to remote server/host 9.12.6,55 using port 23 HP DeskJet 390C on LPT1: v

© 2003 IBM Corporation
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ture SVC Dumps (1/4)

e i Session B - [43 = 80] - O] x|
File Edit Mew Communication Actions Window Help
@||r£!% | %% A S &€
IMGL=ZES msy=s-0p= - Caommand Dialogs Linme 1 of =2
Domain Id = MsSOogz 0 0----- IMGFLEX SWCDUMP --—--- ate = 09714702
Operator Id = KYMNEF Time = 14:59: 27
The following system=s of =usplex HEPSHFLEX are registered to the automation.
l=e any nmnon-blanmnk character to select one =ygstem and then pres=s ENTER.
Sel Syg=stem
gES2
gES 3
Command ===:
Fz2=End Fa2=Return FE=Raoll
FlZ=Retrieue
ghal | b
|HF‘ DeskJet 890C on LPTL: L

4" (Connected to remote server/host 9.12.6.55 using port 23

h@ms © 2003 IBM Corporation
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File Edit Wiew Communication Acktions  Window  Help
| B Es 2% E|E| = B % &N 2 &€
IMGL=ZE0 ms=yu=s~-0p= - Caommand Dialogs Linme 1 of B0
Domain Id = MsSogsz 00 0—---- IMGFLE® SWCDUMP ——-—-- ate = 097,144,002
Operator Id = HKY%MEF Time = 1S5:@Q@: 22
System s s s e w ==1 =
SngLEH - e e w . ==k = PLEK
Cmds=s: DKS dE fselect an names=s FDF the SVE dump (up to 15 camn be =pecified]
Jobrname ASID WorkURitID Uzerid
_ #MASTER=#® ool STCig20E4 MASTER__
e CCC__Z2 oodF STC1ia2z221 #@ C
— #®_CCM_Z @089 STC1E8322 HE_C
__ ALLOCAS (OO
_ AMTASOOQ oo E
_ AMTHMAIM oooh
AWM oo4E
EF<OIMIT oozZeE
_ CATALOG oozsE
_ EOMSOLE oooe
_ DH_ZDEML oosb STC12205 CH_ 2
_ DH_ZDIST oosc STC1220E Oy =
_ DH_Z2ZIRLIM oog9 STCi12z2049 CH_ 2
_ DH_ZMETR o2 E STCig2z203 CH_ =2
_ DH_Z25FPAS ooz EeE STCi12207 CH_ 2
_ DUMFPERW ooos
_ EvU=140 oog T
_ FTFLCD1 ooz2eE STCi20749 TCRIF
= GRS Bo07 O
B I HIRLM @QOE27F STC18374 I#_ HIRLM
I _2CO%5 oo STCi1i2z2324 1 =
— I#_Z2CTL BE3E STC18326 IH_=
_ IH4 ZOERC oogs STCi82327 I# 2
_ IH#_2DLI oosEeE STC1222E I =2
I _Z2ZIFF1 oozZ2A Joeig2z2492 I =2
_ IH_ZIFFZ oDoz2Ze Jopigz93 Ig =2
Coammand ===
Fi=Help FzZz=End Fa2=Return FE=Me=xtFnl Fe=Roll
Fi=Forward F9=Refr==h FizZz=Retrieue
[gal | b
4! |Connected to remote server/host 9.12.6,55 using port 23 HP DeskJet 590C on LPT1: &
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File

Edit

s for O

=1 i Session B - [43 x 80]

Wiew  Cammunication  Ackions

Window  Help

EEELANE]

= | |

22 @ &€l

IMGL=26B1
Comain

Operator

System

SngLEH D e e e e .

Crm

d=:

Id MSOSZ2

K% MHEF

Id

DKS dE fselect the areas tD bE dumped
job mame inmncludes all

msys-~0p=s -

g2
#@S#PLEK

B selection of +the

IMGFPLEX SWCDUMPF

Command Dialags

NEEE

Lime

1 of 10
Late = 09714502
Time = 15:@1:24

112 =s=tructures)
related aresas.

Jobrname ASID T Datas Spaces®*CF Group MembersStructure

_ GRE (oo olry

= L ISGAOSCAM saelected
_ O IXCHMOOEG

= L oooodI L selected
_ O oogoasIxL

_ L ISGLOCHK

= M IxCLOBod. &_1.5RS.MEZ20 selectad
= M IXCLOGO@d. e 2. GRS.MEZ3 selectad
[ | M SvSGERS. #E_ 1. GRS. #@_1

_ M S%SGRS. HE_Z2. GRS. gE_32

Command ===

Fi=He=lp FZ2=End F2Z=Return F4=FrewFnl FE=Me=xtPnl FE=Eoll

Fa=Refresh FlZ=Retrieus

sl | [m]

! |Connected ko remate server/host 9.12.6.55 using port 23

(C* REUDUOUOKS
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msys for Operations - Capture SVC Dumps (4/4)

r i Session B - [43 x 80] = - 0] x|

File Edit Miew Communicaktion Actions ‘Window Help

| | (| @ wb| e

ul:l

22 3| &€

IMGLXZ2EZ2
Comain Id
Operator Id

Sy=s=tem
Sysplex

Title

SCATA Dump Op
ALLHMUCS ... ==

COCLAsSsS .. ==
ADJUMNCT .. ==

]

]

I
ot

Command

msgsfﬂps - Command Dialogs

Msosz 0 0 ------- IMGFPLEX SWC ------- LDate = 03714-°02
E5MHEF Time = 15101157

DOHESE

D OHESHPLEX
S:fE%t dumpi::D
tions (recommended options are underlined]
B ALLESA(*) == ¥ COUFLE ... == _ CSE «onw.. =y
S LPE o == _ LSOA ... .. ==3 _ HUC .o ==y
v RGM . ..... —=n oy SERVERS .. == _ sgals) . ==y
oy SWA ... == _ TRT ... .. ==y MWLM ... == _
o [#)] = The MNO=x=x=x option 1= uszed when not selected.
p Optiomn=s (SUMMARY and ADJUMCTA-ENTRYDATA are mutually exclusiwe)
oo EMCOMNTROLS ==> _ LISTHLUM == _ STGCLRASS . == _
¥ EMNTREYDATA == SUMMARY ===

Fl=Help Fz=End Fa=Return Fa=PrewPnl <f§f€:§§::> FE=Roll
FlZ=Retrieve
T
=3 iConnected ko remote serverfhost 9,12,6.55 using port 23 HP Desklet 390C an LPT1: i
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msys for Ops - WTO recovery Automation

WTO and WTOR buffer shortages can result
in system or multi-system outages

When messages fill up the buffers, most jobs that
issue a WTO or WTOR go into a wait until buffers

are available.

Some reasons
Unattended MCS consoles queueing up message buffers

Program loops causing message flooding

CONSOLxx PARMLIB member containing insufficient
specifications

@ He d h noks © 2003 IBM Corporation
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msys for Ops - WTO recovery Automation

Upon WTO,WTOR buffer shortage conditions
(indicated by messages)

Adjust buffer limits temporarily and permanent

Perform buffer backlog analysis

Adjust MCS console characteristics temporarily or permanently

If max number of buffers is reached, support a user-defined
policy to KEEP or CANCEL jobs

&® Redhooks

ibm.com/redbooks
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msys for Ops - WTO recovery Automation

Messages to kickoff automation are...

IEE899I - Console Info (used for pre-analysis)

TEA405E - WTO buffer shortage 80%
IEA404A - Severe WTO buffer shortage 100%
IEA406I - WTO buffer shortage relieved

IEA230E - WTOR buffer shortage 80%

TEA231A - Severe WTOR buffer shortage 100%
IEA232I - WTOR buffer shortage relieved

&® Redhooks

ibm.com/redbooks
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msys for Ops - WTO recovery Automation

To enable, in AOFCUST member:

AUTO(
WTO

)

WTOBUF(
jobname1 WTO CANCEL
jobname2 WTOR CANCEL
jobna* * CANCEL

)
Note: Defaultis "* * KEEP

@ Redhooks
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msys for Ops - CDS Automation
Problem: Loss of Couple Data Set

CDS's are critical resources in a Parallel
Sysplex
SYSPLEX and CFRM CDS failures can cause
sysplex outages

Single-Point-Of-Failure Situation if no alternate
CDS is allocated

__

<

Primary Alt~ (ate
CDS CI
-

¢® Redhooks

ibm.com/redbooks
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msys for Ops - CDS Automation

When it is started, or when MSG IXC253I is issued:

msys for Operations finds out if any alternate CDS is not
allocated.

It reads the candidate list of DASD where an alternate CDS can
be formatted and allocated.

The list of DASD volumes can be predefined by the user.

It gets the first available DASD and formats/allocates the
respective alternate CDS

Using the HLQ defined by the user.

msys for Ops currently supports the following CDS types:
SYSPLEX, CFRM, ARM, LOGR, SFM

¢® Redhooks

ibm.com/redbooks
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msys for Ops - CDS Automation

To enable, in AOFCUST member:

AUTO(
CDS

)

CDS(
HLQ hlqg1.hiq2.hlg3
VOL (SYSPLEX,vol1,vol2,vol3,vol4,vol5,vol6,vol7,vol8)
VOL (CFRM,vol1,vol2,vol3,vol4,vol5,vol6,vol7,vol8)
VOL (ARM,vol1,vol2,vol3,vol4,vol5,vol6,vol7,vol8)
VOL (LOGR,vol1,vol2,vol3,vol4,vol5,vol6,vol7,vol8)
VOL (SFM,vol1,vol2,vol3,vol4,vol5,vol6,vol7,vol8)

%«@ He d h noks © 2003 IBM Corporation
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msys for Operations - System Log Automation

IEEO37D indicates that the
SYSTEM LOG is NOT
ACTIVE.

Display Filter Yiew Print Options Help

SDSF SYSLOG 6032.101 AOCD AOCY 02/15/2001 LINE 28,277 coLUNNS 80

COMMAND INFUT ’ SCROLL
N 000600 AOCH 01046 18100 3 00000096  $HASP3@I INIT 11  INACT
N 6020000 01046 1B:€0:35.24 STC064B0 00060290 u
N 4000000 01046 18:00: STCO64B0 0006009¢
01046 18:00 STCO6480 00000090
61046 1B:060:35.30 00000090
N 6020000 61046 18100 STCO64B1 ©000029¢
s )
N 4000600 61046 1B:00:35.33 STCOBAB1 00000090 $HASP373 INIT
N 0000000 61046 18:00 STCO64B1 0000009¢ IEFAD31 INIT
° ° . N 000000 01046 18:00 8 0000009¢  $HASP3Q9 INI
N 6020600 61046 1B:60:35.49 STCO6AB2 00060290 IE T
s GROUP S
N 4000000 01046 18:00 STCO6482 00000090 SP373 INIT
61046 1B:060:35.51 STC06ABZ 00060090 1EF4D3I INIT
61046 18100 i 00000096  $HASP3E9 INIT 14
01046 INTERNAL 0000009¢ $HASPEEO LINEL unI
61046 138 AUTSYSCS 00000296 D C
4 o 61046 155,47 AUTSYSCY 00000090 IEEBBII 18.05.55 CONSOLE
l e ' e O e LR 53 MSG: CURR:=2 LIN=1500
535 CONSOLE/ALT
SYSLOG
5 MASTER/MASTER1
01C0
AOCY
ust be done by the : :
N 01046 1 9.82 INTER $HASPBEO LINEL un1
. EAN L0GON
N SHASP100 THIE oN TS0
o 4HASP373 THIE STARTE

18:41:32.4
8000000 13.14.07 5TCO6405 ¥02 DSIBO2A IPUF9  REPLY WITH VALID NCCF SY

4000000 ©9.03.20 x@1 BPXFO32D FILESYSTYPE NFS TERMINATED. REP
Kbk kb okkook Rk kb bk Kbk KoKk BOTTOM OF DATA ok koo ok ko koo ok ok kb ok ko ok
. F1=HELP F2=SPLIT F3=END F4=RETURN F5=1FIND F6=B00K

IEF1251 THIE - LOGGED 0

If the operator misses that
message, vital data may be
lost.

L@ HEdhnoks © 2003 IBM Corporation




msys for Operations - System Log Automation

Upon IEEO43I or IEE533E followed by IEEO37D:
WRITELOG START ‘/ :

Display Filter Yiew Print Options Help

. SDSF SYSLOG 6032.101 AOCY AOCO 02/15/2001 LINE 28,277 coLunns 80
COMMAND TNRUT === SCROLL
on recurslve a en s o owe €000600 AOCH 01046 3 0000009¢  SHASP309 INIT 11  INACT
6020000 AOCH 01046 i24 STCO64B0 00000290 IEFG9SI START INIT u
. GRO up
4000000 AOCH 01046 .24 STC064B0 00000090 23 INIT

0000000 AQCY 01046 .28 STCO64B0 00000096
C000600 AOCT 01046 0:35.30 000080090
00620600 AOCI 01646 5.33 STCO64B1 00060290
, GROUP STCGROUP
4000000 AQCY 01046 .33 STCE64B1 0000009¢ $HASP373
0000600 AOCT 01646 138 STC664B1 00000090 I1EFA031
€000600 AOCT 61046 35.38 00000090 $HASP309
0020000 AOCY 01046 .49 STCE64B2 0000029¢ IEF6951 START INIT

by IEEO37D:
No automation

4000600 AOCT 01046 .49 STC664B2 00000096
0000000 AQCY .51 STCO6482

C000600 AOCT 0:35.51

NROOODGOO AOCT .49 INTERNAL

NCO0ODO00 AQCT .38 AUTSYSCY

MROOODO00 AOCD 01046 155,47 AUTSYSCY .05.55 CONSOLE
LR : LIM=1500

i3

zzzwzzzZVZZZZUWZZ

535
535
535

HASTER/MASTER1 o1
01C0
0Cs

A0CH 01646 .82 INTERNAL SHASPBAO LINEL UNT
N

. .
.
o syslog available again):

AOCI 01046 INSTREAM LOGO!
AQCH 0081 $HASP1QO THIE ON TSQ
. 90 S THIE TAl
0000 c9 01046 1B8:41:32.41 TSUG64B: 0060 1E| HIE - LOGGED 0
' 13.14.07 5TCOB465 ¥@2 DSIBO2R UF9 RE W

PLY
ADCS .03, F032D FILESYSTYPE NFS TERMINATED.
RERRKKERKAKRRKKAKKKERKRRKKKKAKKK BOTTOM OF DATA KAKKKHRKKEKKKKAKKKARKEH KKK RRKKK K
F2=SPL F3=END F: 6:E

Invocation:
The action is automatically

taken upon receiving one of the above
messages.

Literature: OS/390 MVS System Messages Vol.4

@ Redhooks ibm.com/redbooks
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msys for Operations - System Log Automation

To enable, in AOFCUST member:

AUTO(
LOG

)

@ Redhooks
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msys for Operations - Logger Automation

Logstream directory shortage recovery:
IX6257T DATA SET DIRECTORY FOR LOGSTREAM
logstream IN STRUCTURE strname IS OVER 90% FULL.

IXG261E SHORTAGE OF DIRECTORY EXTENT RECORDS
TOTAL n1 IN USE: n2 AVAILABLE: n3

SYS A LOGR CDS
S LOCAL .
APPLA v STORAGE
— ™S L |BUFFERS
To o
EG
MG L | /
E
R Y/ Coupling Facility Structure Log Stream Data Set
\b ) .
EOEOE .
pLB |5  [|-OCAL / Log Stream
Y STORAGE
S L |BUFFERS
TO_|p
EG
MG
E
R
@ Redhooks ibm.com/redbooks




msys for Operations - Logger Automation

Logstream directory shortage recovery:

Find out the current number of directories
Allocate new LOGR CDS's with larger
DSEXTENT values

Roll the new CDSs into production using the
SETXCF COUPLE command

Issue message when done

Note that it is YOUR responsibility to
update the COUPLExx member to reflect
the new CDS names....

%«@ He d h noks © 2003 IBM Corporation
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msys for Operations - Logger Automation

Automation is triggered by IXG257TI
or IXG261E messages

IXG257I DATA SET DIRECTORY FOR LOGSTREAM
logstream IN STRUCTURE strname IS OVER 90% FULL.

IXG261E SHORTAGE OF DIRECTORY EXTENT RECORDS
TOTAL decimalnumberl IN USE:decimalnumber?2
AVAILABLE: decimalnumber3

&® Redhooks

ibm.com/redbooks
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msys for Operations - Logger Automation

To enable, in AOFCUST member:

AUTO(
LOGGER
CDS

)

CDS(

HLQ hiq1.hlq2.hiq3

VOL
(LOGR,vol1,v0I2,v0Il3,v0l4,vol5,vol6,vol7,vol8)

)
@ Redhooks
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msys for Operations - Long ENQ Automation

Identify long-blocking tasks causing contention
and terminate them

A result of outage analysis activities
Based on actual outage situations
Which this function would have prevented

Uses Enhanced Contention Analysis
D GRS ,ANALYSE BLOCK
D 6RS,ANALYSE,BLOCKER,JOBNAME=jobnm
New macro ISGECA - returns everything at once

Function invocation
Timer-driven - pops every waittime
Shortest wait time specified in ENQ section

&® Redhooks

ibm.com/redbooks
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msys for Operations - Long ENQ Automation

Installation controls jobs that can be canceled
TEECMDS service checks for hung commands

Customization set in AOFCUST member

Add AUTO(ENQ) keyword
Setup ENQ section

ENQ(
RES (*|gname[*] ,* | rname[+] ,waittime)
JOB [{*Tjﬂbname[*] |asid}, {DUMP | NODUMP | (xx[,xx])
JOB({jobname [*] |asid},KEEP)
TITLE(fitle)
DUMP (sdata)
SYMDEF ({#|jobname[+] |asid}, [&] &symbol.="'value')
)

L@ He d hnoks © 2003 IBM Corporation i b m B co m/red boo ks



msys for Operations - Page Data Set Automation

React to auxiliary storage shortages

Messages on which this function is based:
TRA200E Auxiliary Storage shortage
IRA201E Critical Auxiliary Storage shortage
TRA202T Auxiliary Storage shortage relieved
IRA203T nn% Auxiliary Storage allocated to uuu
TEE205I PAGEDEL command - Local Page Data Set...
ILROO9E Local Page Data Set on Vol volser Bad

Summary Of Actions Taken
Dynamically create Page Data Set
PAGEADD - created by msops, or use predefined data set
Cancel Job with most rapidly increasing storage use

&® Redhooks

ibm.com/redbooks
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msys for Operations - Page Data Set Automation

Function invocation
Triggered by messages

Installation controls jobs to be cancelled

Customization set in AOFCUST member
Add AUTO(PAGE) keyword

Setup in PAGE section

PAGE(
DSN(Ipdsn)
CYLS(nnnn)
HLQ(qual[.qual..][,catname])
VOL(volume{,volume..])
JOB({*|jobname[*]},{CANCEL|KEEP})

)

@ Redhooks
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msys for Operations - IXC102A Automation

Assist partitioning a system from a Parallel Sysplex

Automation requires HW interaction
CPC must be G5 or later to initiate
G3 / G4 CPCs can be targeted
Uses SPI component and HMC APIs

ProcOps coexistence

msys/Ops takes precedence

Only owner of lock can automate
Global Lock - major INGPLEX - minor Failed Sysname

Summary of actions taken
Check if automation flag(XCF) is enabled

Get global lock
Acquire & issue customized SE request

&® Redhooks

ibm.com/redbooks
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msys for Operations - IXC102A Automation

Function invocation
Triggered by IXC102A

Customization set in AOFCUST member
Add AUTO(XCF) keyword

Setup XCF section

1XC102A(
ENABLE (sysname[,sysname..])
ENABLE (sysname)

DISABLE(sysname[,sysname..])
DISABLE (sysname)

)

Setup Type of SE request - SYSRESET, DEACTIVATE, ACTIVATE,
LOAD

IXC102A(
CMD{sysnamel,command)
CMD(sysname2, command)
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