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About This Book

This book is the updated version of the IBM Cluster Systems Management for Linux Technical Reference
(SA22-7851-00) that was last published in June, 2001. This book describes the commands and files that
are used to implement the IBM Cluster Systems Management for Linux suite of tools.

Who Should Use This Book

This book is intended for system administrators who want to use the command-line interface for IBM
Cluster Systems Management for Linux. The system administrator should be experienced with UNIX® and
networked systems.

How to Use This Book

This book contains information that describes the IBM Cluster Systems Management for Linux

command-line interface. It is divided into four sections.

1. The first section contains commands that are exclusively for the IBM Cluster Systems Management for
Linux command-line interface.

2. The second section contains commands that implement conditions and responses for the Monitoring
application.

3. The third section contains commands that interact with the Resource Monitoring and Control (RMC)
subsystem.

4. The last section contains scripts and utilities. The scripts can be used as-is or modified to create
user-defined scripts that are tailored for your installation.

Highlighting

The following highlighting conventions are used in this book:

Bold Identifies commands, subroutines, keywords, files, structures, directories, and other items whose
names are predefined by the system. Also identifies graphical objects such as buttons, labels,
and icons that the user selects.

Italic Identifies parameters whose actual names or values are to be supplied by the user.

monospace Identifies examples of specific data values, examples of text similar to what you might see
displayed, examples of portions of program code similar to what you might write as a
programmer, messages from the system, or information you should actually type.

ISO 9000

ISO 9000 registered quality systems were used in the development and manufacturing of this product.

Related Information

The following references contain more information about IBM Cluster Systems Management for Linux:
1. UBM Cluster Systems Management for | inux Administration Guide, SA22-7873-00

2. UIBM Cluster Systems Management for | inux Planning and Installation Guide, SA22-7853-01

3. UBM Cluster Systems Management for Linux Remaote Control Guide and Reference, SA22—-7856-01
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How to Obtain Publications

The IBM Cluster Systems Management for Linux publications are available as HTML and PDF files on the
CD-ROM in the /doc directory or on the installed system in the /opt/csm/doc directory. The README is
available on the CD-ROM in the root directory (/). The file names are as follows:

« UBM Cluster Systems Management for Linux Administration Guidd, am7LXadm.pdf
« UBM Cluster Systems Management for Linux Planning and Installation Guidd, am7LXstp.pdf
« UBM Cluster Systems Management for Linux Remote Control Guide and Reference, am7LXrem.pdf

* IBM Cluster Systems Management for Linux Technical Reference, am7LXcmd.pdf

Publications for IBM Cluster Systems Management for Linux were available also at the time of this release
at the following Web site:

http://www.ibm.com/eserver/clusters/1inux

How to Reach Us by E-Mail

If you would like to contact us by e-mail, send your comments to cluster@us.ibm.com
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addnode Command

Name
addnode - Defines and installs nodes in a cluster.

Synopsis
addnode [-h]

addnode [-Vv] —f nodedef [Attr=value [Attr=value ...]]

addnode [-V] [-n starting_node] [-c count] [-H HWControlPoints] [-C ConsoleServers] [-t HWtype ][-X |
—p pkg_path] [-m install_method ] [Attr=value [Attr=value ...]]

Description

The addnode command defines and installs the managed nodes in a cluster. Before running this
command, you must run the installms command to install the management server. The addnode
command runs on the management server synchronously for a CSM-only installation and asynchronously
for a full installation. This command can be rerun. If you do not provide some of the arguments, the
program prompts you for each piece of information that it needs.

When the addnode command is run for a CSM-only installation and it is completed successfully, the
cluster is ready for use. When the addnode command is run for a full installation, it initiates the installation
process and exits usually before the installation is completed.

Before running a full installation, set the node boot order to the following:
* Floppy

*« CD-ROM

* Network

» Hard disk

To install CSM only, addnode does the following:
1. Runs the definenode command to define the nodes in the cluster.
2. Runs installnode to do the following:
a. Performs an NFS mount of /tftpboot to each node by means of dsh.
b. Runs makenode from the mounted /tftpboot on each node by using dsh.

If you want to verify and perhaps change node definitions before you complete a CSM-only installation,
you need to run the underlying commands separately.

To do a full installation, addnode does the following:

1. Runs the definenode command to define the nodes in the cluster.
2. Runs the setupks command to set up Kickstart.

3. Runs installnode .

When the installnode command is run for a full installation, there are arguments for which addnode
provides the default values for a standard installation. If you need to customize these arguments,
instead of running addnode , you need to run the underlying commands separately.

Attributes matching the setupks command attributes can be specified on the command line by
attribute/value pairs in the form Attr=value. If the value is a string that contains spaces or other special
characters, the value must be enclosed in quotation marks. Valid attributes are:

¢ Netmask
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* Gateway
* Nameservers (a comma-separated list of nameserver host names or IP addresses)

See I'setupks Command” on page 74 for more information.

The addnode command generates the /etc/opt/csm/netfinity_power.config  file. A template file is shipped
in csm.server . See the /etc/opt/csm/netfinity_power.config.tmpl . This template file contains a default
user ID and password, which is supplied for the service processor when it is shipped from the factory. The
addnode command uses the default user ID and password from the template file to generate the user ID
and password for all of the nodes in the cluster. To change the password or user ID for a node from the
default, the file created from the template, netfinity_power.config , when addnode is run, must be edited
manually after addnode is run. Additional steps for changing these user IDs and passwords are supplied
in the 1 1

Notes:

1. You cannot redefine a node that is already defined. If you attempt to define a node that is already
defined by using the —n option, the addnode command fails and returns an error message stating that
the node is already defined. The command can be rerun and the defined node can be avoided when
the command is rerun. But, if a defined node is listed in the node definition file (nodedef), processing is
completed for the nodes that are undefined, and an error message is generated for the already defined
nodes.

Because nodes cannot be redefined, addnode can only be used for an initial installation, not an
update. To do an update the setupks command (for a full installation) and the installnode command
must be run again.

2. The addnode command does not add the host names to the nameserver or to the /etc/hosts file on
the management server. You must add the host name to the nameserver or to /etc/hosts manually
before addnode s run.

The addnode command creates ManagedNode objects based upon user input in the CSM database (in
the ManagedNode class) for each node and installs each node. See the Isnode man page for details
about the attributes that are added to the CSM database.

To change the attributes of a node, use the chnode command.

Options

—-c count
Specifies how many nodes to define. IP addresses are calculated for nodes beyond the IP
address for the starting node. The default is one.

—C ConsoleServers
Specifies the list of console server definitions. Multiple console server definitions are separated by
commas. To specify that there are no console servers, enter a null value as follows:

_C n n
Note: A blank space is required between the opening and closing double quotation marks.

Each entry is formatted as follows:
-C csname[:method:csnum:starting_portnum] [, ...]

where:

csname
Represents the host name or IP address of a console server.

method
Represents the console method. The default method is esp. Valid values for this field are
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esp, conserver, or none, or the field can be left blank. If the console server name field is
left blank (the -C option has a value of " "), then the value assumed for this field is none. If
the console server name field is not blank and this field is blank, the default value of esp is
assumed.

csnum Represents the console server number. The default is 1.

starting_portnum

Represents the starting console port number. The default is 0. If some ports have already
been defined for the console server, then a starting port number higher than 0 needs to be
used. The console port number is represented by a single hexadecimal character (0—f).
The number of ports available to each console server depends on the console method.

If the console method is the default esp, the program determines how many ports are
available. If you would like to know this information, type:

esptty -c

Otherwise, the default is 16. The port number is incremented up to the number of nodes to
be defined. Each node is assigned a specific port number and console server. All the ports
for a console server are assigned, and then the ports for the next console server are
assigned. The console servers are used in the order that they are specified with the -C
option.

If any of the port numbers for a console server are already in use by an existing ManagedNode or
PreManagedNode, the addnode command fails without defining any nodes.

—f nodedef
Represents the node definition file. This file contains the node list, the console_server definitions,
and the hardware control point definitions. A sample node definition file is supplied in
/opt/csm/install/nodedef.sample . This option cannot be used with any other option except —v
and Attr=value.

Writes the command’s usage statement to standard output.

-H HWControlPoints

Specifies the list of hardware control points and their associated service processors. Multiple
hardware control point definitions are separated by commas. To specify that there are no hardware
control points, enter a null value as follows:

Note: A blank space is required between the opening and closing double quotation marks.

Each hardware control point definition for a node is specified in the following format:
-H HWCtr1Pt[:method:service_processor_name][,... ]

HWCtrlPt

Represents a hardware control point by host name or IP address.

Represents the power method. Valid values are netfinity or none, or the field can be left
blank. If the hardware control point is listed and the hardware type is netfinity, the
default hardware type is netfinity. If the hardware control point field is not listed (the -H
option has a value of " ") or the hardware type is not netfinity, then the value assumed
for this field is "none".

service_processor_name

Represents the starting internal service processor (ISP) hame. A maximum of 10 service
processors are connected to each hardware control point. If a starting service processor
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name is not provided, the default is node01. There are two formats provided for the
service processor name. The first format is node nn, where nn is an integer from 01
through 10. A starting service processor higher than node01 needs to be used if some of
the service processors have already been defined for a hardware control point. The
second format is based on the short host name of each node and is specified by entering
the word hostname as the value for service processor_name.

Note: This changes the setting of the CSM database SvcProcName attribute name of the
ISP to the short host name of the node. To change the actual ISP name (text id) to
the short host name of the node, refer to the
Lintx Remote Contral Guide and Referencd. It is worthwhile to change the ISP to
the short host name, for example, if you want to track SNMP (Simple Network
Management Protocol) alerts. The ISP provides reporting mechanism support for
tracking SNMP alerts.

The service processor name can be incremented up to the number of nodes to be defined.
Each node is assigned to a specific service processor and hardware control point. All the
service processors attached to a hardware control point are assigned, and then the
service processors attached to the next hardware control point are assigned. The
hardware control points are used in the order that they are specified with the -H option.

If any of the hardware control points for a management service processor are already in use by an
existing ManagedNode or PreManagedNode, then the addnode command fails without defining
any nodes.

-m install_method
Specifies the installation method. There are two valid values, csmonly (to install just CSM) and
kickstart (to install the operating system and CSM). The default is csmonly .

—-n starting_node
Specifies the IP address or host name of the starting node. A list of nodes can be generated by
incrementing IP addresses up to the value specified by count . If a host name is specified, it is
converted to an IP address.

—p pkg_path
Specifies one or more directories, separated by colons (for example, pathl:path2:path3), that

contain copies of the Red Hat CD-ROMs. The default is /mnt/cdrom . This is passed to setupks .

-t HWType
Specifies the hardware type for all of the nodes to be defined. If the hardware type is set to
netfinity, then PowerMethod defaults to netfinity, provided the hardware control point is set.

-V Writes the command’s verbose messages to standard output.

-X Specifies to not copy Red Hat disks. This cannot be used with the -p option.

Examples
1. To be prompted for all the necessary information, type:
addnode

The program requests the required information from you.
2. To add one node to an existing cluster, type:

addnode -ncl75n11.ppd
3. To add 16 nodes to a new cluster, type:

addnode -nc1s02 -c16 -Hmgt03,mgt04 -CmgtOl -tnetfinity
4. To add four nodes to an existing cluster, type:

addnode -nc1s18 -c4 -Hmgt04::node®@7 -Cmgtn02 -tnetfinity
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5. To define five nodes and their associated hardware control points and console servers, with a
hardware type of netfinity, type:

addnode -ncTsn02 -c5 -Hmgtn03 -Cmgtn02 -tnetfinity

For a CSM-only install, output from the addnode command is similar to:

# addnode -nclsn05 -Hmgtn03::node®5 -Cmgtn02:::4 -mcsmonly -tnetfinity
definenode: Adding CSM Nodes:

definenode: Adding Node c1sn@5.ppd.pok.ibm.com(9.114.133.197)
installnode: Output log is being written to /var/log/csm/installnode.log
installnode: Nodes to full install via kickstart:

installnode: Nodes to CSM-Only install via dsh:
c1sn05.ppd.pok.ibm.com

installnode: Installing CSM-only on nodes:
c1sn05.ppd.pok.ibm.com

c1sn05.ppd.pok.ibm.com: umount: /tftpboot: not mounted

installnode: c1sn05.ppd.pok.ibm.com CSM-only install SUCCESSFUL!

installnode: Status of nodes after the install:

Node Status

c5bn02.ppd.pok.ibm.com Installed
c5bn03.ppd.pok.ibm.com Installed
c5bn04.ppd.pok.ibm.com Installed
c5bn05.ppd.pok.ibm.com Installed

installnode: Run /opt/csm/bin/monitorinstall to display install status

For a full install of CSM and Linux, output from the addnode command is similar to:

# addnode -n clsn06.ppd.pok.ibm.com -cl
Enter Tist of Hardware Control Points (press ENTER for none):
Format: hwctrlpt[:method:spname][,...]
mspname = Hardware Control Point hostname
or IP address.
Power method (default=netfinity)
Starting service processor name
or 'hostname' (default=node01)
Example: hwctrlptl::node06,hwctript2,hwctript3
Example: hwctrlptl::hostname,hwctript2::hostname
mgtn03: :node06
Enter Tist of Console Servers (press ENTER for none):
Format: csname[:method:csnum:port] [, ...]
csname = Console server name (hostname or IP address)
method = Console method (default=esp)
csnum = Console server number (default=1)
port = Starting console port number (default=0)
Example: csl:::4,cs2:conserver,cs3
mgtn02:::5
Enter Hardware Type (default = netfinity): netfinity
Enter Install Method (csmonly or kickstart, default = csmonly): kickstart
definenode: Adding CSM Nodes:
definenode: Adding Node c1sn06.ppd.pok.ibm.com(9.114.133.206)
setupks: Copying RedHat Images from /mnt/cdrom
setupks: Insert Red Hat Linux 7.1 disk 1.
Press Enter to continue
setupks: Insert Red Hat Linux 7.1 disk 2.
Press Enter to continue
8192+0 records in8192+0 records outmke2fs 1.19, 13-Jul-2000 for EXT2 FS 0.5b, 95
/08/098192+0 records in8192+0 records out 62.6%c1sn06.ppd.pok.ibm.com: 00:03:47:4d
:44:4a 9.114.133.206
installnode: Output log is being written to /var/log/csm/installnode.log
installnode: Nodes to full install via kickstart:
c1sn06.ppd.pok.ibm.com
installnode: Nodes to CSM-Only install via dsh:

method
spname

installnode: Rebooting Node for full install: clsn06.ppd.pok.ibm.com
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installnode: Status of nodes after the install:

Node Status
c1sn@2.ppd.pok.ibm.com Installed
c1sn03.ppd.pok.ibm.com Installed
c1sn@4.ppd.pok.ibm.com Installed
cTsn05.ppd.pok.ibm.com Installed
c1sn06.ppd.pok.ibm.com Rebooting to Install Node

installnode: Run /opt/csm/bin/monitorinstall to display install status

Files

/opt/csm/bin/addnode
Location of the addnode command.

/opt/csml/install/kscfg.tmpl
Location of the Kickstart configuration file template.

lopt/csm/install/firstboot.tmpl
Location of the first boot file template.

letc/opt/csm/netfinity _power.config.tmpl
Location of the template file that contains a default user ID and password, which is supplied for
the service processor when it is shipped from the factory. The addnode command uses the
default user ID and password from the template file to create user IDs and passwords for all the
nodes in the cluster. The addnode command generates the netfinity _power.config file to contain
these passwords.

letc/opt/csm/netfinity_power.config
Location of the service processor password file. To change the user ID and password for a node,
this file must be edited manually after addnode is run.

/opt/csm/install/nodedef.sample
Location of the sample node definition file.

See Also

* The definenode , installms , installnode , makenode , monitorinstall , rconsole , rpower , setupks
commands.

* The kscfg.tmpl file, netfinity_power.config file, netfinity_power.config.tmpl file, nodedef file

* The rmccli General Information file for information on attr=value syntax

« UBM Cluster Systems Management for | inux Planning and Installation Guide (am7LXstp.pdf)

« IBM Cluster Systems Management for | inux Remote Control Guide and Referenca (am7LXrem.pdf)

Author

Sean Safron - cluster@us.ibm.com
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cfm Command

Name

cfm - Starts the configure file manager process, which copies or provides links to all new or modified files
in the server’s file repository.

Synopsis
cfm [-h]

Description

The ¢fm command provides the major function of the configuration file manager application. The
configuration file manager (CFM) provides a directory or file system that contains all the files that are
shared among CFM managed nodes. The system administrator builds this directory to be the repository of
files or links to files of interest, in particular, configuration files. The repository is set up on the
management server, and an agent pulls changes to the files in the repository down to the managed nodes
in the cluster. For a specified configuration file, versions can be set up for all nodes, for particular types of
nodes, or for a specific host name.

Note: If symbolic links are used in the repository, the links and not the files that they point to are copied
over. Do not use symbolic links to distribute the actual configuration files themselves.

The ¢fm command is usually run on the managed node. A managed node can be instructed to pull new or
changed configuration files at boot time, when the files change, and when the administrator runs a
command (such as cforce ) on the managed node.

The top of the repository is /cfmroot . This directory should be considered to be equivalent to the root
directory (/) on the managed nodes (for example, /cfmroot/etc on the server equates to /etc on the
managed node). Files can be copied or linked, but copying allows you to do variable substitutions that are
not possible by linking.

To do variable substitution, the cfm command checks the files in the file repository of the server and
copies all new or modified files. When the variables %ip% and %hostname% are found in a configuration
file, the cfm command substitutes the IP address and host name of the managed node on which cfm is
running for these variables. See example W for an illustration of how this works.

In addition, cfm allows preprocessing and postprocessing; for example, to lock files that are being copied.
If a filename.pre or filename.post exists, before the configuration file is copied, the filename.pre script or
executable is run, and after the configuration file is copied, filename.post is run.

To copy variations of the same file for different nodes, CFM uses the concept of groups as defined by the
CSM nodegrp command. To associate a file with a specific group, add a ._ GroupName extension to the
file name. For example, inetd.conf._aixbin copies files only to nodes in the aixbin group. To see a list of
all the defined node groups in the cluster, type:

nodegrp -1

Check cfengine.log for reports of any problems during set up or during file synchronization. This log
contains both the standard error and the standard output messages from cfengine. It is currently located in
Ivar/log/cfengine.log . The entries include all files changed on the local node in user-readable format.
Because the log is not circular, but rather is appended upon each run of cfm, the administrator needs to
prune the log entries periodically according to the system policy for that installation.

The cfm command uses the file copy capability of the cfengine GNU tool.
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Notes:

1. Normally cfm is not issued at the command line; rather it is called by the internal cfd mechanism on a
regular basis (similar to a cron job). The cfm command can also be called by the cforce command. In
addition, a predefined condition (CFMRootModeTimeChanged) can be set up and associated with
cforce as a response action. This forces file synchronization to occur if one or more files change on
the management server. (See the example section.)

2. cfm is sensitive to time differences between the management server and the client nodes. It is the
administrator’s responsibility to ensure that time is kept in synchronization by means of ntp or another
suitable method.

3. cfm queries node group definitions during processing on each node. This implies that the mgmtsvr
setting on each node must be set correctly and that the RMC ACL file on the management server node
must give access to each node. These are normally set up by CSM automatically. To ensure that the
proper permissions are in place, run the following command on each node:
nodegrp -1
If you can see the defined node groups, then CFM is able to process node group extensions to file
names correctly.

Options

-h Writes the command’s usage statement to standard output.

Examples

1. To run the configuration file manager on the current managed node, type:
cfm

2. To copy a file into /cfmroot from /etc, keeping the same permissions, ownership, modification, and
access times, type:
cp -p /etc/inetd.conf /cfmroot/etc/inetd.conf
The output is similar to:

/cfmroot/etc/inetd.conf
/cfmroot/usr/home/fred/tune.cnf
/cfmroot/etc/hosts
The output on the managed node system after the cfm command distributes the files from the server
is similar to:
/etc/inetd.conf
/usr/home/fred/tune.cnf
/etc/hosts
3. To use variable substitution in order to add the node with an IP address of 192.168.100.2 and a host

name of lister to the /etc/hosts file, add the %ip% and %hostname% variables to the
/cfmroot/etc/hosts  file as follows:

192.168.100.4 clifford
192.168.100.5 snowy
192.168.100.6 nsl
192.168.100.20 streika
192.168.100.21 bars
192.168.100.22 lisichka
%1p% %hostname%

On the managed node, this resolves to:

192.168.100.4 clifford
192.168.100.5 snowy
192.168.100.6 nsl
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192.168.100.20 streika
192.168.100.21 bars
192.168.100.22 Tisichka
192.168.100.2 Tlister

4. To force file synchronization to occur if one or more files change on the management server by using
the monitoring application, type:

startcondresp CFMRootModTimeChanged Cforce

Diagnostics
All standard error output is displayed and also recorded in the log file.

Files
These files should not be modified:

lusr/local/sbin/cfengine
Location of the cfengine program

letc/opt/csm/cf.copy
Location of the cfengine script for copying files from the server repository to the local cache.

letc/opt/csm/cf.copylocal
Location of the cfengine script for copying files from the local cache to the final destination.

/etc/opt/csm/cf.main
Location of the generic cfengine configuration file that contains items such as the cfengine server.
It also serves as the security file for the managed node; for example, it lists the servers that the
managed node can access.

letc/opt/csm/cfd.conf
Location of the configuration file for the cfd daemon portion of cfengine. This file serves as the
resident security file for the server and determines the nodes that can access this server.

/etc/opt/csm/cfengine.conf
Location of the primary configuration file for cfm. It handles the copying of files from the server
repository to a local cache.

letc/opt/csm/cfengine.conf.local
Location of the secondary configuration file for cfm. It handles the copying of files from the local
cache to the final destination.

Ivar/log/cfengine.log
Location of the cfengine log file.

See Also
The cfengine , cforce , nodegrp commands.

BM Cluster Systems Management for Linux Administration Guide for information on the RMC ACL file and

predefined conditions and responses.

Author

Christopher Hawkinson- cluster@us.ibm.com
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cforce Command

Name
cforce - Forces the cfm managed node to be run on a specific system for file synchronization.

Synopsis
cforce [-h] [hos{]

Description

The cforce command is run on the management server and causes all the nodes to pull down any new
configuration files from the management server. The cforce can optionally cause cfm to be run on a
single node when the optional parameter host_name is specified.

host  Specifies the node on which to run cfm.

Options

-h Writes the command’s usage statement to standard output.

Examples
1. To force cfm to run on all nodes, enter:

cforce

2. To run cfm on one particular managed node, in this case, a node with the host name of puppy , enter:

cforce puppy

Files

letc/opt/csm/cfd.conf Location of the configuration file for the cfd daemon portion of cfengine.

See Also
The cfengine , cfm commands.

Author

Christopher Hawkinson - cluster@us.ibm.com
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chnode Command

Name
chnode - Changes a node definition in the IBM Cluster Systems Management for Linux (CSM) database.

Synopsis

chnode [-h] [-P] [-V] {host | —w selectstr} Attr=value [Attr=value ...]

Description

The chnode command changes a managed node definition in the CSM database by setting one or more
attribute values. Attribute values can be set in the database for this node definition by specifying
attribute/value pairs on the command line in the form Attr=value. If the value is a string that contains
spaces or other special characters, the value must be enclosed in quotation marks. The host parameter
can be specified by host name or by IP address. If -w selectstr is specified, chnode uses that string in the
"where” part of an SQL select statement against the database of nodes and changes the nodes that are
matched.

The chnode command can be run on any node, including the management server, to change a node
definition in the IBM Cluster Systems Management for Linux database on the management server.

Options
-h Writes the command’s usage statement to standard output.
-P Changes nodes in the PreManagedNode table/class. (Normally, nodes are changed in the

managedNode table/class.)
-V Writes the command’s verbose messages to standard output.

-W selectstr
Changes the nodes that match the "where” part of the select string. It is easiest to put the whole
string in double quotation marks, especially if you need to put attribute values in single quotation
marks (when they are strings). As a convenience, "*" means all nodes, as if a "where"” string were
not specified. If whichdb is set to rmc, then the syntax for the select string is described in the

section "Using Expressions” in the ILBM.CLLLSL&LS;&ELUS.M&Q&Q&LH&QL&LLLMX.AMLS&&M
Guidd. If whichdb is set to file, then normal SQL syntax is used.

Exit Status

1 An invalid combination of options and arguments has been entered.
12 Node not found.

51 Badly formed select string. This error is returned from the DBI layer.

When an error is detected in the DBI layer, the return code of the DBI layer is used as the exit
status. When RMC is used as the DBI layer, the exit status of the RMC command is returned as
the exit status. The DBI (DataBaselnterface) is a perl interface to databases that is similar in
purpose to ODBC. DBI drivers (DBDs) are available for many kinds of databases.

Examples

1. To change the operating-system version for websvr in the CSM database, type:
chnode websvr OSversion='7.1"

Files
/opt/csm/bin/chnode Location of the chnode command

12 CSM Technical Reference



See Also
The createnode , Isnode , nodegrp , rmnode , whichdb commands.

The rmccli General Information file for information on attr=value syntax.

IBM Cluster Systems Management for Linux Administration Guidd for information on selection string

syntax.

Author

Bruce Potter - cluster@us.ibm.com
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chsensor Command

Name
chsensor - Changes attributes of an RMC sensor.

Synopsis

chsensor [-h][ -V | V] [-n nodelisf] Name [Attr=value [Attr=value...]|

Description

The chsensor command changes one or more attributes of the sensor identified by Name. Currently, the
only attribute that can be changed after the definition of the sensor is its Name; for example, the
Refreshlinterval attribute cannot be changed. If the value is a string that contains spaces or other special
characters, the value must be enclosed in quotation marks. This command returns the error messages and
exit status of the underlying chrsrc RMC command.

The chsensor command runs on any node, including the management server, and normally operates on
the local node where it is run unless CT_CONTACT is set.

See the mksensor command for a more complete explanation of RMC sensors.

Options
-h Writes the command’s usage statement to standard output.

—-n nodelist
When in high-availability (HA) cluster mode, this option specifies the node numbers for the nodes
on which this sensor is to be changed. To change the sensor on the local node only, set the
CT_LOCAL_SCOPE environment variable to one before running this command. This option is not
necessary when not in HA cluster mode.

-V Writes the command’s verbose messages to standard output. This option can be entered either
uppercase or lowercase.

-V Writes the command’s verbose messages to standard output. This option can be entered either
uppercase or lowercase.

Environment

CT_CONTACT
When the CT_CONTACT environment variable is set to a host name or IP address, the command
contacts the Resource Monitoring and Control (RMC) daemon on the specified host. If the
environment variable is not set, the command contacts the RMC daemon on the local system
where the command is being run. The resource class or resources that are displayed or modified
by the command are located on the system to which the connection is established.

Exit Status

Command has run successfully.
Error occurred with RMC.

Error occurred with CLI script.
Incorrect flag on command line.

Incorrect parameter on command line.

g A W N P O

Error occurred with RMC that was based on faulty command line input.
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6 No resources found.

Security

The user needs write permission for the IBM.Sensor resource class in order to run chsensor . Permissions
are specified in the access control list (ACL) file on the contacted system. See "Security Considerations”

in the IBM Cluster Systems Management for Linux Administration Guidg for details on the ACL file and

how to modify it.

Examples

1. To change the name of the NumLogins sensor to Numlog, type:
chsensor NumLogins Name=NumLog

Files

/opt/csm/bin/chsensor Location of the chsensor command.

See Also
The chrsrc , Issensor , mksensor , rmsensor commands.

The rmccli General Information file for information on attr=value syntax.

The IBM Cluster Systems Management for | inux Administration Guide for information on the ACL

authorization file and on selection string syntax.

Author

Bruce Potter - cluster@us.ibm.com
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createnode Command

Name

createnode - Creates a node definition in the IBM Cluster Systems Management for Linux (CSM)
database.

Synopsis

createnode [-h] [-M] [ —Vv] host [ Attr=value [ Attr=value ...]]

Description

This command is normally not run from the command line. Instead createnode is called as part of the
automated installation process. This command is run on the management server.

The createnode command adds a managed-node definition to the CSM database as an additional node to
be managed by this management server. The Hostname attribute in the database is set by looking up the
primary DNS host name of the specified host. The host parameter can be specified by host name or by IP
address.

Additional attributes can be set in the database for this node definition by specifying attribute/value pairs
on the command line in the form Attr=value. If the value is a string that contains spaces or other special
characters, the value must be enclosed in quotation marks.

Attribute values can be changed later with the chnode command.

Options
-h Writes the command’s usage statement to standard output.

-M Adds this node to the ManagedNode table/class. Normally, the node is added to the
PreManagedNode class and moved to the ManagedNode class later when the CSM installation
code has set up the node.

-V Writes the command’s verbose messages to standard output.

Exit Status

1 An invalid combination of options and arguments has been entered.
12 Node already exists.

51 Badly formed select string. This error is returned from the DBI layer.

When an error is detected in the DBI layer, the return code of the DBI layer is used as the exit
status. When the Resource Monitoring and Control subsystem (RMC) is used as the DBI layer, the
exit status of the RMC command is returned as the exit status. The DBI (DataBaselnterface) is a
perl interface to databases that is similar in purpose to ODBC. DBI drivers (DBDs) are available
for many kinds of databases.

Examples

1. To create a node websvr in the CSM database, type:
createnode websvr HWtype='netfinity'

Files

/opt/csm/bin/createnode Location of the createnode command.
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See Also
The chnode , Isnode , nodegrp , rmnode , whichdb commands.

The rmccli General Information  file for information on attr=value syntax.

Author

Bruce Potter - cluster@us.ibm.com
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dcem Command

Name

dcem - Provides a graphical user interface (GUI) that allows you to run a command or script on multiple
distributed nodes on a network at the same time.

Synopsis
dcem [-h | ——help] [-V | ——version ] [-v | ——verbose ] [-N | ——group [group,group,group,...]] [-n |
——hosts [host_name,host_name,host_name,...]] [command_specification _name]

Description

Distributed Command Execution Manager (DCEM) provides a GUI that allows you to run a command or
script on multiple distributed machines on a network at the same time. You can specify a collection of
individual nodes, or you can create groups of nodes and save them to use again. DCEM provides
real-time command execution status on the individual nodes that you specify, showing them in a waiting,
working, successful, or failed state. It helps you to create, save, and edit command specifications, and it
also creates a log of all distributed command activity. DCEM provides the capability of saving command
specifications as PERL scripts. These saved command specifications can be executed at the command
line. The command specifications are saved under the user’'s home directory /home/dcem/scripts .

The command_specification_name parameter initializes the input fields with the specified command. This
is the name that is used when the command is saved in the DCEM GUI.

For the first release, the dsh command provides the underlying function.

Options

—h | ——help
Writes the command’s usage message to standard output.

-V | ——version
Writes version information to standard output.

-v | ——verbose
Runs in debug mode and writes the command’s verbose messages to standard output.

-N | ——groups [ group, group,group,...]
Specifies the name of a group of hosts displayed in the Groups of hosts field in the DCEM
dialog. If you use this option with the command specification name, the host names and groups
that were saved with the command are ignored.

—-n | ——hosts [ host_name,host_name,host_name,...]
Specifies the name of the hosts displayed in the Host names field of the DCEM dialog. If you use
this option with the command specification name, the host names and groups that were saved with
the command are ignored.

Examples

The following are examples for specifying hosts and groups together with the
command_specification_name parameter on the command line. Assume the myCommand command was
saved with the following host names: h1, h2, h3 and groups of hosts: g1, g2, g3.

1. To run DCEM, type:
dcem

2. To initialize the input fields with specified command name and groups, type:
dcem --groups g4,g5 myCommand
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This results in the following output in the following GUI fields:

Host names: {empty}
Groups of hosts: g4,g5

3. To initialize the input fields with specified command name, groups, and hosts, type:
dcem --groups g4,g5 --hosts h4 myCommand

This results in the following output in the following GUI fields:

Host names: h4
Groups of hosts: g4,g5

4. To display the version of DCEM that is running, type:
dcem -V

Files

/home/dcem/scripts/ script_filename.pl
Location of the DCEM command specification scripts

/home/dceml/logs/ log _filename
Location of DCEM log files

See Also
The dsh command

Author

Sandy Amin - cluster@us.ibm.com
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definenode Command

Name
definenode - Defines the nodes in a cluster.

Synopsis

definenode [-h]
definenode [-v] —f nodedef

definenode [-Vv] [-m install_method] [-n starting_node] [-c counf] [-H HWControlPoints | [-C
ConsoleServers | [-t HWtype ] [-m install_method)]

Description

The definenode command runs on the management server and defines all the nodes in the cluster.
Before running this command, you must run the installms command to install the cluster management
server. This command can be rerun but cannot redefine nodes that are already defined. It does not
actually install the nodes. The node installation is done by the installnode command.

Note that the addnode command runs the definenode , setupks , and installnode commands
automatically.

If you do not provide some of the arguments, the program prompts you for each piece of information that it
needs.

The definenode command generates the /etc/opt/csm/netfinity_power.config file. A template file is
shipped in csm.server . See the /etc/opt/csm/netfinity _power.config.tmpl file This template file contains
a default user ID and password, which is supplied for the service processor when it is shipped from the
factory. The definenode command uses the default user ID and password from the template file to
generate the user ID and password for all of the nodes in the cluster. To change the password or user ID
for a node from the default, the file created from the template when definenode is run,
netfinity_power.config , must be edited manually after definenode is run. Additional steps for changing

these user IDs and passwords are supplied in IBM Cluster Systems Management for | inux Remotd
Control Guide and Referencad.

Notes:

1. You cannot redefine a node that is already defined. If you attempt to define a node that is already
defined by using the —n option, the definenode command fails and returns an error message stating
that the node is already defined. The command can be rerun and the defined node can be avoided
when the command is rerun. But, if a defined node is listed in a nodedef file, processing is completed
for the nodes that are undefined, and an error message is generated for the already defined nodes.

2. The definenode command does not add the host names to the nameserver or to the /etc/hosts file on
the management server. You must add the host name to the nameserver or to /etc/hosts manually
before definenode is run.

The definenode command creates PreManagedNode objects based upon user input in the CSM database
(in the PreManagedNode class) for each node. To see the PreManagedNode objects, type:

1snode -P
See the Isnode man page for details about the attributes that are added to the CSM database.

You can list the attributes of a premanaged node by typing:
1snode -AP1 nodename
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You can change the attributes of a defined node by using the chnode command.

Options

-c count
Specifies how many nodes to define. IP addresses are calculated for nodes beyond the IP
address for the starting node. The default is one.

—-C ConsoleServers
Specifies the list of console server definitions. Multiple console server definitions are separated by
commas. To specify that there are no console servers, enter a null value as follows:

_C n n
Note: A blank space is required between the opening and closing double quotation marks.

Each entry is formatted as follows:
-C csname[:method:csnum:starting_portnum] [, ...]

where:

csname
Represents the host name or IP address of a console server.

method
Represents the console method. The default method is esp. Valid values for this field are
"esp", "conserver", or "none", or the field can be left blank. If the console server name
field is left blank (the -C option has a value of " "), then the value assumed for this field is
"none". If the console server name field is not blank and this field is blank, the default
value of "esp" is assumed.

csnum Represents the console server number. The default is 1.

starting_portnum
Represents the starting console port number. The default is 0. If some ports have already
been defined for the console server, then a starting port number higher than 0 needs to be
used. The console port number is represented by a single hexadecimal character (0—f).
The number of ports available to each console server depends on the console method.

If the console method is the default esp, the program determines how many ports are
available. If you would like to know this information, type:

esptty -c

Otherwise, the default is 16. The port number is incremented up to the number of nodes to
be defined. Each node is assigned a specific port number and console server. All the ports
for a console server are assigned, and then the ports for the next console server are
assigned. The console servers are used in the order that they are specified with the -C
option.

If any of the port numbers for a console server are already in use by an existing ManagedNode or
PreManagedNode, the addnode command fails without defining any nodes.

For more details on console servers, hardware control points, and service processors, see lau

—f nodedef
Represents the node definition file. This file contains the list of node names, the console server
definitions, and the hardware control point definitions. A sample node definition file is supplied in
/opt/csm/install/nodedef.sample . This option cannot be used with any other option except -v.
See the nodedef man page for more information.
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-h Writes the command’s usage statement to standard output.

-H HW(ControlPoints
Specifies the list of hardware control points and their associated service processors. Multiple
hardware control point definitions are separated by commas. To specify that there are no hardware
control points, enter a null value as follows:

_H non
Note: A blank space is required between the opening and closing double quotation marks.

Each hardware control point definition for a node is specified in the following format:
-H HWCtr1Pt[:method:service_processor_name][,... ]

where:

HWCtrlPt
Represents a hardware control point by host name or IP address.

method
Represents the power method. Valid values are netfinity or none, or the field can be left
blank. If the hardware control point is listed and the hardware type is netfinity, then the
default is netfinity. If the hardware control point field is not listed (the -H optionhas a
value of " ") or the hardware type is not netfinity, then the default for this field is none.

service_processor_name
Represents the starting internal service processor (ISP) name. A maximum of 10 service
processors are connected to each hardware control point. If a starting service processor
name is not provided, the default is node01. There are two formats provided for the
service processor name. The first format is node nn, where nn is an integer from 01
through 10. A starting service processor higher than node01 needs to be used if some of
the service processors have already been defined for a hardware control point. The
second format is based on the short host name of each node and is specified by entering
the word hostname as the value for service processor _name.

Note: This changes the setting of the CSM database SvcProcName attribute name of the
ISP to the short host name of the node. To change the actual ISP name to the
short host name of the node, refer to the lIBM Cluster Systems Management fof
Linux Remote Control Guide and Referencd. It is worthwhile to change the ISP to
the short host name, for example, if you want to track SNMP (Simple Network
Management Protocol) alerts. The ISP provides reporting mechanism support for
tracking SNMP alerts.

The service processor name can be incremented up to the number of nodes to be defined.
Each node is assigned to a specific service processor and hardware control point. All the
service processors attached to a hardware control point are assigned, and then the
service processors attached to the next hardware control point are assigned. The
hardware control points are used in the order that they are specified with the -H option

If any of the hardware control points for a management service processor are already in use by an
existing ManagedNode or PreManagedNode, then the definenode command fails without defining
any nodes.

-m install_method
Specifies the installation method. There are two valid values, csmonly (to install just CSM) and
kickstart (to install the operating system and CSM). The default is csmonly .
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—-n starting_node
Specifies the IP address or host name for the first node to be added. A list of nodes is generated
by incrementing IP addresses up to the value specified by count . If a host name is specified, it is
converted to an IP address.

-t HWType
Specifies the hardware type for all of the nodes to be defined. If the hardware type is set to
netfinity, then PowerMethod default to netfinity, provided the hardware control point is set.

-V Writes the command’s verbose messages to standard output.

Examples

1. To be prompted for all the necessary information, type:
definenode

The program requests the required information from you.

2. To use a node definition file to specify the nodes to be defined, type:
definenode -f nodedef

3. To add one node for CSM only installation to an existing cluster, type:
definenode -nclsn36

4. To add 16 nodes for CSM only installation to a new cluster, type:
definenode -nclsn02 -cl6 -Hmgt03,mgt04 -Cmgt0l -tnetfinity

5. To add four nodes for CSM only installation to an existing cluster, type:
definenode -nclsnl8 -c4 -Hmgt04::node@7 -Cmgt02 -tnetfinity

6. To define five nodes for a full installation and their associated hardware control points and console
servers, with a hardware type of netfinity, type:
definenode -nclsn@2 -c5 -Hmgtn03 -Cmgtn02 -tnetfinity -mkickstart

definenode: Adding CSM Nodes:

definenode: Adding Node c1sn02.ppd.pok.ibm.com(9.114.133.197)
definenode: Adding Node c1sn03.ppd.pok.ibm.com(9.114.133.198)
definenode: Adding Node c1sn04.ppd.pok.ibm.com(9.114.133.199)
definenode: Adding Node c1sn@5.ppd.pok.ibm.com(9.114.133.200)
definenode: Adding Node c1sn@6.ppd.pok.ibm.com(9.114.133.201)

Files
/opt/csm/bin/definenode Location of the definenode command.

letc/opt/csm/netfinity_power.config.tmpl
Location of the template file that contains a default user ID and password,
which is supplied for the service processor when it is shipped from the
factory. The definenode command uses the default userid and password
from the template file to create user IDs and passwords for all the nodes
in the cluster. The definenode command generates the
netfinity_power.config  file to contain these passwords.

letc/opt/csm/netfinity_power.config
Location of the service processor password file. To change the user ID
and password for a node, this file must be edited manually after
definenode is run.

/opt/csm/install/nodedef.sample
Location of the sample node definition file.
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See Also
* The addnode , chnode , createnode , installms , installnode , makenode , rpower commands.
» The netfinity_power.config file, netfinity_power.config.tmpl  template, nodedef file

« [BM Cluster Systems Management for Linux Planning and Installation Guidd (am7LXstp.pdf), [BA
\Cluster Systems Management for inux Remate Control Guide and Referencé (am7LXrem.pdf)

Author

Sean Safron - cluster@us.ibm.com
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dmsctrl Command

Name
dmsctrl - Displays or changes certain parameters that affect the distributed management server of CSM.

Synopsis

dmsctrl [-h] [-Vv] [-t HostResponseTimeout] [-i Fpingintervall [-p PowerStatusintervall

Description

The dmsctrl command, which is run on the management server, allows you to manipulate the parameters
that CSM uses in the distributed management server. Specifically, parameters can be set or queried that
affect the way fping is periodically run and how often the power status of each node is queried. The fping
tool is an open source tool that pings a set of nodes in parallel. The ping packets are sent to all the nodes
at the same time, and then the tool waits for all the responses. CSM runs fping at a specified interval to
determine the network status of all the nodes in the CSM cluster. The latest status of each node is cached
and made available by means of the Isnode -p command.

The power status is queried by the rpower command. The results are cached and made available by
means of the command:

1snode -a PowerStatus

One or more of the parameters can be set using the optionsthat follow. If no option is specified, the value
of all parameters is displayed.

Options
-h Writes the command’s usage statement to standard output.

-V Writes the command’s verbose messages to standard output, including messages from the DBI
layer.

—i Fpinginterval
Specifies the length of time (in milliseconds) between fping invocations. All nodes are ping ed in

one fping invocation. This value should be at least twice the HostResponseTimeout. The default is
5000ms or 5 seconds.

—-p PowerStatusinterval
Specifies the length of time (in minutes) between queries of the power status. The default is 5
minutes.

-t HostResponseTimeout
Specifies the length of time (in milliseconds) that fping waits for a return packet before assuming
that a node is not responding. The default is 500ms.

Examples

1. To change the ping interval to .25 second and change the timeout interval to 3 seconds, type:
dmsctrl -i 250 -t 3000

2. To change the power query interval to 3 minutes, type:
dmsctrl -p 3

3. To show the values currently set for the ping interval and for the timeout, type:
dmsctrl
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Files

/opt/csm/bin/dmsctrl Location of the dmsctrl command.

See Also
The fping , Isnode , rpower commands.

Author

Bruce Potter - cluster@us.ibm.com
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dsh Command

Name
dsh - Concurrently issues remote shell commands to multiple hosts and formats results.

Synopsis
dsh —q

dsh [ -h][-a] [-B | =P ] [-c] [-1 ] [-m] [-V] [-Zz] [-] login_name] [-n host[,host...]| [-N
node_group[,node_group...]| [-w {host[,host...] | — }] [-0 "remote_shell_options"] [-r remote_shell_path] [-f
fanout _value | —s] [command]

Description

The dsh command runs on the management server but can be run from any node as long as security is
set up to allow the node to run commands on other nodes. The dsh command invokes commands on a
set of Linux nodes concurrently. It issues a Linux remote shell command concurrently for each node that is
specified and returns the output from all the nodes, formatted so that command results from all the nodes
can be managed. /bin/rsh is the model for syntax and security. It is assumed that the remote login shell of
the user of dsh is the bash shell.

The set of nodes to which the commands are sent can be determined in two ways:

The first way is called the node list . The node list is obtained from the first existence of one of the
following:

1. Alist of host names is specified on the command line when the -n option is used. A list of node groups
is specified on the command line when the -N option is used.

2. The contents of a file named by the DSH_LIST environment variable. The node-list file format is one
host name per line. Blank lines and comment lines beginning with # are ignored.

This is the preferred manner.

The second way is called the working collective . The working collective is obtained from the first
existence of one of the following:

1. Alist of host names is specified on the command line when the -w option is used. A list of node groups
is specified on the command line when the -N option is used.

2. The contents of a file named by the WCOLL environment variable. The working collective file format is
one host name per line. Blank lines and comment lines beginning with # are ignored.

If neither a node list nor a working collective exists when this approach is used, an error has occurred, and
no commands are issued.

If nodes are specified in more than one way, only the highest priority specification is used, as follows:

1. -n option

2. -w option
3. DSH_LIST
4. WCOLL

If the command parameter is not specified, dsh reads lines from the command line or standard input and
issues each input as a command on each host in the node list or working collective. The commands use
the syntax of the remote shell command.

To exit the dsh command line mode, type exit or press Enter at the dsh prompt.
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When commands are resolved on the remote node, the path used is determined by the DSH_PATH
environment variable specified by the user. If DSH_PATH is not set, the path used is the remote shell
default path, /usr/ucb:/bin:/usr/bin . (For example, to set DSH_PATH to the path set on the source node,
use DSH_PATH=$PATH).

The maximum number of concurrent remote shell commands can be specified with the fanout (-f) option or
by means of the DSH_FANOUT environment variable. If desired, sequential invocation can be obtained by
specifying a fanout value of 1. The fanout is kept at the fanout number that is specified. When one
command is completed on a node, another command is started. If fanout is not specified by the
DSH_FANOUT environment variable or by the -f option, then a default fanout of 64 is used. Each remote
shell command that dsh runs requires a reserved TCP/IP port, and only 512 such ports are available per
node.

If the streaming mode is specified by the -s option instead of the fanout mode, then output is returned

from each node as the command is completed on that node rather than waiting for the command to be
completed on all nodes before the results are returned. This can improve performance but causes the

output to be unsorted.

Exit values for the remote shell commands are displayed in messages from the dsh command if the exit
values are nonzero. A nonzero return code from a remote shell indicates that the remote shell has failed.
This has nothing to do with the exit code of the remotely issued command. If a remote shell fails, that
node is removed from the current node list. Use the -z option to obtain the return code from the last
command issued on the remote node.

The dsh exit value is O if no errors occurred in the dsh command and all remote shell commands finished
with exit codes of 0. If internal errors occur or the remote shell commands fail, the dsh exit value is
greater than 0. The exit value is increased by 1 for each remote shell failure.

No particular error recovery for command failure on remote hosts is provided. The application or user can
examine the command results in the standard error and standard output of the dsh command and take
appropriate action.

The dsh command waits until results are in for each command for all hosts and displays those results
before reading more input commands. This is true only if the —s option is not specified on the dsh
command line.

The dsh command does not work with interactive commands, including those read from standard input.

The dsh command output consists of the output (standard error and standard output) of the remotely
issued commands. The dsh standard output is the standard output of the remote shell command. The dsh
standard error is the standard error of the remote shell command. Each line is prefixed with the host hame
of the node which produced the output. The host name is followed by ":" and a line of the command
output.

For example: a command was issued to a node list of hostl, host2, and host3. When the command was
issued on each of the hosts, the following lines were written by the remote commands:

For hostl stdout:
hloutl
hlout?2

For host2 stdout:
h2outl
h2out?2

For host3 stdout:
h3outl

For host3 stderr:
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h3errl
h3err2

dsh stdout will be
hostl: hloutl
hostl: hlout?2
host2: h2outl
host2: h2out2
host3: h3outl

dsh stderr will be
host3: h3errl
host3: h3err2

A filter to display identical outputs grouped by node is provided separately. See the dshbak command.

If a node is detected as down (for example, a remote shell command issues a nonzero return code),
subsequent commands are not sent to this node on this invocation of dsh unless the -c option is specified.

An exclamation point (!) at the beginning of a command line causes the command to be passed directly to
the local host in the current environment. The command is not sent to the node list.

Signal 2 (INT), Signal 3 (QUIT), and Signal 15 (TERM) are propagated to the remote commands.

Signal 19 (CONT), Signal 17 (STOP), and Signal 18 (TSTP) are defaulted. This means that the dsh
command responds normally to these signals, but the signals do not have an effect on the remotely
running commands. Other signals are caught by dsh and have their default effects on the dsh command.
In the case of these other signals, all current child processes, and, by means of propagation, their
remotely running commands, are terminated (SIGTERM).

Note: The DSH_REMOTE_CMD environment variable can be used to specify a remote shell other than
the default, for example, a remote secure shell that conforms to the IETF (Internet Engineering Task
Force) Secure Shell protocol. Be aware, however of the following limitations:

1. The dsh itself has no security configuration or obligations. All security issues are related to the
remote execution environment enabled by the user and the security configuration level that the
user has implemented. For example, if the remote shell requires public keys, it is the
responsibility of the user to implement this.

2. Use the fully qualified host name when you define a node for the remote shell. If the remote
shell requires a list of nodes in its configuration, then the nodes must be defined by their fully
qualified host names. This allows the dsh command to recognize the node. You can also use
an alias to define a node. Aliases are permitted provided the fully qualified host name is also
provided.

command Specifies a command to invoke on the node list. It is passed to remote shell. This
command is specified by using the remote shell command syntax.

Options
-a Adds all nodes defined to IBM Cluster Systems Management for Linux (CSM) to the node list.
-B Allows nodes specified by the —a, —n, and —N options to be in both the PreManagedNode

table/class and the ManagedNode table/class. This option cannot be used with the —P option. If no
options are specified, nodes are selected by default from the ManagedNode table/class only.

—-C Specifies that commands that failed continue to be sent to the remote nodes for execution.

—f fanout_value
Specifies a fanout value. The default value is 64. It indicates the maximum number of concurrent
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remote shell commands to issue. Sequential execution can be specified by indicating a fanout
value of 1. The fanout value is taken from the DSH_FANOUT environment variable if the -f option
is not specified.

-h Writes the command’s usage statement to standard out.

=i Informs the user that a node is not responding and prompts the user as to whether the node
should be included in the node list.

-l login_name
Specifies a remote user name under which to invoke the commands. If -l is not used, the remote
user name is the same as the local user name. Use this option as you would with the remote shell
command.

-m Prints the results of monitoring for each node in the form of the starting and completion messages
for each node.

—-n {host[,host...] | = }
Specifies a list of host names, separated by commas, to include in the node list. If "-" is specified,
you enter standard input mode. You know that you are in standard input mode because a new line
is provided that has no dsh prompt. Enter the host names a line at a time. When you are finished,
press <Ctrl+d> to exit standard input mode and return to the dsh prompt. If -n - is used,
commands cannot be read from standard input.

Note: Duplicate host names are included only once in the node list.

-N node_group[,node_group...]
Resolves one or more CSM-specified node groups, separated by commas, and adds the nodes to
the node list or working collective.

-0 "remote_shell_options”
Forwards options for the remote shell. The information within the quotation marks is forwarded and
included in the remote shell.

-P Allows nodes to be specified from the PreManagedNode table/class only. This option cannot be
used with the =B option. If no options are specified, nodes are selected by default from the
ManagedNode table/class only.

-q Displays the current environment variable settings. For example, the list of nodes in the current
node list or working collective file and the value of the DSH_FANOUT environment variable are
displayed.

Note: This option must exist on the dsh command line alone. It cannot be used in conjunction
with any other dsh option or with the command argument.

—-r remote_shell_path
Provides the full path of the remote shell that is used to access the remote systems. The default
remote shell is rsh.

-s Specifies output in streaming mode. The output is unsorted, but performance is likely to improve,
and memory utilization is reduced.

-V Verifies a node before adding it to the node list. If a node is not responding, it is not included in
the node list. If the /opt/csm/bin/lsnode command is installed, then it can be used to check the
ping status of the node. If Isnode is not installed or if the status returned is not zero, then the
command /bin/ping can be used to check the node. The /bin/ping command takes 10 seconds to
check the node that is not responding, rather than the minute typically taken for the remote shell
command to time out.

-w { host[,host...] | = }
Specifies a list of host names, separated by commas, to include in the working collective. If "-" is
specified, you enter standard input mode. You know that you are in standard input mode because
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a new line is provided that has no dsh prompt. Enter the host names a line at a time. When you
are finished, press <Ctrl+d> to exit standard input mode and return to the dsh prompt. If -w - is
used, commands cannot be read from standard input.

Note: Duplicate host names are included only once in the working collective.

-z Prints the return code of the last command that was run remotely. The return code is appended at
the end of the output for each node.

Environment

DSH_PATH
Sets the path that is used on the remote nodes. If DSH_PATH is not set, the default path for the
remote shell is used. For example, DSH_PATH=$PATH sets the path on the remote node to the
same path that is used on the source node.

DSH_REMOTE_CMD
Specifies the remote shell to use instead of the default.

DSH_REMOTE_OPTS
Includes the options specified in the remote command when the command is forwarded to the
remote nodes

DSH_FANOUT
Sets the maximum number of concurrent remote shell commands. This can also be set by the —f
option.

DSH_LIST
Specifies a file that contains definitions of the set of nodes that comprise the node list.

WCOLL
Specifies a file that contains definitions of the set of nodes that comprise the working collective

Security

Security considerations are the same as for the remote shell command.

Examples

1. To issue the ps command on each host listed in the dshhosts file, enter:
DSH_LIST=./dshhosts dsh ps

2. To list the current node list file as specified by the DSH_LIST environment variable, enter:
dsh -q

3. To set the node list to three nodes and start reading commands from standard input, enter:
dsh -n otherhostl,otherhost2,otherhost3

4. To set the current node list to three nodes and issue a command on those nodes while formatting the
output, enter:

dsh -n hostl,host2,host3 -a cat /etc/passwd | dshbak

5. To append the file remotefile on the node named otherhost , to the file named otherremotefile ,
which is located on otherhost , enter:

dsh -n otherhost cat remotefile '>>' otherremotefile
6. To run the ps command on the node list and filter results locally, enter:
dsh ps -ef | grep root

7. To run the ps command and filter results on the node list hosts (this can improve performance
considerably), enter:

dsh 'ps -ef | grep root'
or
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dsh ps -ef "|" grep root

8. To cat a file from hostl to the local system, stripping off the preceding host name to preserve the file,
enter:
dsh -n hostl cat /etc/passwd | cut -d: -f2- | cut -c2- >myetcpasswd

9. To run the needs_auth_program with the —D option specified on the remote shell, on all of the
nodes in the cluster, enter:
dsh -a -o "-D" /usr/bin/needs_auth_program
10. To enter a list of host names in standard input mode by specifying —n— and then request the date
from the specified nodes, enter:
dsh -n -

When you complete the list of host names, press <Ctrl+d> to return to the dsh prompt. At the dsh
prompt, specify
date

The output will be similar to the following:

# dsh -n -

hostl

host2

host3

dsh> date

hostl: Fri Mar 23 08:46:59 EST 2001
host2: Fri Mar 23 08:46:59 EST 2001
host3: Fri Mar 23 08:46:59 EST 2001
dsh> exit

#

Files

/opt/csm/bin/dsh
Location of the dsh command

/opt/csm/bin/dshbak
Location of the command that is supplied as the back-end formatting filter

node list file
File that contains host names, one per line, that defines a set of nodes which comprise the node
list. This file is specified by the DSH_LIST environment variable.

working collective file
File that contains host names, one per line, that defines a working collective. This file is specified
by the WCOLL environment variable.

See Also
The dshbak , rsh commands.

Author

John Simpson - cluster@us.ibm.com
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dshbak Command

Name
dshbak - Presents formatted output from the dsh command.

Synopsis
dshbak [-c]

Description

The dshbak command runs on the management server but can be run from any node as long as security
is set up to allow the node to run commands on other nodes. The dshbak command takes lines in the
following format:

host name: Tine of output from remote command

The dshbak command formats the lines as follows and writes them to standard output. Assume that the
output from host_name3 and host_name4 is identical, and the -c option was specified:

HOSTS === mmmmm e e
host_namel

Tines from dsh with host _names stripped off

HOS TS == mmm o o o o e e e e e e
host_name2

HOSTS === == oo o o oo o o o e e e e oo

Tines from dsh with host _names stripped off

When output is displayed from more than one node in collapsed form, the host names are displayed
alphabetically.

When output is not collapsed, output is displayed sorted alphabetically by host name.
The dshbak command writes ".” for each 1000 lines of output filtered.

Options

—-C Collapses identical output from more than one node so that it is displayed only once.

Examples

1. To display the results of a command issued on several nodes, in the format used in the Description
section above, enter:

dsh -n nodel,node2,node3 cat /etc/passwd | dshbak
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2. To display the results of a command issued on several nodes with identical output displayed only once,
enter:
dsh -w hostl,host2,host3 pwd | dshbak -c

Diagnostics
When the dshbak filter is used and standard error messages are generated, all error messages on
standard error appear before all standard output messages. This is true with and without the -c option.

Files

/opt/csm/bin/dshbak Location of the dshbak command

See Also
The dsh command.

Author

John Simpson - cluster@us.ibm.com
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getmacs Command

Name
getmacs - Automatically gathers and stores MAC addresses in the CSM database.

Synopsis

getmacs [-h] [-Vv ] node_list

Description

The getmacs command automatically gathers MAC addresses and stores them in the Macaddr attribute of
the PreManagedNode object in the CSM database. It is called by setupks to gather MAC addresses
during installation, but it can also be used manually by an administrator to update the database, for
example, when a network adapter card is changed manually for a node.

The following prerequisites must be met before running the getmacs command:
1. Before running a full installation, set the node boot order to the following:

* Floppy

- CD-ROM

* Network

* Hard disk

2. The definenode command must be run with the HwControlPoint and ConsoleServer attributes
provided before getmacs is run. This is because a node must have the service processor and remote
console attributes defined in order for getmacs to gather its MAC address; that is, the rpower and the
rconsole commands must already having been set up for all nodes.

See the rpower and rconsole man pages and the IBM Cluster Systems Management for | ini
[Remate Control Guide and Referenca for more details on the remote power commands.

3. The setupks command must be run before getmacs can be run manually.

The getmacs command reboots each node to gather its MAC address. If a Macaddr value is already
defined for a node and getmacs is run, the original Macaddr value is overwritten with the new MAC
address.

Note: When getmacs is called and run by setupks, it does not overwrite an existing Macaddr value.
The node_list parameter is a space-separated list of ManagedNode or PreManagedNode objects. If a

node list is not specified, getmacs attempts to gather MAC addresses for all PreManagedNode objects. If
a MAC address already exists, it will be overwritten.

Options

-h Displays usage information to standard output.

-V Writes the command’s verbose messages to standard output.

Files

/opt/csm/bin/getmacs Location of the getmacs command

[tftpboot/pxelinux.cfg/HEX Location of the pxelinux configuration file. HEX represents the node IP
address as a hexadecimal value.

See Also

The definenode , setupks commands.
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IBM Cluster Systems Management for | inux Planning and Installation Guidd for more information on the

installation processes.

IBM Cluster Systems Management for | inux Remate Control Guide and Referencd for more information

about the remote control commands.

Author

Vallard Benincosa - cluster@us.ibm.com
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installms Command

Name
installms - Installs the CSM m