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Notices

This information was developed for products and services offered in the U.S.A.

IBM may not offer the products, services, or features discussed in this document in other countries. Consult
your local IBM representative for information on the products and services currently available in your area.
Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM
product, program, or service may be used. Any functionally equivalent product, program, or service that
does not infringe any IBM intellectual property right may be used instead. However, it is the user's
responsibility to evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document.
The furnishing of this document does not give you any license to these patents. You can send license
inquiries, in writing, to:

IBM Director of Licensing, IBM Corporation, North Castle Drive Armonk, NY 10504-1785 U.S.A.

The following paragraph does not apply to the United Kingdom or any other country where such provisions
are inconsistent with local law: INTERNATIONAL BUSINESS MACHINES CORPORATION PROVIDES
THIS PUBLICATION "AS I1S" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED,
INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer
of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made
to the information herein; these changes will be incorporated in new editions of the publication. IBM may
make improvements and/or changes in the product(s) and/or the program(s) described in this publication at
any time without notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the
materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without
incurring any obligation to you.

Any performance data contained herein was determined in a controlled environment. Therefore, the results
obtained in other operating environments may vary significantly. Some measurements may have been made
on development-level systems and there is no guarantee that these measurements will be the same on
generally available systems. Furthermore, some measurement may have been estimated through
extrapolation. Actual results may vary. Users of this document should verify the applicable data for their
specific environment.

Information concerning non-IBM products was obtained from the suppliers of those products, their published
announcements or other publicly available sources. IBM has not tested those products and cannot confirm
the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on
the capabilities of non-IBM products should be addressed to the suppliers of those products.

This information contains examples of data and reports used in daily business operations. To illustrate them
as completely as possible, the examples include the names of individuals, companies, brands, and products.
All of these names are fictitious and any similarity to the names and addresses used by an actual business
enterprise is entirely coincidental.

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrates programming
techniques on various operating platforms. You may copy, modify, and distribute these sample programs in

© Copyright IBM Corp. 1997 - 2005. All rights reserved. XXi
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any form without payment to IBM, for the purposes of developing, using, marketing or distributing application
programs conforming to the application programming interface for the operating platform for which the
sample programs are written. These examples have not been thoroughly tested under all conditions. IBM,
therefore, cannot guarantee or imply reliability, serviceability, or function of these programs. You may copy,
modify, and distribute these sample programs in any form without payment to IBM for the purposes of
developing, using, marketing, or distributing application programs conforming to IBM's application

programming interfaces.

Trademarks

The following terms are trademarks of the International Business Machines Corporation and the Rational
Software Corporation, in the United States, other countries, or both:
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The following terms are trademarks of other companies:
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Microsoft, Windows, Windows NT, and the Windows logo are trademarks of Microsoft Corporation in the
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Other company, product, and service names may be trademarks or service marks of others.
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Preface

The new IBM® @server i5 servers extend the IBM @server iSeries™ family.
They are the first servers in the industry based on the IBM leading-edge
POWERS5™ 64-bit microprocessor. Today’s (@server i5 servers give the
flexibility to move from one generation of technology to another without disrupting
a company’s business. IBM i5/0S™ Version 5 Release 3, the next generation of
0S/400®, features support for multiple operating systems and application
environments on a single, simplified platform. @server i5 servers do more with
less.

This twenty-sixth edition of the IBM @server i5 and iSeries System Handbook,
distributed and respected worldwide, supports these latest IBM @server iSeries
announcements. It provides a product and feature overview of the newest
@server i5 Models 520, 550, 570, and 595, and describes the newest release of
operating system software, i5/0S V5R3. It also describes iSeries Models 800,
810, 825, 870, and 890. Information is featured to describe all aspects of today’s
@server i5 servers, from the architectural foundation to performance
considerations.

This Handbook is written for IBM System Specialists, Marketing Representatives,
Business Partners, and Clients to answer first-level questions. It offers a
comprehensive guide to the IBM @server iSeries models, associated hardware,
and OS/400-related software currently marketed by IBM representatives.

This IBM Redbook is one of several books produced by the ITSO to highlight the
iSeries product line. Use this handbook as a reference for the options that are
available. Then, refer to the companion manual IBM @server i5, iSeries, and
AS/400e System Builder, SG24-2155, for more detailed information and
configuration rules. You may also refer to IBM @server iSeries Migration:
System Migration and Upgrades at V5R1 and V5R2, SG24-6055, for details
about upgrading to the IBM @server iSeries 800, 810, 820, 825, 830, 840, 870,
and 890 servers. The Hardware Service Manager is described in Logical
Partitions on IBM PowerPC: A Guide to Working with LPAR on POWERS for IBM
i5 Servers, SG24-8000.

Refer to IBM online publications and systems, such as ViewBlue and Partnerinfo
(or their equivalent outside of the United States), and your IBM marketing and
support representative for final confirmation.

To order a copy or copies of this handbook, see “Related publications” on
page 799.

© Copyright IBM Corp. 1997 - 2005. All rights reserved. XXV
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The team that wrote this redbook

This redbook was produced by a worldwide team of specialists working at the
International Technical Support Organization (ITSO), Rochester Center.

Susan Powers is a Consulting I/T Specialist at the ITSO, Rochester Center.
Prior to joining the ITSO in 1997, she was an AS/400® Technical Advocate in the
IBM Support Center with a variety of communications, performance, and work
management assignments. Her IBM career began as a Program Support
Representative and Systems Engineer in Des Moines, lowa. She holds a degree
in mathematics, with an emphasis in education, from St. Mary’s College of Notre
Dame. She is the project manager for the iSeries Handbook and System Builder
suite of IBM Redbooks™.

Matthew Bedernjak is an Advisory I/T Specialist in Toronto, Canada. He has six
years of experience in IBM TotalStorage and UNIX (IBM RS/6000 servers and
AlX) platforms, supporting the Americas. He holds a bachelor’s degree in Civil
Engineering and is currently completing a master’s degree in Mechanical and
Industrial Engineering from the University of Toronto. His expertise is in tape
storage systems (open and large systems), SANs, Tivoli Storage Management,
AIX and pSeries and disaster recovery. He has written extensively on disaster
recovery and IBM TotalStorage products.

Celia Burke is a Senior IT Specialist with IBM Australia. She has 18 years of
midrange systems experience and currently provides pre-sales technical support
to IBM business partners across Australia.

Mary Cheever, Senior iSeries Techline Specialist, has been with IBM for 27
years. She has experience as an iSeries Systems Engineer and currently
provides iSeries pre-sales technical marketing support.

Louis Cuypers, iSeries Technical Support Specialist, has been with IBM
Belgium for 28 years. He specializes in technical support and problem
determination hardware and software for the iSeries server. His previous
experience includes working with the System/32, System/34, System/36™,
System/38™, and AS/400 system. Louis has participated in many ITSO
residencies since the release of 0S/400 V4R1. He is recognized worldwide as an
advocate for iSeries products and delivery.

Harold Distler is an iSeries Product Specialist involved with pre- and post-sales
support for iSeries hardware, operating system, and software, for Sirius
Computing Solutions. He is also familiar with other platforms and networking. His
25-year career in the computing industry includes 17 years with IBM. He was an
IBM Customer Engineer for office products, unit record, System/32, System/34,
System/36, and System/38 systems, and provided Level 2 support for PC
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hardware and AIX®. He was involved in RT/PC Development before moving into
the field as an open systems System Engineer.

Greg Hidalgo is an Advisory Techline Specialist on iSeries on the Western Area
team in Dallas, Texas. Before joining Techline, he was with Level 2 support for
OnDemand/Visual Info and OV/400. Greg joined IBM as a Systems Engineer in
Houston and has 25 years of service with the company.

Miroslav lwachow is an AS/400 TeCenter support specialist for Avnet in
Czech Republic, a distributor of IBM. Miroslav previously worked for six years
for IBM in the Czech Republic as the AS/400e product manager and team
leader. Presently he specializes in supporting IBM Business Partners. He
teaches courses that prepare Business Partners for IBM certifications.

Axel Lachman is a Project Manager and Senior Systems Engineer FoxCom, an
iSeries Business Partner in Germany. He has 12 years of experience in the
0S/400 field. He is an IBM Certified Solutions Expert - iSeries Technical
Solutions. His areas of expertise include e-business enablement of line of
business (LOB) applications, application modernization, Server Consolidation
with logical partitions (LPARs), Microsoft® Windows® integration, and Linux
planning and implementation. Axel also teaches e-business-related topics and
technical certification courses extensively for IBM Learning Services in Germany.

Henry Matos is a Senior iSeries System Specialist for IBM in Atlanta, Georgia.
He joined IBM in 1976 as a Computer Operator Trainee with the Program
Information Department (PID) in Hawthorne, New York. After various
computer-related assignments with internal IBM, he became a field AS/400
Systems Engineer in 1988 working out of the Manhattan, Midtown Branch office.
Henry later joined the IBM Techline organization and became the first Latin
America Techline Specialist from Atlanta, Georgia.

Glen McClymont is a Senior AS/400 Techline Specialist with IBM in Canada.
Since 1988, he has worked with the iSeries server in customer hardware
support, software support, and most recently in pre-sales marketing support.
Glen has 30 years with IBM. He is an alumni resident for the ITSO from previous
Handbook and Builder residencies, providing expertise between updates.

Lori O’Dell is an iSeries Solution Design Specialist with Avnet Hall-Mark IBM
Division. She is also an IBM Certified Solutions Expert - iSeries Technical
Solutions. She provides both pre and post-sales technical support to several key
IBM Business Partners. Lori has four years experience with the iSeries product
line and currently holds seven IBM Certifications.

Samit Saliceti is an iSeries Solutions Design Specialist for Avnet Partner
Solutions, IBM Americas. He has two years experience in pre- and post-sales
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technical support of IBM Business Partners for Avnet. Samit is the Team Lead
Assistant. He holds six IBM certifications.

Jerry Watson, iSeries Systems Specialist, has been with IBM United Kingdom
for 18 years. After ten years as an AS/400 Systems Engineer working with
customers in the London area, he moved to iSeries EMEA Techline and is now
based in Leeds. His direct participation in the Handbook and System Builder
began with the OS/400 V4R1 residency.

We appreciate contributions from the iSeries Information Center. And we thank
the following developers, engineers, and product managers who provided
technical validation, consultation, and information about the content and
message of this handbook:

» Forinput on iSeries processors and features:

Gerald Allen

Denis Nizinski

Jeff Trachy

Jesus Villerreal

Dave Wells, team leader

» Forinput on iSeries migration and placement rules:

Dave Dosch
Mike Fallenstein, 1/0 Configuration
Mark Olson

» For product coordination:

Bill Shaffer, iSeries Product Manager, Printing and E-output
Mark Olson, IBM @server iSeries Brand Manager

» Forinput on hardware and software products, and other assistance:
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1

The next generation iSeries

IBM @server i5 servers extend the iSeries family by offering excellent
scaleability of POWERDS5 servers. The @server i5 servers exhibit excellence in
design and development and manufacturing. They are the first servers in the
industry based on the IBM game-changing POWERS 64-bit microprocessor.
Today’s @server i5 servers give you the flexibility to move from one generation
of technology to another without disrupting your business.

IBM also announces IBM i5/0S V5R3, the next generation of OS/400. Featuring
support for multiple operating systems and application environments on a single,
simplified platform, the @server i5 servers help you do more with less. This is
exactly what you need to simplify your infrastructure, drive down costs, and drive
up productivity in today’s on demand world.

These highly integrated, powerful servers offer an on demand computing
environment for IBM i5/0S (the latest generation of IBM OS/400), IBM AIX®
5L™ IBM WebSphere®, Microsoft Windows, Linux, Lotus Domino, and Java™
solutions. Flexible growth options, resource virtualization, and intuitive
management tools mean that @server i5 servers can provide the power and
capacity to run core business applications, as well as the freedom and scalability
to add new on demand business applications on the same server.

Today’s @server iSeries announcements allow you to:
» Simplify your infrastructure
— Run i5/0S, Linux, AIX 5L, and Windows on a single server

© Copyright IBM Corp. 1997 - 2005. All rights reserved. 3
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— Share resources, maximize utilization with IBM Virtualization Engine™,
and manage infrastructure with IBM Director Multiplatform

» Integrate to innovate

— Exploit i5/0S integration with IBM software
— Personalize application access with WebSphere Portal
— Foster interaction and collaboration with IBM Lotus® Team Workplace

» Deliver without disruption

— Extend Capacity on Demand (CoD) leadership with memory and reserve
CoD
— Strive for continuos operations with fault tolerant technologies
— Deliver robust, open database solutions with IBM DB2® Universal
| Database™ (UDB)

| Simplicity in an on demand world

Today’s on demand world
is high-pressure and fast

moving. Business G500
demands change

constantly. To gain a

competitive edge, lj
companies—regardless xSeries

of how big or small—must
be able to react instantly
to customers’ changing
needs. It means having a Hypervisor
flexible IT infrastructure
that can grow and dynamically adapt to these demands. All too frequently, this
adaptation can mean running multiple servers, which often means greater
complexity and increased management costs. Because complex infrastructures
are not agile and do not respond well to rapid change, it may also mean lost
business opportunities.

Virtual /O Virtual IO

But it doesn’t have to. The iSeries server demonstrates a unique design that

delivers the benefits of today’s innovative technology without complexity. It is a

highly integrated, reliable server platform that allows businesses to run multiple

operating environments simultaneously. It dynamically adjusts to the changing
| requirements of an on demand business.

The iSeries offers an integrated architecture combined with legendary availability,
high security, easy management, and mainframe-class technology. Because of
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this, the iSeries is uniquely positioned to play a leadership role in this new way of
computing, providing simplicity in an on demand world.

Simplify your infrastructure

@server i5 servers
are designed to reduce
complexity, streamline
your infrastructure, and
enhance productivity
through server
consolidation. In
addition, @server i5
servers can
dynamically adjust
resources to meet your computing needs, without adding an extra server every
time you take on a new business challenge. The features that are designed to
help simplify your infrastructure include:

» Support for multiple operating systems facilitate server consolidation. This
helps to decrease complexity, enhance manageability, and promote low total
cost of ownership (TCO).

» Dynamic, even automatic, distribution of processing resources help
raise server utilization rates and improve productivity.

» Dynamic logical partitioning (part of IBM Virtualization Engine Systems
Technologies) is designed to pool resources and optimize their use across up
to 254 partitions running multiple application environments and operating
systems.

Integrate to innovate

To deliver new value to your business, you
need to integrate. Staying competitive in an
on demand world requires that companies
react at the pace of on demand business
and deploy applications quickly. This is why
@server i5 servers include a suite of tools
to support integrated Web enablement. By
integrating applications and data across different databases that run on multiple
servers or a diverse operating system, @server i5 servers can help your
company unite people, processes, and information more effectively.

Integration

The next generation iSeries 5



5486intro.fm Draft Document for Review February 27, 2005

The features that are designed to promote integration and innovation in your
business include:

» A vast array of available applications from a global network of independent
software vendors to simplify deployment and help lower TCO

» Integrated middleware including security and workload management tools;
IBM DB2 UDB software with i5/0S V5R3 enhancements, IBM Lotus Domino®
software, IBM WebSphere Application Server - Express for iSeries, and IBM
HTTP Server (powered by Apache)

» Easy-to-use, graphical management tools built into iSeries Navigator to
help streamline administration of multiple operating systems

Deliver without disruption

Even the most comprehensive, powerful system requires simple management
tools to be effective. Application requirements grow as companies expand.
Businesses need intuitive, optimized management facilities every step of the way.

The following features of @server i5 servers are designed to enable your
company to deliver key data and applications without disruption:

» Clear upgrade paths from earlier servers to enable businesses to
seamlessly upgrade their servers between technology generations while
helping to build on their investments in storage and networking

» IBM @server On/Off Capacity on Demand designed to dynamically add
and subsequently remove extra processor or memory capacity to handle
spikes in demand, without permanently activating the processors or memory
or purchasing an upgrade

» Scalable POWERS5 performance that offers a high scalable, upgradable,
industry-standard and rack-optimized building-block architecture to help
support balanced growth

| Looking toward the future

| As we move forward into the on demand world, the need for businesses to move
faster, improve flexibility, and bolster collaboration on a global level will
undoubtedly grow. For this reason, the adoption of optimized IT infrastructures
based on integration, virtualization, open standards, and autonomic computing
will become more and more critical to business success.

The iSeries server possesses all attributes of such an environment, forming a
solid technology foundation for on demand IT solutions. Thanks to the iSeries,
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the on demand computing world of tomorrow is rapidly becoming a
reality—today.

This Handbook provides an overview of the hardware and software for Models
520, 550, 570, and 595 supported by i5/0S V5R3, as well as Models 890, 870,
825, 810, and 800 supported by i5/0S V5R3 and OS/400 V5R2.

The next generation iSeries 7
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2

iISeries architecture:
Fundamental strength of the
IBM @server i5 and iSeries

The accelerating rate of change of both hardware and software technologies
necessitates that the server you select is designed with the future in mind. The
iSeries accommodates inevitable, rapid, and dramatic technology changes with
relatively minimum customer effort, to allow customers to meet their on demand
requirements.

Paradoxically, the characteristic of the most advanced design and technology is
that you do not notice it...you are not meant to do so. It accommodates
rapidly-changing hardware and software technologies in stride—permitting you
to fully exploit the latest technologies on demand.

iSeries servers and the supporting software offer important advanced capabilities
in key areas such as e-business, Java, Web serving, Lotus Domino, integration
with Windows, managed availability, database, and Business Intelligence
solutions. To gain an appreciation of these technologies and of the particular
strength of the iSeries server in delivering them, this chapter provides a
summary of each prime element.

© Copyright IBM Corp. 1997 - 2005. All rights reserved. 9
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With well over 750,000 systems shipped worldwide, the success of the iSeries is
realized with the highest customer satisfaction index in the industry, as measured
by IBM internal studies. The foundation of success starts with the design of the
system, the architecture. Those components are described in this chapter.

In brief, success factors for the iSeries are that it:

» Offers state-of-the-art 64-bit relational database processing.

» Supports an object-based design that makes it highly virus resistant.

» Has proven it can deliver over 99.9% availability on a single system.

» Has operated for more than one year without requiring a re-initial program
load (IPL), in hundreds of customer shops.

» Can have up to 60 Windows servers in a single system while sharing host
systems disk storage, tape, and CD-ROM resources.

» Directly (natively) supports different file structures, such as PC files, UNIX®
files, NetWare files, Domino files (Network File System (NSF)), ASCII files,
and EBCDIC files.

» Allows the deployment of Java, ported UNIX applications, Windows,
Domino-based applications, and Linux on a single server.

» Integrates leading edge technology. The iSeries server was the first server
with Silicon-On-Insulator (SOI) technology. The POWER4™ and POWER5™
technology-based processors are an extension of that technology at 0.18 and
0.13 micron level.

» Offers Capacity on Demand (permanent or temporary) upgrades to support
immediate and future processor utilization.

» Supports up to 254 partitions running IBM i5/0S, and IBM AIX 5L or Linux.
» With micropartitioning, allows up to 10 partitions per processor.

» Can ship with over 650 processor chips under the covers of a “single” large
system.

» Incorporates many autonomic self-healing capabilities.

System concepts

iSeries servers are designed and built as a total system, fully integrating the
hardware and system software components that a business demands. As a
general-purpose business and network system, it is optimized for the required
environment with these unique benefits:

» The iSeries architecture is a brilliant, technology-neutral architecture. It
enables businesses to readily exploit the latest hardware and software

10 IBM @server i5 and iSeries System Handbook



Draft Document for Review February 27, 2005 5486AdvTech.fm

technologies, typically without causing disruption to existing application
software. See “iSeries architecture” on page 11.

» The single purpose pervading each aspect of the iSeries architecture is to
empower a business with the most advanced technology available, without
encumbering it with the complexities that such technologies inevitably
contain. The iSeries allows you to rapidly deploy advanced business
applications and facilitates business growth.

» Customers typically decide on the required application software first and then
select an environment in which to run it. iSeries models have thousands of
client/server applications written by IBM Business Partners across the globe.

| In addition, the iSeries server provides excellent platforms for Windows, Lotus
Domino, and Linux applications. iSeries models have national language
support for over 50 languages, available in 140 countries or regions. IBM
support across the world is provided by an impressive network of global
partners.

A concise and expanded explanation of the iSeries server architecture is
contained in the renowned book Fortress Rochester: The Inside Story of the IBM
@server iSeries written by AS/400 and iSeries Chief Architect, Dr. Frank G.
Soltis.

iSeries architecture

This section describes aspects of the iSeries server architecture that contribute
most to the server’s success as the server of choice.

| Single-level storage

| Application programs on an iSeries server are unaware of the underlying
hardware characteristics, because of the iSeries layered architecture approach,
Technology Independent Machine Interface (TIMI). TIMI frees application code

| from worrying about processor technology, such as moving from 48- to 64-bit or
Complex Instruction Set Computing (CISC) to Reduced Instruction Set
Computing (RISC).

Note: CISC addressing is 48 bits. All other processing is 32-bits wide.

The concept of single-level storage means that an application does not deal with
storage device specifics. The knowledge of the underlying characteristics of
hardware devices (in this case, main storage and disk storage) reside in the
System Licensed Internal Code (SLIC). All of the storage is automatically
managed by the system. No user intervention is ever needed to take full

iSeries architecture: Fundamental strength of the IBM @server i5 and iSeries 11
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advantage of any storage technology. Programs work with objects. Objects are
accessed by name, not by address.

iSeries servers are commercial servers designed to handle many programs and
users running simultaneously. Single-level storage enables very high-speed
switching between active and idle programs and users as compared to other
operating system architectures. It contributes directly to iSeries high performance
characteristics.

The iSeries server address size is vast. iSeries models can address the number
of bytes that 64 bits allows it to address. The value 254 is equal to
18,446,744,073,709,551,616. Therefore, the iSeries models can address
18,446,744,073,709,551,616 bytes, or 18.4 quintillion bytes. To put this into more
meaningful terms, it is twice the number of millimeters in a light year. Light travels
at approximately 6,000,000,000,000 miles in one year.

Single-level storage also enables another extremely important iSeries customers
benefit—object persistence. Object persistence means that the object continues
to exist in single-level storage (unless purposely deleted by the customer).
Memory access is extremely fast. A typical server requires that information be
stored in a separate file system if the information is to be shared or retained for a
long time. The maintenance and awareness of the separate location can impact
the total cost of ownership of the application.

Persistence of objects is extremely important for support of object-oriented
databases for data accessibility and recovery. Objects continue to exist even after
their creator goes away. iSeries models are uniquely positioned to exploit this
characteristic of object persistence. Customary systems use a less elegant
mechanism that requires them to store their persistent objects in a separate file
system, with all the attendant performance implications of application and
operating system implementation.

Technology Independent Machine Interface

iSeries servers are atypical in that they are defined by software, not by hardware.
When a program presents instructions to the machine interface for execution, it
thinks that the interface is the system hardware, but it is not. This interface is
known as Technology Independent Machine Interface. The instructions
presented to TIMI pass through a layer of microcode before they are
“understood” by the hardware itself.

This comprehensive design insulates application programs and their users from
changing hardware characteristics. When a different hardware technology is
deployed, IBM rewrites sections of the microcode to absorb the fluctuations in
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hardware characteristics. As a result, the interface presented to the customer
remains the same.

The microcode layer is known as the
System Licensed Internal Code. Many of

the frequently-executed routines run in Programs
SLIC. Supervisory resource
management functions in SLIC include * * * * *

validity and authorization checks. On a |
customary system, these routines reside
in the operating system. Because SLIC
is closer to the silicon, routines SLIc
performed there are faster than routines
placed “higher” in the machine.

TIMI |

64-bit RISC Hardware

The brilliance of this design was
dramatically illustrated when the AS/400
system changed its processor technology from CISC processors to 64-bit RISC
processors in 1995. With any other system, the move from CISC to RISC would
involve recompiling (and possibly some rewriting) programs. Even then, with
other systems, the programs would run in 32-bit mode on the newer 64-bit
hardware.

This is not so with the iSeries server, because of TIMI. Customers were able to
save programs off their CISC AS/400 systems and restore them on their RISC
AS/400e™ models. The programs run as 64-bit programs. As soon as they made
this transition, customers had 64-bit application programs that ran on a 64-bit
operating system, containing a 64-bit relational database that fully exploited the
64-bit RISC hardware.

TIMI and SLIC take technology in stride. New architectural features are exploited
to fully accommodate post-RISC technologies, which may incorporate 96-bit or
128-bit processors or shifts to different processor technologies. TIMI helps
condition the iSeries to bring new technology to market.

Further information on TIMI can be found at:
http://www-1.ibm.com/servers/enable/site/porting/iseries/overview/overv
iew.html

POWER Hypervisor

IBM @server i5 servers work with a different structure when compared to the
previous technologies used with the iSeries servers. Above the POWERS5
technology-based hardware is a new code layer called the POWER™
Hypervisor.

iSeries architecture: Fundamental strength of the IBM @server i5 and iSeries 13
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This code is part of the firmware shipped with the @server i5 hardware. The
POWER Hypervisor resides in flash memory on the Service Processor. This
firmware performs the initialization and configuration of the @server i5
hardware, as well as the virtualization support required to run up to 254 partitions
concurrently on the @server i5 servers.

The layers above the POWER Hypervisor are different for each supported
operating system.

For i5/0S, TIMI and
the layers above the Programs Programs Programs

POWER Hypervisor i5/0S AIX 5L Linux
are still in place. SLIC,
however, is changed

and enabled for
interfacing with the

YYyYvvyvy Yyvoyvy

POWER Hypervisor.
The POWER SLIC L OF / RTAS OF / RTAS
E'ype(;ViSOtrhCO%e i§ POWER Hypervisor
n iSeri
szt?ﬁo‘; Lic:ns: g es 64-bit RISC Hardware

Internal Code (PLIC)
code that is enhanced for use with the @server i5 hardware. The PLIC is now
part of the POWER Hypervisor.

For the AIX 5L and Linux operating systems, the layers above the POWER
Hypervisor are similar, but their content is characteristic for each operating
system. The layers of code supporting Linux and AIX 5L consist of System
Firmware and Run-Time Abstraction Services (RTAS).

System Firmware is composed of Low Level Firmware and Open Firmware. Low
Level Firmware is code that performs server unique input/output (I/O)
configurations such as high-speed link (HSL)-2/RIO-G loops and PCI-X bridges.
Open Firmware contains the boot time drivers (for example, SCSI, SSA, token
ring, and Ethernet), the boot manager, and the device drivers required to initialize
the PCI adapters and attached devices. The Run-Time Abstraction Services
consist of code that supplies platform dependent accesses and can be called
from the operating system. These calls are passed to the POWER Hypervisor
that handles all I/O interrupts.

The @server i5 layered code structure makes the @server i5 platform even
more flexible. It also enables easy accommodation of different operating
systems.

The POWER Hypervisor allows for multiple operating systems to run on the new
hardware. i5/0S, Linux, and AIX 5L V5.3 and v5.2 are supported in logical
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| partitions on the @server i5 server. No additional investment is required to bring
existing applications running on the iSeries today, with an earlier supported
0S/400 release, 1o i5/0S or to the new @server i5 hardware.

| Hierarchy of microprocessors

| IBM @server iSeries servers are designed for business computing. One of the
fundamental characteristics of that environment is that it is 1/0O-intensive, rather
than compute-intensive. In addition to outstanding performance in the business
environment, the microprocessor design hierarchy gives the iSeries server an
elegant method of integrating diverse environments into a single, harmonious
customer solution.

The microprocessors that look after a particular 1/0O device are accommodated
on 1/O cards that fit into slots on the system buses. One of these cards may be
the Integrated xSeries® Server. This is a PC on a card, which enables the iSeries
server to run a Windows server, for example.

The following figure shows a highly simplified view of the balanced architecture of
the IBM iSeries systems. The maximum configuration values depicted in the
diagram represent a 1.65GHz 64-way Model 595.

845 GB/sec peak
memory bandwidth

External

xSeries
Server I

Integrated
xSeries

Integrated
xSeries

IOP / IOA|

190 TB disk storage
15k rpm drives
840 PCI-X slots

HSL -2 GBIs
'/ i
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High performance on an iSeries server is achieved by using many individual high
performance microprocessors, /O devices, and interconnect technologies. Key
to the iSeries high performance is the POWERS distributed switch that supports
enormous bandwidth between processors, cache, memory, and 1/0. While
programs execute on POWERS microprocessors, movement of data is handled
by high performance I/O adapters and I/O processors. Data moves between 1/0O
towers and to Integrated xSeries Adapter PC servers across HSL at

2 GB/second and storage area network (SAN) disk and tape devices are
supported at 2 Gb/second over Fibre Channel.

The multichip modules (MCMs) contain eight processors each. In such an MCM,
there are four physical copper SOI chips with two processor cores. Each core is
capable of running symmetric multi-threading that to the operating system looks
like two separate processors. Each chip contains 276 million transistors forming
two processors running at a speed in excess of 1.5GHz. The 8-way MCM is the
building block for the system. It is only available with four chips, each with its
attached L3 cache. A single processor on a chip has all of the L2 and L3 cache
resources attached to the module (144 MB per MCM).

On an iSeries Model 595, a 64-way symmetric multiprocessing (SMP)
configuration is implemented with eight MCMs, with each MCM containing four
dual core POWERS5 chips running at speeds greater than 1.5 GHz.

A single large iSeries configuration can have well over 650 processors. The main
system processor complex (can be comprised of 64 separate processors) can
encounter a request for data to be read from or written to any 1/0 device. That
request for data is delegated to the particular microprocessor dedicated to that
I/O device. Meanwhile, the main system processor continues executing another
application program. Nanoseconds (10'9 second) is the unit of time used to
measure main storage access times. /O operations are measured in
milliseconds (1073 second).

Technology in stride

The iSeries server delivers tremendous capacity growth in its product line. The
iSeries Layer (also known as Technology Independent Machine Interface) has
made it possible to completely change the underlying hardware with minimum, if
any, impact to iSeries applications. TIMI helps condition the iSeries to bring new
technology to market.

The first AS/400e models based on the 64-bit RISC PowerPC® AS processors
were announced in June 1995. In 1997, the 12-way AS/400e system was
delivered using Power PCA35 microprocessors. Known as Apache technology,
the Power PCA35 microprocessors provided a growth of 4.6 times. In September
1998, a 12-way AS/400e system was delivered using the Power PCA50

16 IBM @server i5 and iSeries System Handbook



Draft Document for Review February 27, 2005 5486AdvTech.fm

microprocessor. Known as code name Northstar, the Power PCA50
microprocessors nearly doubled the high-end capacity. This set of processors
provided the fourth generation since the AS/400 system’s inception in 1988 with
64-bit AS/400 Power PCs microprocessors. The latest generation of POWER5
processors is 4.4 times as powerful as its predecessor POWER4 generation of
microprocessors.

The advance in processor technology is shown in the following figure.
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Pulsar, ISTAR, and SSTAR processors use on-chip copper-wiring technology.
The Pulsar processors integrate IBM CMOS7S technology. ISTAR and SSTAR
processors integrate CMOSS8S technology. Previously, Northstar technology
used aluminum for on-chip wiring. Copper's better conductivity permits thinner
wires to be used, which enables the transistors to be packed closer together. The
denser new technology permits additional micro-architecture methods to improve
performance.

Delivered in 2002, the next evolution of IBM @server microprocessors was
POWER4 fabricated in CMOS8S technology. Keeping multiple levels of high
speed cache is still necessary to keep the processors busy. Denser processor
technology permits more on-chip cache.

Continuing this industry-leading technology, POWERS5 in CMOS9S today. The
improved density with CMOS9S technology allows for larger caches, and for
cache-controllers and memory controllers to be on-chip, resulting in higher
processor performance.
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This growth and implementation of new technology is possible because of the
iSeries TIMI layer. TIMI allows the system to incorporate significant new
hardware technology quickly and transparently. The ease with which customers
have migrated to these powerful systems is a testimony to the fundamental
strength of the server’s architecture.

The following figure shows this change of hardware processor technology and
previews what is planned in future generations.

PIOTll Giga (2000+ MHz) POWERS m

X37.4

2002 Giga1.3GHz 32-way POWER4 Copper and SOI

X1.85
2000/2001 | 24-way A60 / A70 PPC Copper and SOI Sstar Istar Pulsar

X3.6
1998/1999 | 12-way A50 PPC
X 1.94 = =
1997 12-way A35 2 Applications
X 4.59 0S/400
1996 ? TIMI
X 287 T Hardware

The summary charts in “Summary of today’s iSeries” on page 83 indicate the
processor technology used in each @server i5 and iSeries server.

Microprocessor excellence

Multithreading

Multithreading minimizes the processor wait or idle time. In general,
multithreading allows a single processor to process multiple threads in a different
fashion than a single processor without this capability. There are several distinct
differences between different types of multithreading implemented in the industry.
We restrict our discussion to IBM technologies only.

Testing indicates significant performance improvement over the multi-threading
algorithm used in the hardware multithreading (HMT) of the SSTAR technology
processors. Internal laboratory testing indicates that commercial applications see
a 25% to 35% throughput improvement compared to no multithreading
implementation and approximately 10% for HMT (controlled by the settings of the
QPRCMLTTSK system value). The 130 nanometer (nm) chip circuit technology is
used.

18 IBM @server i5 and iSeries System Handbook
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POWER4

POWER4 cannot be considered only a chip, but rather an
architecture of how a set of chips is designed together to
build a system. As such, POWER4 can be considered a
technology in its own right. The interconnect topology,
referred to as a Distributed Switch, is new to the industry
with POWERA4. In that light, systems are built by
interconnecting POWER4 chips to form up to 32-way
symmetric multiprocessors. The reliability, availability, and
serviceability (RAS) design incorporated into POWER4 is
pervasive throughout the system and is as much a part of the design. POWER4
is the chip technology used in the iSeries Model 825, 870, and 890.

The POWERA4 design can handle a varied and robust set of workloads. This is
especially important as the on demand business world evolves and data
intensive demands on systems merge with commercial requirements. The need
to satisfy high performance computing requirements with its historical high
bandwidth demands and commercial requirements, along with data sharing and
SMP scaling requirements dictate a single design to address both environments.

POWERS5

POWERS technology is the ninth generation of 64-bit
architecture. Although the hardware is based on POWERA4,
POWERS is much more than just an improvement in
processor or chip design. It is a complete architectural
change, creating a much more efficient superscalar
processor complex. For example, the high performance
distributed switch is enhanced. POWERS technology is
implemented in the @server i5 Model 520, 550, 570, and
595.

As with previous hardware technology, POWERS technology-based processors
have two load/store, two arithmetic, and one branch unit. The processor complex
design is built in such a way that it can most efficiently execute multiple
instruction streams concurrently. With simultaneous multithreading (SMT) active,
instructions of two different threads can be issued per single cycle.

The POWERS5 concept is a step further into autonomic computing. Several
enhanced reliability and availability enhancements are implemented. Along with
increased redundant components, it incorporates new technological high
standards, such as special ways to reduce junction temperatures to reach a high
level of availability. The full system design approach is required to maintain
balanced utilization of hardware resources and high availability of the new
@server i5 systems.
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Memory and CPU sharing, a dual clock, and dual service processors with failover
capability are examples of the full system design approach for high availability.
IBM designed the @server i5 system processor, caching mechanisms, memory
allocation methods, and the HSL-2/RIO-2 adapters for performance and
availability. In addition, advanced error correction and low power consumption
circuitry is improved with thermal management.

Multiprocessor POWERS5 technology-based servers have multiple autonomic
computing features for higher availability compared with single processor
servers. If a processor is running, but is experiencing a high rate of correctable
soft errors or is failing a periodic floating point self test, it can be deconfigured
dynamically. Its workload can be picked up automatically by the remaining
processor or processors without an IPL. If there is an unused Capacity Upgrade
on Demand processor or if one processor unit of unused capacity in a shared
processor pool is available, the deconfigured processor can be replaced
dynamically by the unused processor capacity to maintain the same level of
processor performance.

The future

“Power Architecture™ is more than just a technology, but rather a movement
for change. It's time for architecture that enables innovation to flourish. It's time
for Power Everywhere™.”

— Nick Donofrio, IBM Senior VP

For the future, Power Architecture microprocessors are being designed to keep
running through many hard processor failures. The processor state will be
maintained and switched to a hot standby processor. Reliability and availability
characteristics associated only with IBM @server zSeries® class machines will
be incorporated into the @server i5 systems.

| Silicon On Insulator

In 2000, the iSeries led the industry by delivering the first server with the new
Silicon-On-Insulator technology. SOI represents a fundamental advance in the
way chips are built. The unique IBM SOI process alters the design of transistors,
essentially “turbo charging” them, so they run faster and use less power. For
example, a microprocessor designed to operate at a given speed can instead be
built using SOI technology to achieve higher speeds. At the same time, if
performance levels are held constant, SOI chips can require as little as one-third
the power of today's microchips.
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The transistors are built within and on top of a thin layer of silicon that is on top of
an insulating layer. The insulating layer is fabricated by implanting a thin layer of
oxide beneath the primary silicon surface of the wafer. SOl is used by AS/400e

and iSeries processors with ISTAR, SSTAR, POWER4 and POWERS5 technology.

On-chip copper-wiring technology

Northstar technology used in prior AS/400e processors deploys aluminum for
on-chip wiring. Pulsar, ISTAR, SSTAR, POWER4 and POWERS5 processors use
on-chip copper-wiring technology. Pulsar processors integrate IBM CMOS 7S
technology. ISTAR and SSTAR processors integrate IBM CMOS 8S technology.
POWERA4 processors integrate CMOS 8S3 technology and POWERS processors
integrate CMOS9S3 technology.

Copper's better conductivity permits thinner wires to be used, which enables the
transistors to be packed closer together. This denser technology permits
additional micro architecture methods to improve performance. Denser
processor technology also permits more on-chip cache. Keeping multiple levels
of high-speed cache enables efficient utilization of the processors.

Powerful processor features based on the IBM industry leading copper and SOI
technology were added in 2002.

Advanced I/O architecture

AS/400, and now iSeries, servers have a tremendously powerful and flexible 1/0
architecture, from the main processor or microprocessor all the way to the disk
drive, tape device, local area network (LAN) or wide area network (WAN), or
other 1/0 device. Focusing on one component of this architecture, the I/O cards
which are inserted into the iSeries servers, are a combination of an I/O processor
card (IOP) and an I/O adapter card (I0A).

The IOP/IOA is a mainframe-inspired implementation. Other midrange or PC
servers use only an IOA. Using the combined IOP/IOA architecture gives the
iSeries several advantages. The architecture off loads cycles from the main
processor, isolates the main processor from the adapter and network errors, and
manages, configures, and services the I0As.

Note: For historical reasons, disk, tape, and workstation IOAs are called
controllers on the AS/400 and iSeries.

When the first AS/400 systems where announced, a set of IBM proprietary 1/0
standards called System Products Division (SPD) were used. In the late 1990s,
IBM started the movement to the emerging industry I/O standards called
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Peripheral Component Interconnect (PCI). PCI standards can refer to the 1/0
bus, the I/O card slots, and the I/O cards themselves. Vendors can, and do,
implement extensions to these standards where the standard hasn't evolved to
cover the function, or other customer benefits are seen. IBM tends to implement
the standards, adding extensions for function, performance, and reliability.

Like any good set of standards in a dynamic environment, PCI standards
continue to evolve. A second generation of PCI standards was implemented in
2000 on the iSeries Model 270, 820, 830, and 840 I/O, and the 1/O towers, such
as the #5074 PCI Expansion Tower. A number of new PCI I/O cards (IOAs) were
also introduced. Excellent investment leverage was provided, as most of the first
generation PCI cards worked in the new PCI slots. Most second generation PCI
cards worked in the first PCI slots.

PCI-X

In 2002 and 2003, the third generation of PCIl standards for iSeries was
implemented, called PCI-X. PCI-X is a higher speed version of the conventional
PCI standard and enables function and performance for iSeries servers beyond
that of PCI. This new standard keeps pace with the demands of high-bandwidth
business-critical applications such as Fibre Channel, RAID, networking and
SCSI. PCI-X adapters also run in PCI slots, but a the slower PCI speed.

Several PCI-X I0As are introduced with i5/0S, again providing an excellent
investment leverage. PCI-X slots are provided in iSeries Models 520, 550, 570,
595, 825, 870, and 890 and in I/O towers such as the #5094 and #5095 PCI-X
Expansion Towers. Second generation PCI cards work in the PCI-X slots, and
some of the first generation PCI cards work in the PCI-X slots. PCI-X cards can
work in the second generation PCI slots.

Hot-plugging

Hot-plugging is an industry phrase which can apply to either I/O devices such as
disk, tape, or optical drives, or I/O cards. Hot-plugging allows a customer to
remove or add an I/O device or card without taking the server down. This
improves availability of the system and allows you to perform upgrades,
maintenance, or repair without impacting the users of the system.

Driven by the demand for the highest possible availability, the iSeries advanced
technology enables concurrent install of new IOPs, adapters, and devices by
allowing the user to select a specific device, powering it down and removing it
safely from the system. The server can add hardware to deactivated slots or bays
and after insertion and powerup recognize this new hardware, load the correct
internal code, and make the functions of the newly installed hardware available
without interrupting normal operations.
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iSeries and AS/400 servers have supported disk hot-plugging on all but the
smallest servers for many years. Disk hot-plugging capability is available on

| @server i5 Models 520, 550, 570, and 595, and iSeries Models 800, 810, 825,
870, and 890. The in-use disk drive must be protected by RAID or mirroring
before removing the drive.

PCI hot-plugging was first introduced in 2000 on the iSeries Models 820, 830,
and 840, and the 2-way Model 270. It was introduced at the same time the
second generation PCI technology was introduced. Hot-plug PCl is supported on

| @server i5 Models 520, 550, 570, and 595, and iSeries Models 825, 870, and
890, and 2-way Model 810.

PCI hot-plugging in the iSeries models is made possible by power control to
individual card slots. In most cases, IOA configurations can be changed while
other IOAs on the same IOP remain operational.

Removing the IOP or IOA associated with a running load source disk drive is an
obvious example of something which is not hot-pluggable unless the IOP or IOA
has been mirrored. The operator interface controlling hot-plugging uses the
Hardware Service Manager in the System Service Tools (SST), or a subset of
Dedicated Service Tools (DST), depending on which tool you have started.

Refer to the individual PCI card feature descriptions in Chapter 18, “iSeries 1/0
adapters and controllers” on page 351, and a description of the server models to
determine if hot swapping of a specific PCI card is supported.

| High-speed links

First introduced in the year 2000 on the iSeries servers, a new bus structure
using HSL provided a faster data transportation mechanism running at
1GB/second. As faster processors, larger caches, faster memory, super fast
cross-bar switch complex, faster direct access storage device (DASD), and much
faster IOPs and IOAs emerged, it was clear the earlier AS/400 infrastructure
needed more speed, capacity, and function as IBM made the transition to iSeries.

In 2004, IBM announced the iSeries POWERS5 technology-based servers, the
Model 520, 550, 570, and 595. These servers use the second generation of HSL
technology called HSL-2/RIO-2. Although the iSeries POWERS technology
based processors use the same physical HSL-2 connections as used on the
iSeries Model 825, 870, and 890, the Model 520, 550, 570, and 595 can run the
RIO-G loop at up to 2 GB/s.

HSL loops can be either copper or optical cable.
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The HSL-2/RI0O-2 structure provides performance improvements and future
system growth. HSL-2/RIO-2 architecture is flexible and powerful. An
HSL-2/RIO-2 design provides:

» 2 GB/second technology
» A simplified and flexible implementation that supports:
— Loop technology for redundancy

— Multiple towers per loop: Mix and match the HSL-attached 1/O towers on
the loop

— Migration to PCI I/0 and HSL-attached I/O towers
— Migration of HSL to HSL-2 attached I/O towers
— Switchable 1/0O towers with independent auxiliary storage pools (IASPs)

— Expanded Windows capability with attached 1- to 8-way servers using
Integrated xSeries Adapters which add the servers to the HSL

— Complex HSL clusters (three iSeries servers and no 1/0 towers on a loop)
(OS/400 V5R2 or later)

— Simple HSL clusters (two iSeries servers and up to four towers) (V5R1 or
later)

Refer to “High-speed link” on page 309 for additional information about
HSL-2/RIO-2.

| iSeries integration with the Windows Server

iSeries servers include the ability to manage Intel®-based Windows servers via
the Integrated xSeries Server or the Integrated xSeries Adapter. Up to sixty
Integrated xSeries Server are supports on selected iSeries models. iSeries
servers support the attachment of external 1 to 8-way IBM @server xSeries
servers via the high-speed link.

With the Integrated xSeries Adapter, selected xSeries servers running a
Windows Server can help to extend Windows application scalability. At the same
time, they can retain the same storage consolidation and systems management
advantages of the Integrated xSeries Server has on the iSeries.

Virtual storage management enables an administrator to dynamically add
storage to a running Windows server without a reboot.

User administration features include the ability to synchronize user accounts,
user profiles, and passwords between i5/0S and Windows.
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Virtual Ethernet can provide a secure, high-performance bus interconnect
between Windows, Linux and OS/400 without an external LAN.

Flexible server deployment and testing features include the ability to store
multiple Windows server images on the iSeries (for example, different service
packs of applications), and then boot only the server required on an Integrated
xSeries Server. A single backup methodology for all Windows servers and
0OS/400 also provides a robust disaster recover solution. Microsoft Cluster
Service supports dynamically switching virtual storage spaces (disks) between
Windows servers.

The Integrated xSeries Server features a 2.0 GHz Intel Xeon processor with a
512 KB L2 cache, a 400 MHz front side bus (FSB), an on-board 10/100 Mbps
Ethernet controller, and four USB ports.

The Integrated xSeries Adapter is a PCl adapter that connects xSeries servers to
the iSeries HSL bus, and provides the server virtual storage and Ethernet. The
Integrated xSeries Adapter is supported with a range of xSeries servers,
including the xSeries 235, 255, 360, and 440.

Refer to “1519-100 and 1519-200 Integrated xSeries Adapter for iSeries (direct
attach)” on page 319 for additional information about Integrated xSeries
Adapters for the iSeries.

Reliable, managed availability

The iSeries server has a reliable history of designing key functions into the
hardware and software. High availability is one reason to select a managed
availability approach. Other reasons include minimal disruptive backup solutions,
and the ability to nondisruptively install and pre-test new versions, releases, or
software fixes to make optimum use of all company and system resources.

Hallmarks of iSeries availability include redundant internal hardware features,
such as RAID-5 and mirroring. The robustness and stability of OS/400 extends
into its multiple, subsystem support (batch, interactive, multi-language, and
applications). The iSeries server offers managed availability to ensure that it is
ready to do business when you are.

iSeries managed availability software is also called cross-system mirroring. It
provides:

» The ability to have one system act as a hot backup system to one or more
primary systems. The primary and secondary systems do not have to be the
same size or model.

» A rapid switchover to the secondary machine in the event of an emergency.
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New software versions and releases (0S/400 and associated software), or
fixes on the secondary system can be applied while the primary system
continues to function. Testing can occur on the secondary system before
nondisruptively updating the primary system.

iSeries servers offer superior technology, service, and support in each of five
critical components of availability:

>

Single system reliability: Architecture and baseline design make the iSeries
server one of the most reliable servers in the world. From its inception, the
iSeries architecture inherits a design where reliability and availability are
equivalent to features such as processor speed, memory capability, and
number of disk arms when planning for reliability.

The iSeries design and development resources that enable high levels of
availability in a single system environment are useful for prevention of
unplanned outages. The single-system iSeries remains the core building
block to repeat and extend functions into other areas of the business.

Single-system availability management: iSeries servers have
high-availability facilities that are not only fast and automated, but are easy to
use. Planned and unplanned outages are reduced with high availability
facilities which include:

— Automated journal management

— Access path protection

— Batch journal caching

— Save-while-active

— Parallel save and restore

— Backup Recovery and Media Services (BRMS) for iSeries
— RAID-5 disk parity protection

— Disk mirroring protection

Clusters: Cluster technology is implemented to reduce downtime caused by
planned outages and site disasters. The system availability during planned
outages contributes to an increase coverage of unplanned outage.

Refer to “iSeries clustering” on page 558.

Cluster-enabled applications: A high availability solution for the iSeries
server involves an active participation of cluster middleware providers. IBM
Business Partners provide advanced cluster management and data resiliency
tools. Solution developers design applications to maintain the state of an
application across an outage.

Availability services and support: As a world-leading enterprise computing
vendor, IBM has a collection of products and services to assist the customer
to develop and maintain a high availability environment. The on demand
capabilities of the Model 825, 870, and 890 servers include High Availability
and Capacity BackUp business continuity offerings.
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| Clustering with switchable DASD and IASP

i5/0S V5R3, 0S/400 V5R2 and V5R1 with HSL OptiConnect provide switchable
disk capability between two servers. V5R2 or later allows three systems on an
HSL loop. IASPs and switched disk clusters provide the ability to access content
on a set of disk units from a second system. Support for both planned and
unplanned outages is improved when the system currently using a switchable
disk experiences an outage. Operations are continued on a system even when
an isolated controller or disk unit fails.

Data availability is improved with IASPs or switched disk clustering. Upon an
outage within a cluster, users can be switched to an alternate node in the cluster
(another iSeries server). Integrated file system (IFS) data and operating system
library objects residing in an IASP can be switched to another iSeries server
without an IPL. This enables one iSeries to take over data and an I/O controller in
a disk tower from another iSeries.

The primary function in the early stages of clustering is to offer coverage for
planned upgrades and maintenance on the production system without affecting
users accessing data from the switched disk towers, for the user-defined file
system (UDFS) only. Cluster management middleware, shipped as part of
0OS/400 option 41 (HA Switchable Resources), manages the switchover. For high
availability purposes, it ensures that no two systems access the disks (data) at
the same time.

A properly designed switched disk cluster can offer advantages over a data
replication cluster. Because a switched disk cluster does not use data replication,
there is less overhead on the systems and, therefore, more resource available to
process transactions. A switched disk cluster can be simpler to operate. The
application is critical to the design of a true continuously available environment.

Domino takes advantage of this support and uses the switched disk architecture
to enable clustering. Switched disks do not remove the requirement to have
application resiliency.

Cross-site mirroring

Cross-site mirroring (XSM), sometimes called geographic mirroring, enables
you to mirror data on disks at sites that can be separated by a significant
geographic distance. You use this technology to extend the functionality of a
device cluster resource group (CRG) beyond the limits of physical component
connection.

Geographic mirroring provides the ability to replicate changes made to the
production copy of an independent disk pool to a mirror copy of that independent
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disk pool. As data is written to the production copy of an independent disk pool,
the operating system mirrors that data to a second copy of the independent disk
pool through another system. This process keeps multiple identical copies of the
data.

Through the device CRG, should a failover or switchover occur, the backup node
can seamlessly take on the role of the primary node. The server or servers that
act as backups are defined in the recovery domain. The backup nodes can be at
the same or different physical location as the primary.

When an outage occurs on the server defined as the primary node in the
recovery domain and a switchover or failover is initiated, the node designated as
the backup in the recovery domain becomes the primary access point for the
resource and then owns the production copy of the independent disk pool.
Therefore, you can gain protection from the single point of failure associated with
switchable resources.

Virtualization technology

Virtual technology enables resource sharing in an integrated, flexible computing
environment on a single server. This section discusses key virtual technologies
that are available with each iSeries server.

Virtualization Engine

Virtualization Engine is the name for a technology that describes the ability to
see and manage system and storage resources across a computing
environment. A set of system services includes workload management,
integrated grid services, and a set of tools to help monitor the computing
resource. Services have the capability of workload balancing across different
operating systems within a single server and across the computing network.

Refer to “Product Previews: Open” on page 70 for a preview of this service.

Dynamic logical partitioning

Logical partitioning (LPAR) enhances the role of the iSeries as a consolidated
server. With LPAR, companies have both the power and flexibility to address
multiple system requirements in a single machine.

Server virtualization, a term often used with partitioning, is accomplished on
iSeries through the use of Hypervisor technology. Hypervisor encompasses a
combination of both hardware features and control code. @server i5 servers
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uses POWER Hypervisor, as described in “POWER Hypervisor’ on page 13, to
deliver this virtualization support.

LPAR as implemented on iSeries extends the original architectural design
concept of application execution by allowing OS/400, Linux or AIX to run in a
given partition. Extensive dynamic and granular resource sharing is allowed
across processors (SMP configurations), memory, disk, tape, and other devices,
including Virtual Ethernets, which are covered in the next section. Multiple
partitions are supported for selected iSeries uni-processor models. Resource
sharing across partitions is illustrated in the following graphic.

With i5/0S partitions can be defined as capped or uncapped. Capped partitions
cannot exceed their assigned processor resources. Uncapped partitions can
utilize automatically extra unused processing power in a shared pool. For a
detailed description refer to , “LPAR capped and uncapped partitions” on page 51

I shared l

scheduled automated

You can find more details about LPAR in “Logical partitions” on page 552.

Virtual Ethernet

Virtual Ethernet (also referred to as Virtual LAN (VLAN)) provides the ability to
provide multiple communication paths between applications that are executed in
each logical partition. More importantly, Virtual Ethernet allows high-speed
bus-to bus communication between selected OS/400 partitions and Linux
partitions. It is possible to tie in each of the multiple communication paths
between partitions to a specific application. 0S/400 V5R2 introduced the
capability to connect Integrated xSeries Servers and Integrated xSeries Adapters
via Virtual Ethernet.
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@server i5 hardware provides a IEEE 802.1Q VLAN Virtual Ethernet switch as
part of the POWER Hypervisor. Up to 4094 VLANSs are available with i5/0S V5R3
running on @server i5 hardware. For systems prior to the POWERS5
technology-based models, up to 16 independent high-speed internal bus-to-bus
communication paths are supported between logical partitions.

The enablement and setup of Virtual Ethernet is easy and does not require an
IPL or any special hardware or software. When a virtual communications port is
enabled for a given partition, a communication resource (CMNXxx) is created for
that partition. The user can then create a high-speed 1 Gb Ethernet line
description over this resource and set up TCP/IP configuration appropriately to
start communicating to another partition. A maximum of 16 virtual ports can be
enabled for high-speed communications per partition for systems prior to the
POWERS technology-based models. For i5/0S V5R3 partitions running on
@server i5 hardware, thousands of virtual ports can be created per partition.

| AIXSL for @server i5

AIX 5L is rapidly emerging as the preferred platform for UNIX users and
independent software vendors. AlIX 5L delivers industrial strength UNIX reliability,
availability and security while offering flexible system administration and ease of
integration with Linux. With innovative virtualization and micro-partitioning, AIX
5L helps you make no compromises and accept no limits in the on demand
world.

AIX 5L is an open standards-based operating system. It is designed to conform
with the Open Group’s Single UNIX Specification Version 3. It provides fully
integrated support for 32- and 64-bit applications running concurrently, in their full
range of scalability. AIX 5L supports the IBM @server i5, IBM @server p5, IBM
@server pSeries, and IBM RS/6000 server product lines, as well as
IntelliStation POWER and RS/6000 workstations.
The benefits of AlX on the @server i5 include:
» Simplify your Infrastructure

— Consolidate UNIX servers

— Extend i5/0S with complementary AIX 5L applications

» Optimize your investments

Share processor and memory resources

Move resources to where they are needed

Exploit i5/0S storage subsystem

Leverage Skills and Best Practices
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With the support of AIX on i5 servers, comparisons of i5 to p5 servers is
inevitable. In general, the i5 servers offer an integrated approach, while p5
servers provide ala carte functionality. Some functions integrated in the @server
i5 or i5/0S are either add-ons or not available for p5 servers, for example:

» UDB DB2

Micro partitioning

Virtual storage hosting

Virtual ethernet hosting

Virtual CD/DVD and tape hosting

vvyyy

For additional information about AIX 5L on @server i5, refer to the following
website:

http://www-1.ibm.com/servers/eserver/iseries/aix/

AIX 5L Version 5.3

The latest version of AIX 5L takes On Demand computing to the next level. AlIX
5L Version 5.3 offers simultaneous multi-threading on POWERS5 systems to
deliver industry leading throughput and performance levels. With support for
advanced virtualization, AIX 5L V5.3 helps you to dramatically increase your
server utilization and consolidate workloads for more efficient management. AIX
5L V5.3 represents the latest advance in a long record of IBM operating system
innovation and helps customers to accelerate their On Demand business.

For additional information about AIX 5L Version 5.3, refer to the following
website:

http://www-1.ibm.com/servers/aix/os/53desc.html

AIX 5L Version 5.2

AIX 5L Version 5.2 integrates innovative technologies to achieve outstanding
performance, reliability and flexibility in today’s on demand business
environment. Customer-validated enhancements such as dynamic logical
partitioning and capacity upgrade on demand differentiate the AIX 5L platform
from competitors.

For additional information about AIX 5L V5.2, refer to the following website:

http://www-1.ibm.com/servers/aix/os/52desc.html
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logical partitions

AIX 5L V5.3 and V5.2 are supported in logical partitions on the IBM @server i5.
AIX 5L V5.3 leverages advanced virtualization technologies. The following table
lists the virtual partition characteristics of AIX 5L V5.2 and V5.3 on the IBM
@server i5.

AIX 5L V5.2 AIX 5L V5.3
Dynamic LPAR Y Y
(processors, memory and 1/O)
Micro-Partitions N Y
(up to 10 partitions per processor)
Uncapped Partitions N Y
(automatic movement of processor resources)
Virtual Storage and Ethernet N Y
(through i5/0S)
Direct I/O Y Y
(managed by AIX 5L)

It is recommended that the LPAR Validation Tool (LVT) be used to understand
and plan for deploying AIX partitions on IBM @server i5. LVT guides you
through the supported I/O options including which direct I/O adapters are
supported in AIX 5L partitions.

In addition, when planning to run AIX 5L on IBM @server i5, it is also important
to obtain licenses for AIX 5L and corresponding Software Maintenance (SWMA).

AIX 5L is licensed by processor and by processor group on the @server i5. AlX
5L V5.2 licenses for a pSeries system can be transferred to the @server i5. AlX
5L Software Maintenance (SWMA) is required for each AIX 5L license. One year
and three year options are available.

To estimate the amount of server capacity needed to run AlX 5L applications on
logically partitioned @server i5 servers, refer to the Sizing IBM eServer i5
Servers for AIX 5L Applications paper at
http://www-1.ibm.com/servers/eserver/iseries/aix/index.html
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| Linux for iSeries and @server i5

One of the most important developments in business computing in recent years
is the arrival of Linux. Linux, an open-source implementation of UNIX, is rapidly
becoming the de facto standard for fundamental infrastructure applications like
Web servers, firewalls, file servers and e-mail servers. Now, thanks to the
powerful combination of the scalability, reliability and manageability of @server
i5 servers and the flexibility of Linux, businesses can take advantage of a new
way to simplify their IT infrastructure and expand their application environment --
with the potential to greatly reduce cost.

Taking advantage of advanced LPAR technologies, customers can consolidate
multiple standalone infrastructure servers on a single @server i5 server --
automatically moving processor and dynamically adding storage resources
between individual partitions to support changing business demands. Linux
supports an array of open source solutions to run your infrastructure. In addition,
IBM is working with leading Linux solution providers to expand the set of
business applications and solutions available for (@server i5.

The iSeries family of servers can combine business applications and on demand
business solutions with Linux applications on a single server. A Linux server can
be set up with as little as 10% of an iSeries processor. Each partition supports its
own independent operating system image and can be isolated from other
partitions, allowing business applications to run securely alongside Internet
solutions. With an OS/400 V5R2, processor resources can be dynamically
moved between partitions to support changing business demands. @server i5
supports automatic processor movement.

The iSeries award-winning Linux implementation exploits the i5/0S advanced

| storage architecture by leveraging the storage resources in the i50S partition.
The 64-bit environments can offer more scalability through larger memory and
| address more spaces than traditional 32-bit Linux environments. Up to 10 Linux

partitions per processor are supported, with a system maximum of 254 partitions
running on POWERS5 technology-based servers, and 31 on POWER4 and
SSTAR processors. Linux distributions from Novell, Inc. (Novell SUSE Linux) and
Red Hat, Inc. support the iSeries family of servers.

See “Linux for iSeries” on page 521 for further information on Linux.

| 1BMi5/0S

One of the single, most dramatic points about the iSeries servers is that the
operating system, i5/0S, is a single entity. This section describes the meaning of
this concept.
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Note: IBM i5/0OS for V5R2 and earlier versions is called OS/400.

After you buy an iSeries server, you do not have to continue shopping for system
software components before the server is ready to run your business. All of the
software factors for a relational database, comprehensive security,
communications with a broad range of diverse systems, including Internet
capabilities, and many more components are already in the operating system.
Each is fully integrated into i5/0S. By “fully integrated”, we mean fully tested, too.
All components and prerequisites for running business applications in the new
century work together, and are fully tested together. i5/0S operates as a single
entity.

On the iSeries servers, high-level machine instructions execute only on what they
are designed for. Only a program (an object) can be executed. Data (also an
object) can be read, updated, or deleted, but cannot be executed (a common
technique for introducing viruses on other architectures).

Object-based

An object is a container. Everything the system uses (user and system data
structures) is packaged in one of these containers. The objects are
encapsulated, which means that you cannot see inside. The list of valid ways in
which that object can be used is inseparable from an object.

There are two important consequences of an object-based design. The first is
that a system built around an object model supports machine independence.
This means that technology changes can be made in the environment without
affecting application programs. The second consequence is that an object-based
design delivers an inherently high level of system integrity and security.

All objects are structured with a common object header and a functional portion
dependent on object type. Therefore, on the iSeries servers, instructions work on
only what they are supposed to work. Data cannot be treated as executable
code. Executable code cannot be treated as data by having something written
into the middle of it.

0S/400 distinguishes between user and system programs. Certain instructions
apply to all objects, while other instructions work only on specific types of
objects. Therefore, it is not possible for valid programs to misuse an object, unlike
the situation that exists for non-iSeries systems without an object-based
approach. The iSeries remains virus-resistant with features such as this. And
i5/0S is one of the lowest cost systems to operate in a secure manner.
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DB2 Universal Database

DB2 Universal Database (UDB) for iSeries offers state-of-the-art database
functions and open systems, and standards-based technology. It also provides
the maturity, stability, and ease of use that has become the trademark of the
iSeries server. DB2 UDB for iSeries is fully integrated into the i5/0OS operating
system software. It is not a separate product.

DB2 has been enhanced over the years to include many new and emerging
standards. The integrated database is a full function database with features
competitive to other widely used databases. The fact that the database is
integrated allows the operating system to control some of its management
functions and makes it easier to maintain than competitive database from other
vendors reducing the need for a dedicated Database Administrator. Its security
functions are integrated into the operating system. These functions allow a better
security model than other databases where additional tools may need to be
purchased to provide these functions.

Many iSeries customers have the need for applications that not only access DB2
UDB for iSeries data, but also access data on other databases platforms such as
Oracle or Sybase. The SQL Client Integration application programming interface
(API) allows providers of gateways and client/server solutions to integrate their
products with DB2 UDB for iSeries.

See “DB2 Universal Database for iSeries” on page 534 for further information
about i5/0S for DB2 UDB, and Chapter 26, “IBM licensed programs: Database
accessories” on page 615, for associated database products.

Java and e-business for iSeries

Java is the environment of choice for programming in today's network computing
environment. It allows true portability of applications between platforms without
modification or recompiling. The iSeries servers are uniquely positioned to
leverage Java as it evolves from its current Web focus to a full commercial
application environment. The strengths of the iSeries server are combined with
Java's object-oriented, network computing technology to provide solutions in this
millennium.

See “IBM Java for iSeries” on page 526 for more information.
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iSeries web serving

IBM i5/0S contains a complete set of base products and features that can be
used to create a Web presence. Included are TCP/IP, Java, virtual private
networking (VPN), cryptographic services, Secure Sockets Layer (SSL),
certificate management, HTTP Server, and many more. The IBM WebSphere
family of products offered by IBM for the iSeries server allows you to build a
complete on demand business Web site that is secure, easy to develop and
maintain, and scale based on your needs.

For Web serving with the iSeries servers, network computing is supported with
IBM HTTP Server for iSeries. See “HTTP Server for iSeries (5722-DG1)” on
page 572.

See Chapter 27, “WebSphere and on demand business for iSeries” on page 627,
and “IBM WebSphere Development Studio for iSeries (5722-WDS)” on page 656
for more information.

Lotus Domino for iSeries

Lotus Domino for iSeries is the leading groupware solution available for the
iSeries server. It provides unparalleled capability for iSeries customers to use
their business data in collaborative on demand business solutions, both within
their organizations and with their partners over the Internet. Lotus Domino for
iSeries provides a critical foundation as companies begin to move from
“‘information overload” into organizational learning and knowledge management.
No competitive product offers the ease of use, low cost of ownership, tight
integration, and positioning for the future that Lotus Domino for iSeries delivers.
Lotus Domino for iSeries is offered with familiar iSeries and AS/400e terms and
conditions for purchase, services, and support.

iSeries for Domino are Model 810, 825 and 550 offerings targeted specifically for
Lotus Domino workloads, providing continual growth to support business needs.
These offerings have full iSeries functionality, including full database capability.

Refer to Chapter 3, “Workload, capacity, and performance” on page 41, for more
information about Domino servers, and Chapter 28, “Lotus products for iSeries”
on page 641, for associated software.

iSeries advanced user interface

The iSeries serves the small business customer with minimal skill or resource to
manage complex environments. OS/400 delivers advanced graphical user
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interface (GUI) functions to iSeries customers. iSeries Navigator is enriched with
industry-leading integrated systems management via an easy-to-use GUI.

iSeries Navigator

The systems management function is delivered via the easy-to-use iSeries
Navigator GUI. iSeries Navigator includes:

» Work management (Active jobs, subsystems, job queues, memory pools)
» Backup and Recovery (BRMS GUI plug-in)

» LPAR

» System values, including a system comparison and update via Management
Central

» Distributed user and group administration via Management Central

» Licensed program and fix creation, distribution, and installation via
Management Central

» Enhancements to performance monitors and collection services to graph
events over extended time periods

» New monitors and events for managing jobs and messages

» Complete DASD management: Disk balancing, compression, management of
disk pools, and units

» Simple two-node and complex three-node cluster configuration
» Integrated xSeries Server: Windows user and group and disk administration

» Database Navigator: Provides a pictorial view of the database showing the
relationships between objects

» Graphical command prompting

» TaskPads: A user-interface extension that allows easy access to key
administrative tasks

Other ease-of-use initiatives for 0S/400 V5R2 include the addition of numerous
GUI extensions to existing iSeries Navigator functions, for the creation of
numerous configuration and administration wizards (many of which are in the
new GUI areas listed in the previous list), and a new plug-in for performance
management. Extensive automation for workload management with new file and
business-to-business (B2B) transaction monitors, systems and storage
management, backup and media policies, and network management including
support for IPv6. Also supported is IBM DB2 UDB transaction management,
switched disk cluster management, Linux dynamic partition management, and
enterprise identity mapping security.
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Management Central-Pervasive

EZ-Setup

Management Central-Pervasive (MC-Pervasive) allows iSeries network
administrators to keep an eye on their iSeries servers while they are away from
their workstation or office. Using an Internet capable cellular phone, personal
digital assistant (PDA) with a wireless modem, or a Web browser, the
administrator can monitor and manage their iSeries server status and
performance metrics on the iSeries servers.

As of V5R1, functions for Management Central-Pervasive include:

Additional support for system performance monitoring
Monitor specific jobs and servers on multiple systems
Monitor message queues on multiple systems

Hold, release, or end a job on any endpoint system
Run commands on any system or group of systems
Manage Integrated xSeries Servers

vyvyvyvYyyvyy

View status of Integrated xSeries Servers

Startup and shutdown of Integrated xSeries Servers

Run Windows commands

Monitor Integrated xSeries events (routed to an iSeries message queue)

» Read only mode for selected users

These additional V5R1 functions are available via an English-only PTF. Refer to
the iSeries Navigator for Wireless Web site to find the PTF numbers to load the
code for Management Central-Pervasive:

http://www-1.ibm.com/servers/eserver/iseries/navigator/pervasive.html

EZ-Setup is an application intended to simplify the setup of a new iSeries server
by having users answer questions in an interview. The answers to these
questions are then used to produce a customized list of tasks. The tasks include
wizards and step-by-step information for completing a server setup, including
tasks to:

Configure security settings
Create a TCP/IP interface

Set up iSeries for the Internet
Install and configure Domino
Configure Operations Console
Install Information Center

vVvyYvyvyYYyypy
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Summary

The iSeries server architecture has been extremely successful in delivering on its
design goals. However, it is an extensible architecture. It will continue to evolve to
exploit technology for the benefit of the commercial IT marketplace in an on
demand world.
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3

Workload, capacity, and
performance

Workload and performance are critical considerations in selecting a computing
system. The performance that users see with their @server i5 and iSeries
servers depend on many factors that often involve:

» The type and number of disk devices
» The amount of memory

» The system model and processor

» The application being run

We recommend that you order sufficient memory to balance memory across
processors. For sizing recommendations for the @server i5 and iSeries servers,
consult your IBM Marketing Representative and service provider. You can find
detailed performance information in iSeries Performance Capabilities Reference,
SC41-0607, at:
http://publib.boulder.ibm.com/infocenter/iseries/v5r3/ic2924/books/sc4l
0607.pdf

This chapter discusses some of the performance measurements to take into
account. This includes workload ratings and processor positioning. This chapter
also discusses the tools that are available to measure and size the workload.
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| Server structure and terminology

The IBM @server i5 520, 550, 550, 570, and 595 servers, and the iSeries 810,
825, 870, and 890 servers, include a Processor feature and an Edition feature:

» Processor feature: Feature code by which the processor is ordered

» Edition feature: Feature code by which the package of features is ordered

» Server feature: Feature code by which the processor configuration is
ordered

IBM @server i5 and iSeries models offer two CPW ratings:

» Processor CPW: Represents maximum relative performance running
commercial processing workloads for a processor configuration. Use this
value to compare relative performance between models with the same or
different number of processors.

» 5250 CPW: Represents the relative performance available to perform 5250
OLTP (interactive) workloads.

Important: Limited 5250 CPW is always available for a system administrator
to use 5250 display device I/O to manage various aspects of the server.
Multiple administrative jobs quickly exceed this limited 5250 capacity.

| Commercial Processing Workload

| The performance capacity of all @server i5 and iSeries servers is represented
by a workload measurement called Commercial Processing Workload (CPW).
CPW values are given to all @server i5 and iSeries processors and are derived
| by performing various monitored and measured workloads on @server i5 and

iSeries servers. The results (reported values) can be used to compare relative

| performance characteristics of processor features offered for (@server i5 and
iSeries servers. The reported values for CPW do not represent a guaranteed
level of capacity to perform a given workload. They can serve as a quick means
to compare performance.

With the addition of the Model 595 to the IBM @server product line, the CPW
figures are represented in the following chart:
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Note: 64-way measured as two 32-way partitions

Several IBM and non-IBM tools are available to do performance analysis and
sizing. IBM tools include the IBM Performance Tools for iSeries licensed program
product (5722-PT1) for analysis and sizing and the IBM @server Workload
Estimator (WLE) that can be found on the support web site. Refer to “IIBM
Performance Tools for iSeries (5722-PT1)” on page 705 and “IBM Eserver
Workload Estimator” on page 54 for further information.

5250 CPW is an approximate value that represents the amount of processing
power to be used to perform 5250 online transaction processing (OLTP) work.

Note: 5250 CPW is known as Interactive CPW on earlier servers.

Remember that:

» A system administration job submitted to batch is not considered 5250 OLTP
work.

» The use of iSeries Navigator (graphical user interface (GUI) administration
functions) is not considered 5250 OLTP work.
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» Any task that uses a 5250 data stream is considered 5250 OLTP work and
requires some amount of 5250 CPW to process regardless of how the task is
started.

» A task submitted through a 5250 session (5250 device or 5250 emulation)
that does display or printer input/output (I/O) requires 5250 CPW.

» A task submitted through a 5250 session (5250 device or 5250 emulation) as
a batch job is not considered 5250 OLTP work and does not require any 5250
CPW unless the task does display or printer 1/0.

5250 OLTP applications no longer require 5250 CPW after being WebFaced by
using the IBM WebFacing Tool of IBM WebSphere Development Studio for
iSeries (5722-WDS).

To learn more about how these features influence system performance, see
“Refacing options for the iSeries customer” on page 56. This referenced section
includes some of the @server i5 and iSeries products available to support 5250
OLTP applications. Also, refer to Aiming for Zero Interactive on iSeries' which
discusses 5250 OLTP:
http://www.ibm.com/servers/eserver/iseries/perfmgmt/pdf/ZeroInteractive
.pdf

Refer to “56250 OLTP considerations” on page 325 for upgrade considerations.

5250 devices

The @server i5, iSeries and AS/400e servers support a family of displays and
emulation adapters that are known as 5250. The supported data stream is known
as a 5250 data stream. Throughput considerations for these workstations
account for the flow of the character stream, as discussed in the following
section.

A 5250 twinaxial device or 5250 emulation adapter in a PC can support a single
address, multiple addresses, or shared sessions on a single address. Whenever
a device is powered on or when the 5250 emulation software is started on a PC,
any addresses defined respond to the workstation controller polls. These
addresses count as an active address, even though no device description may
exist on the @server i5 and iSeries server. This occurs when the system value
QAUTOCFG is set to *NO.

» When a device has multiple addresses defined for multiple sessions to
support jump screen or an attached printer, each session counts toward the
maximum active addresses supported by that workstation controller.
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» When a device has a single address defined with shared sessions, that device
counts as one of the maximum active addresses. There can be up to four
shared sessions on a single device.

There is a maximum of 300 shared sessions per I/O processor (IOP).

Refer to Technote Twinaxial Attached Device Throughput for Twinaxial Devices,
TIPS0358, to determine the types of sessions that count toward the maximum. It
also discusses the 5250 Express Data Stream capabilities relative to twinaxial

| workstation adapters.

| iSeries for Domino performance terminology

iSeries for Domino models are specially priced and configured for Domino
workloads. iSeries for Domino separates mail, instant messaging, and
collaborative applications while automatically balancing and adjusting
performance. With iSeries for Domino servers, you can run non-Domino
workloads without restriction, even when the Domino server is not active.

Note: This is unlike the Dedicated Server for Domino servers (now withdrawn
from marketing), which have restrictions on non-Domino workloads.

Performance on the iSeries for Domino servers is calculated using a Mail and
Calendar User (MCU) measurement.

Mail and Calendar Users

Mail and Calendar Users (MCU) is a relative performance measurement derived
by performing mail and calendar functions using Domino and Notes clients. The
MCU workload is significantly more complex than the Simple Mail Users (SMU)

measured workload.

The MCU workload represents concurrent users on a Notes client who are
reading, updating, or deleting documents in an e-mail database. It also
represents users who are performing lookups in the Domino Directory, and
scheduling calendar appointments and invitations. Reported values reflect 70%
processor utilization to allow for growth and peak loads in excess of customer
workload estimates.

| See “Summary of today’s iSeries” on page 83 for a listing of the MCU rating for
each iSeries for Domino server.
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Capacity on Demand

IBM @server i5 and iSeries Capacity on Demand (permanent or temporary)
offers the ability to nondisruptively activate one or more additional central
processors on the @server i5 550, 570 and 595 and iSeries 825, 870, and 890
servers. Any and all of the inactive processors installed in the server can be
activated as additional permanent or temporary capacity. This is of significant
value for customers who want to add capacity without disruption.

There are differences between the Capacity on Demand implementation for the
different models. For example, IBM @server i5 570 and 595 models have the
ability to activate memory on demand.

To take advantage of Capacity on Demand, and On Demand Memory you must
purchase a configuration that includes the inactive processor capacity or
memory.

For additional information on IBM (@server resource functions available with
i5/0S V5R3, see “LPAR capped and uncapped partitions” on page 51.

See “Capacity on Demand upgrades” on page 329 for considerations involving
Capacity on Demand upgrades.

All IBM @server i5 550, 570 and 595 and certain iSeries 825, 870, or 890
servers comes with extra processor capacity built into the server. This extra
capacity, known as inactive (or standby) processors, can be activated
permanently or temporarily.

Appropriately configured @server i5 570 and 595’s also have extra memory
capacity that can be activated permanently or temporarily

For more information on Capacity on Demand, refer to:

http://www.ibm.com/servers/eserver/iseries/ondemand/cod/

Capacity Upgrade on Demand (permanent capacity)

CoD is the iSeries offering for permanently activate processors or memory. When
one or more activation features are ordered, an activation code is generated and
shipped to the customer (mailed and posted on the Web). The activation code
(think of it as a capacity key) must be entered on the proper server screen, and
the newly activated processors are ready to use. No initial program load (IPL) is
required. The permanently activated capacity simply needs to be assigned to a
partition prior to use, regardless of whether the server is configured for logical
partitioning.
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To enable permanent activation of the inactive processors, a quantity of
activation features and license entitlements is ordered. IBM manufacturing then
generates an activation code (capacity key) unique to the server and the required
additional OS/400 license key or keys. The activation code is mailed to the
customer and is posted at the following Web site:

http://www.ibm.com/servers/eserver/iseries/ondemand/cod/

Activating additional processors also requires an additional OS/400 license
entitlement to be purchased for every processor or part of processor used by
0S/400. This is ordered via a chargeable feature of 0S/400 (5722-SS1).
Processors activated solely for Linux, AIX 5L, or both do not require an OS/400
license entitlement

The OS/400 license key is mailed to the customer and is posted on the Web at:
http://www.ibm.com/servers/eserver/iseries/wwkms

Refer to “OS/400 terms and conditions changes” on page 607 for more
information about OS/400 and license entitlements.

On/Off Capacity on Demand (temporary capacity)

On/Off Capacity on Demand is the iSeries offering to temporarily activate
capacity and memory. It is used to temporarily activate capacity for the IBM
@server i5 Model 570, and the iSeries Model 825, 870, and 890 servers.
Temporary capacity can be turned on and off to match peak periods. It allows a
variable number of days and processors to be requested (processor days). The
capacity is effective immediately. An IPL is not required.

Before requesting temporary capacity on the server, the server must be enabled.
To do this, an enablement feature (Miscellaneous Equipment Specification (MES)
only feature) must be ordered and the required contracts signed. An enablement
code allows up to 360 processor days of temporary capacity for the @server i5
550, 570 or 595 server, or 192 processor days on other servers.

This means that requests for temporary capacity can be made over the life of the
machine as long as the processor day limits are not exceeded. When the limit is
reached, a new enablement feature must be ordered, and a new enablement
code entered. Every time a new enablement code is entered, the limit of
processor days that can be requested is reset.

When temporary capacity is needed, the OS/400 temporary capacity screen on
the server is used to specify the memory or number of inactive processors that
are required to be temporarily activated, and the number of days. That is, the
processor day is equal to the number of processors multiplied by the number of
days. The activated processors simply need to be assigned to a partition prior to

Workload, capacity, and performance 47


http://www.ibm.com/servers/eserver/iseries/ondemand/cod/
http://www.ibm.com/servers/eserver/iseries/wwkms

5486wrkperf.fm

Draft Document for Review February 27, 2005

use, regardless of whether the server is configured for LPAR. Activating
additional processors does not require any additional OS/400 license entitlement
to be purchased for the temporarily activated processors.

Note: Additional licensing charges may apply for software that is priced by
processor. Refer to the software vendor for further information.

It is important that the processors are assigned to a partition as soon as they are
activated to achieve the full benefit of the temporary capacity.

Note: At the end of the temporary period (processor days requested), the
temporarily activated processors must be made available to be reclaimed by
the server, or unreturned processor days are billed (per the signed contract).

The contract, signed by the customer before receiving the enablement code,
requires the customer to report billing data at least once a month, regardless of
whether there is activity. This data is used to determine the proper amount to bill
the customer at the end of each billing period (calendar quarter).

Processor days of credit are then applied against any requested or unreturned
processor days of temporary capacity. This happens automatically, until they are
used up.

Failure to report billing data during a billing quarter results in a bill for 90 days of
temporary capacity. The sales channel is notified of customer requests for
temporary capacity. As a result, the sales channel is required to place an order
for a quantity of billing features (one feature equals one processor day).

Customers pay for activated processor days after or before activation. Billing
features are ordered afterward (one feature per processor day). For Model 825,
870, and 890, a Prepaid feature provides additional budget flexibility. A block of
30 processor days can be bought at a discounted price if purchased in advance.
The 30 processor days are credit days and are applied by IBM at the end of the
billing period. Credit days cannot be transferred to a server with a different type
and serial number. Credit days are not transferred if a customer sells the server.
Credit days not used in one quarter “roll over” into the next quarter.

| Reserve Capacity on Demand (prepaid capacity)

IBM @server Reserve Capacity on Demand delivers great flexibility in meeting
peak demands. This option is also ideal for spikes in needed capacity (in other
words, peak loads). But unlike On/Off CoD, a Prepaid Activation Feature is
purchased up-front that sets a value on the server representing the number of
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processor days that can be used as reserve CoD capacity. No contract and no
reporting to IBM is required when paying for the reserve capacity ahead of time.

Reserve CoD represents an automatic way to activate temporary capacity.
Reserve CoD enables the user to place a quantity of inactive processors into the
server’s shared processor pool, which then becomes available to the pool’s
resource manager. When the server recognizes that the number of base
(purchased/active) processors assigned across uncapped partitions has been
100% utilized, and at least ten percent of an additional processor is needed
(based on multiple hits over the measured period), then a processor day is
charged against the reserve CoD account balance. The processor day is good
for 24 hours. Another processor day is charged for each additional processor put
into use based on the 10% utilization rule. No charging occurs when the 24-hour
clock expires and there is no longer a need for additional processors.

Reserve CoD is an effective way to handle peak loads that occur on a limited
basis. Unlike On/Off CoD, contracts and reporting to IBM is not required. The
purchase of reserve CoD activation time is prepaid in blocks of 30 processor
days. Multiple blocks of activations can be loaded at a time.

Reserve processor days are transferred with the machine if the server is
transferred to a different customer. Any remaining reserve processor days are
lost when upgrading to a different model, or physically adding processors. For
example, if upgrading from a 2/4 way to a 5/8 way, the reserve processor days
are set to zero.

Note: The break-even pricing for processor days on the @server i5 servers is
approximately 90 processor days. In other words, you can permanently
activate a processor for the same price it costs to prepay for 90 processor
days of reserve CoD capacity.

Trial Capacity on Demand (no charge capacity)

Note to Reviewer: What is quick, easy, and ready?
The offering? the option? the feature?
SP 10/04

IBM @server Trial Capacity on Demand is quick, easy, and ready when you are.
Use it for trial processor capacity or trial memory capacity, or for both. Trial
capacity is offered at no additional charge.
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Note to Reviewer: name the website we go to or refer to where we’ve named it.
SP 10/04

IBM provides you with a code (a key) to start the trial. The code is good for 30
consecutive powered-on days, after it is entered at the server console. A request
for trial processor or memory capacity can be made after initial installation, after
a processor upgrade, or after the purchase of one or more permanent processor
activations.

You must make the trial capacity available to be reclaimed by the server at the
end of the trial period.

To request or start a trial, go to:

http://www.ibm.com/servers/eserver/iseries/ondemand/cod
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Note: The Model 890 #2487 and #2488 processors, the Model 840 #2416,
#2417, #2419, #2352, #2353, and #2354 processors, and the Model 830
#2349 processor each come with inactive capacity that can be permanently
activated (CoD). These models offer trial capacity, which is a means of “trying”
on demand capacity before buying it. Trial capacity allows 100% of the inactive
processors to be activated for a period of 7 by 24 hours of system operation. If
powered off, the clock does not increment.

Each model offers a number of startup processors that are in active status and
a set of inactive processors that are in standby status. To permanently activate
one or more inactive processor, place an MES order for the desired quantity of
the model-specific activation code, as follows:

» #1604 CUoD Activation for the Model 840*
» #1605 CUoD Activation for the Model 830*
» #1610 890 CUoD Activation for the Model 890*

Ordering a CoD activation feature generates an activation code, which is
posted on a Web site and mailed to the customer. This activation code must
be entered on the IBM @server i5 or iSeries server console.

For further details, refer to the planning guides for Capacity Upgrade on
Demand or On/Off Capacity on Demand on the Web at:

http://www.ibm.com/servers/eserver/iseries/ondemand/cod

*The 830, 840, and 890 processors (#2487 and #2488) are withdrawn from
marketing.

LPAR capped and uncapped partitions

Partitions use processing resources. Dedicated processing resources cannot be
used by any other partition while the partition is active. However, with i5/0S
V5R3 on the Model 520 and 570, when the partition is shut down, its processors
become available by any partition using the uncapped sharing mode.

Partitions in a shared processing pool can have a sharing mode of capped or
uncapped. A capped partition indicates that the logical partition (LPAR) will never
exceed its assigned processing capacity. Uncapped partitions increase the
processing power for a partition and the workload demand needed at a particular
time assuming you have free resources in a shared pool.
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Use capped mode when a software application never requires more than a
certain amount of processing power. Any unused processing resource is used
only by the uncapped partitions in the shared processing pool.

Shared and capped partitions

Processors using the capped shared mode are assigned from the shared
processor pool. A partition using processors in this mode is guaranteed the use
of the total processor capacity assigned to it if the workload requires it. This is
similar to how shared processors are currently implemented.

Uncapped capacity

Uncapped capacity is limited to the minimum of the number of virtual processors
assigned to the partition and the capacity of the shared pool. If two partitions
need additional resources at the same time to complete a job, the server can
distribute the unused processing resources to both partitions. This distribution
process is determined by the uncapped weight of each of the partitions.

Uncapped weight is a number that you set for each uncapped partition in the
shared processing pool. By setting the uncapped weight, any available unused
capacity is distributed to contending LPARs in proportion to the established value
of the uncapped weight.

For a discussion of partitions in a shared processing pool, see:

http://publib.boulder.ibm.com/infocenter/eserver/vlr2s/en _US/index.htm?
info/iphat/iphatsharedproc.htm

See “The partitioning limitations with shared processor and uncapped capacity of
the #8951, #8951, and #8952 Model 520 processors is represented in the
following table.” on page 557 for partition limitations.

Shared uncapped processors

Processors using the uncapped sharing mode are also assigned from the shared
pool. The partition is guaranteed the use of the total processor capacity assigned
to it if it needs it (such as shared capped). However, if the workload requires it,
the shared uncapped partition can acquire additional processing capacity. This
additional processor capacity can be taken from the shared processor pool from
which that partition is using resources.

A processor using uncapped mode can always use its assigned capacity.
Partitions using uncapped processors can weigh the importance of a partition to
give importance to one uncapped partition over another.
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You can find more information about, and a demonstration for, uncapped
processors in the Capacity on Demand section in the iSeries Information Center
at:

http://publib.boulder.ibm.com/infocenter/eserver/vlr2s/en _US/index.htm?
info/iphat/iphatsharedproc.htm

Memory

Memory used by the POWERS5 technology-based processors is moved in blocks
known as a logical memory block (LMB). Also known as a memory region, a
LMB is the smallest memory unit managed by the POWERS5 processors. The
LMB size on Models 520, 550, 570 and 595 is 16 MB. The LMB size on Models
800, 810, 825, 870, and 890 is 1 MB. Dynamic memory movement between
logical partitions is on LMB boundaries (1 MB or 16 MB depending on the
model).

Workload measurement and sizing tools

Capacity planning and performance management tools, which are available to
work with IBM i5/0S V5R3 and OS/400 V5R2, include:

IBM Eserver Workload Estimator

IBM Performance Management for @server™ iSeries
IBM Performance Tools for iSeries

PATROL for iSeries — Predict

IBM WebFacing Tool

IBM Disk Magic for Windows

vyvyvyvyyvyy

The IBM @server Workload Estimator is a Web-based estimation tool. It
recommends a system that best fits overall system needs. It is described in the
following section.

Use PM @server iSeries (formerly called PM/400) to gather performance
information and pass the performance statistics to the IBM Eserver Workload
Estimator for projecting future needs of installed workloads.

For more information on PM @server iSeries, see:
http://www.ibm.com/servers/eserver/iseries/pm/

You can use Performance Tools for iSeries to measure resource utilization. Refer
to “lIBM Performance Tools for iSeries (5722-PT1)” on page 705 for more
information.
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Use PATROL for iSeries — Predict to perform detailed capacity planning and
“what-if” scenarios. For more information, see “PATROL for iSeries — Predict
(5620-FIF)” on page 705.

Use the IBM WebFacing Tool to convert 5250 source applications to applications
to run with the WebSphere Application Server. The IBM WebFacing Tool is
discussed in “IBM WebFacing Tool” on page 57.

Use Disk Magic for iSeries when IBM TotalStorage® Enterprise Storage Server®
(ESS) disk drives are in the configuration. See “Disk Magic for iSeries” on
page 56 for more information.

IBM @server Workload Estimator

The IBM @server Workload Estimator is a Web-based estimation tool that
automates the manual calculations previously required from paper sizers. It
allows the user the option to enter data for multiple workloads, from which a
machine recommendation is made that best fits overall system needs.

Workloads supported by IBM @server Workload Estimator include:

Installed system

PM @server iSeries

Web serving

Java

WebSphere Commerce Suite
IBM WebFacing Tool
WebSphere Portal Server
WebSphere Commerce Payments
Traditional

Generic computing resources
Domino

Linux file serving

Linux web serving

Non-IBM workload

VYVYVYYYVYVYVYVYVYYVYYY

You can learn more about IBM @server Workload Estimator on the Web at:
http://www-1.ibm.com/servers/eserver/iseries/perfmgmt/

When you reach this site, select Sizing Tools.

Disk arm requirements

A physical disk drive (and the processing through the disk controller) performs a
specific number of disk accesses each second. The configuration of disk units
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influences the overall performance of the system. Newer disk arms and
controllers provide better performance than previous drives. Therefore, fewer
disk drives (disk arms or actuators) can typically be used, yet provide
comparable performance.

You can provide for the best obtainable disk subsystem performance and enable
the best possible overall system performance. To do so, it is important to size an
iSeries server with an appropriate number of disk arms. The white paper iSeries
Disk Arm Requirements discusses this concept. You can find it on the Web at:

http://www.ibm.com/servers/eserver/iseries/perfmgmt/pdf/V5R2FiSArmct.pdf

PM @server iSeries and IBM @server Workload Estimator include disk arm
statistics and arm requirements for sizing. Use PM @server iSeries or IBM
Eserver Workload Estimator to help size the minimum number of disk arms
required for a given iSeries processor. Performance Tools for iSeries provides
detailed reports on collected performance data.

Solution developers and other application solution providers also have
recommendations for a minimum configuration as it relates to their solution.

To ensure you have sufficient disk arms to meet the needed workload, it is best to
have performance runs from your current system run at a time when the disk
workload is heavy. These can then be used as input to various tools including the
IBM @server Workload Estimator and PATROL for iSeries — Predict.

You can also use the reports to determine the number of disk requests/second
that are happening on your current system, as reported in the System
Performance Report and other Performance Tools reports.

Disk workload is measured in terms of operations/second. Depending on the
speed or vintage of the disk drives and controllers, average service time should
be somewhere in the 3.5 to 10 millisecond range (lower for newer, higher for old
7200 rpm disks). Numbers higher than these can indicate a disk bottleneck and
therefore stored demand. Use tools such as PATROL for iSeries — Predict to
determine the stored demand. Note that the tools assume a properly tuned
system. If a bottleneck exists, the system cannot be properly tuned.

The number of disk arms required can be determined from the number of disk
accesses that must be performed each second.

If upgrading to a larger or newer system, the new system typically can perform
more disk requests each second. In addition, more memory acts like a read
cache and can reduce the number of physical disk accesses that must occur.

Note: There is no substitute for proper modeling.
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The following general rules apply in many cases. These rules assume an
average disk access size of between 6k and 10k in size (shown in the
performance report). If you are in the over 25k range, lower the values by 20%.
This also assumes that a/l disks are the same size and use the same type of
controller.

| Historically 10k rpm disk drives on #2748/#2778/#4727/#4778 disk unit
controllers (with 15 drives attached to the controller) could do about 20 disk
operations/second with adequate or good performance. By the time you reached
25 disk operations per second, you could feel the controller slowing down. Any
more than that and the controller started to bottleneck.

Using 10k rpm drives and replacing the above controller with a #2757 PCI-X
Ultra RAID Disk Controller meant that you could go up to about 50 disk
operations/second/disk with a possibility of still handling peaks at 60 operations
per second (after which the disk drive started to bottleneck). With 15k disk drives
and a #2757 (15 drives per controller), you could go up to 50 disk operations per
second per drive.

For disk-related performance information, refer to “Chapter 14, DASD
Performance Management”, in iSeries Performance Capabilities Reference,
SC41-0607.

Disk Magic for iSeries

The IBM Disk Magic for iSeries product is intended for modeling ESS disk drives
on iSeries servers. Configuration and workload details are entered into the tool.
Algorithms support calibration, configuration changes, workload changes, and

automatic cache modeling. The output is available in tabular and graphic reports.

Performance analysis is based on limited measurement data. Disk Magic for
iSeries is most useful to obtain rough performance estimates of ESS drives on
iSeries servers.

You can find the tool on the Web at:

http://w3.ibm.com/sales/systems/portal
| https://www-1.ibm.com/partnerworld/sales/systems/portal

| Refacing options for the iSeries customer

Several products are available for the iSeries to reface (browser-enable) 5250
application software. Some of the products available from IBM include:

» IBM WebFacing Tool: Part of WebSphere Development Studio (5722-WDS)
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» Host Access Transformation Services Toolkit: Part of WebSphere
Development Studio (5722-WDS)

» WebSphere Host Access Transformation Server (HATS Studio): Part of Host
Access Client Package for iSeries (5733-A78)

» WebSphere Host Access Transformation Server Limited Edition (HATS LE):
Part of iSeries Access Family (5722-XW1)

» iSeries Access for Web: Part of iSeries Access Family (5722-XW1)

» WebSphere Host on Demand: Part of Host Access Client Package for iSeries
(5733-A78)

» WebSphere Host Publisher: Part of iSeries Access Family and WebSphere
Integration Offering V1.0 (5722-XW1 and 5733-A53)

Note: The iSeries Access Family product (5722-XW1) no longer includes
WebSphere Host Publisher as of 6 August 6 2004. Users are encouraged
to migrate to WebSphere HATS.

The unique requirements of the customer application determine the best solution
for a customer environment. You can find a comparison of functions for many of
the IBM products on the Web at:

http://www-1.ibm.com/servers/eserver/iseries/access/web/
web_to_host_comparisons.html

IBM WebFacing Tool

The IBM WebFacing Tool provided in the IBM WebSphere Development Studio
for iSeries creates a Web-ready GUI to 5250 applications. The applications can
then be made available in a familiar GUI format recognized by any Web user to
anyone with a browser.

To create the interface, the IBM WebFacing Tool works from Data Description
Specification (DDS) display files and User Interface Manager (UIM) help files.
The interface which is generated consists of Java Servlets, JavaServer Pages
(JSPs), JavaBeans, and JavaScript. The interface runs under WebSphere -
Express for iSeries, WebSphere Application Server V5, or WebSphere
Application Server V4. These WebFaced applications do not require 5250 CPW
capacity when run on the Model 520, 550, 570, 595, 800, 810, 825, 870, or 890.

Applications that are Web-enabled using the IBM WebFacing Tool generally
perform better than applications refaced with other tools. Most other tools convert
the 5250 data stream to a Web interface in a run-time conversion. This impacts
the execution performance of these refaced applications.
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With the IBM WebFacing Tool, the Web interface is created at development time.
During application execution, the data from the application is redirected to the
Web interface created by the IBM WebFacing Tool. No 5250 data stream is
created and there is no run-time conversion. This up-front resource investment
pays off with more efficient production operations.

The 5250 data stream and 5250 OLTP are efficient and have been fine-tuned
over many years. 5250 applications running with the GUI take significantly more
CPU resource than if they run with the original green-screen interface under a
5250 OLTP environment. The magnitude of the increase in resource depends
upon the application. The larger the percentage of time is spent doing screen 1/0
in a 5250 application, the larger the CPW increases when running with a GUI.
Typically the application requires several times the processor resource.

Tip: Understand the 5250 application functions being brought to the Web, and
pilot those parts of the application.

For additional tips and considerations, refer to Chapter 14, “DASD Performance
Management”, in iSeries Performance Capabilities Reference, SC41-0607, and
Aiming for Zero Interactive on iSeries' which discusses 5250 OLTP:
http://www.ibm.com/servers/eserver/iseries/perfmgmt/pdf/Zerolnteractive
.pdf

Use IBM @server Workload Estimator to help predict the system characteristics
for these applications that are enhanced by the IBM WebFacing Tool. You can
access the tool on the Web at:

http://www-912.ibm.com/wle/EstimatorServiet

Refer to “IBM WebSphere Development Studio for iSeries (5722-WDS)” on
page 656 to read more about the IBM WebFacing Tool and WebSphere.

iSeries Editions are flexible-options packages that help simplify choices and
maximize business value. IBM @server i5 and iSeries servers are offered with
Editions that provide you with some of IBM’s most popular middleware in an
integrated package, yet have the ability to run traditional OLTP applications that
require 5250 CPW. Each iSeries edition incorporates a set of software licensing
and hardware features designed to help meet the specific demands of small,
medium, and large enterprises.

The editions offered for today’s iSeries servers include:
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» Enterprise Edition: The Enterprise Edition is designed for customers who
require the highest level of flexibility. It is designed as a total system, fully
integrating and exploiting all of the fundamental hardware and software all on
demand businesses need. The Enterprise Edition is featured for customers
with dynamic business environments who need to respond immediately to
fluctuating, unpredictable on demand business needs.

The Enterprise Edition offering includes everything in the Standard Edition
and more. The Enterprise Edition leverages the widest range of IBM
middleware while still having the ability to run traditional OLTP applications
without first being WebFaced by the IBM WebFacing Tool of WebSphere
Development Studio.

The Enterprise Edition provides maximum 5250 CPW for 5250 OLTP
workloads. The Enterprise also provides support for Capacity on Demand
(permanent and temporary).

» Standard Edition: The Standard edition is attractively priced to drive new
workloads that do not require 5250 OLTP CPW on the @server i5 models.
The Standard Edition is featured for a wide variety of e-business and client
server solutions.

Note: 5250 OLTP applications modernized (WebFaced) using the IBM
WebFacing Tool of IBM WebSphere Development Studio can be used with
the Standard Edition.

» Value Edition: The Value Edition for iSeries Model 520 edition is tailored
specifically to small enterprises and is available on select @server i5 520
servers. Minimum hardware requirements apply.

» Express Edition: The @server i5 520 Express Edition offers a choice of five
pre-packaged offerings that provide small and medium enterprises with the
basic infrastructure for running their core business applications. The 520
Express Edition simplifies your decision process by delivering the key
elements of your IT infrastructure in a single server with supporting hardware,
software, maintenance, and support at an aggressive price.

All @server i5 520 Express Edition offerings include hardware and i5/0OS.
The #7392, #7392 and #7393 Editions feature mirrored disk protection while
editions #7394 and #7395 feature RAID disk protection. All offerings are
available at initial order as deskside servers, however they can later be
converted to a rack-mount configuration or additional features can be added
by chargeable upgrade orders. All @server i5 520 Express Editions are
shipped from IBM with the system console on twinax workstation controller as
the default setting.
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Note: The IBM @server i5 9405 520 Express Edition is packaged under
machine type 9405.

» Domino Edition: The IBM @server i5 Domino Edition is designed for

organizations of all sizes, where e-mail and electronic collaboration are
increasingly becoming mission-critical applications with the same
requirements for availability and security as line-of-business applications.

The Domino Edition continues the tradition established by the iSeries
Dedicated Server for Domino (the DSD) and the iSeries for Domino. That is,
the price and performance is targeted for Lotus workloads combined with the
reliability, manageability, and low cost of ownership that have made iSeries a
highly successful Domino server. In addition to the two processors that are
standard on the IBM @server i5 Domino Edition, you have the option to
activate one or two more processors with built-in Capacity on Demand.
Optionally, you can create logical partitions (LPAR) and run Linux or AlX on
the additional processors.

Solution Edition: The Solution Edition is designed for customers with
qualifying ISV solutions to provide a more attractively priced total solution.
Like the Enterprise Edition, one Enterprise Enablement feature is included,
providing one processor authorization of 5250 CPW.

The Solution Edition leverages IBM middleware and can run traditional OLTP
applications without first being WebFaced by the WebFacing tool of
WebSphere Development Studio.

The Solution Edition supports multiple operating systems (i5/0S, AlX 5L, and
Linux), Web modernization with enhanced Webfacing support, up to ten
partitions per processor (LPAR), 5250 OLTP, and Capacity on Demand
(including CoD and On/Off Capacity on Demand). Additional hardware and
software are is included with the Solution Edition.

Capacity BackUp Edition (CBU): The Capacity BackUp Edition is designed
for customers who require an off-site disaster recovery system. It provides
everything the Enterprise Edition provides, except it is shipped with a minimal
set of software content because IBM software licensing can allow the primary
iSeries server’s licensing to be transferred to a backup iSeries server in case
the primary server is out of production.The server has a minimum set of
startup processors that can be used for any purpose and a large number of
inactive processors that can be activated temporarily at no charge in the event
of a disaster. The inactive processors cannot be permanently activated

The Capacity BackUp (CBU) Edition is offered for the @server i5 570, and
iSeries Models 825, 870, and 890.
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Note: The Capacity BackUp server is not intended for a backup server for
24 x 7 high availability solutions that require day-to-day full operation of the
backup server. Such utilization can require a significant number of
chargeable processor days.

On demand memory features are not activated for no-charge during a
disaster.

» High Availability Edition (HA): The High Availability Edition provides
everything the Enterprise Edition provides (including hardware that is
physically identical to the equivalent Enterprise Edition hardware), except it is
shipped with less software content. It is designed for customers who require
24 x 7 availability.

You can connect multiple IBM @server i5 and iSeries systems together with
high-function third-party software for role swapping and running production on
both primary and secondary servers. In this multiple iSeries server
environment, the @server i5 or iSeries for high availability is an attractively
priced model linked with a model of equal or higher CPW.

The High Availability Edition provides maximum 5250 CPW for 5250 OLTP
workloads. The High Availability Edition also provides support for Capacity on
Demand (permanent and temporary).

Note: On/Off Capacity on Demand is used to temporarily activate capacity for
the IBM @server i5 Model 570, and the iSeries Model 825, 870, and 890
servers.

Note: The POWERS5 partitioning implementation requires a minimum of 240
CPW worth of processor power per partition. Therefore the maximum number
of partitions for the editions with 500 CPW is two and the maximum for
partitions for the editions with 1000 CPW is four. This implementation applies
to all Editions.

For information that is unique to the edition offering of each iSeries Model, see
the appropriate model chapter in this Handbook.

All iSeries Editions include:

» Support for multiple operating systems (i5/0S or OS/400), Linux, IBM AIX 5L)
» Support for Web modernization with enhanced IBM WebFacing Tool support
(the ability to deploy IBM WebFaced applications without 5250 OLTP CPW)
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» Support for Virtualization Engine Systems Technologies, including dynamic
logical partitioning (LPAR)

» Licensing for i5/OS (WebSphere Express is integrated with i5/0S as part of
i5/0S V5R3)

Some editions support 5250 OLTP applications. Each edition offers a different
level of capacity, power, and functionality.

Note: Enterprise Editions ordered for iSeries 825, 870, and 890 servers at
0S/400 V5R2 include licenses for DB2 DataPropagator™, WebSphere
Application Server Express, Lotus Instant Messaging and Web Conferencing
(Sametime®), and Lotus Team Workplace (QuickPlace®).

The following tables reflect the specific components that are included with each

iSeries edition and IBM @server i5 and iSeries models shipped with V5R3 of
i5/08.

Components for Enterprise, Standard, Solution, Domino, High
Availability and Capacity BackUp editions
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Features
Support for multiple operating systems Y Y]Y Y Y Y]Y YIY|Y]Y Y|Y
Support for Web modernization Y'Yl Y]Y Y Y Y]Y Yl Y| VY]Y Y|Y
Support for LPAR Y| Y|Y Y Yl Y|Y Y| Y] Y|Y Y|Y
Support for Capacity on Demand Y Y]Y Y Yl Y]Y Y Y|Y]Y Y|Y
Support for 5250 OLTP YL YIY]LY]Y]Y Y'Y Y|Y
Installation Assistant using VMI Yl Y|Y Y Y
Software license(s)
IBM i5/0S V5R3 | Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y| Y
e-business solution tool licenses
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WebSphere Portal Express Plus 2 Yyl Y]y Y
DB2 Query Manager & Development Toolkit 3 Y YlY]Y]Y]Y Y Y]Y
DB2 symmetric multiprocessor (SMP) 3 Yl Y|Y Y Y
DB2 UDB Extenders 3 Yl Y|y Y
XML Toolkit Y| Y|Y Y
Datacenter management tools licenses
Performance Tools 3 4 Y Y] Y]Y]Y]lY Yl Y|Y
Backup Recovery and Media Services 3 3 Y{y|y Y Y
HA Switchable Resources 2 Yl Y|y Y Y
Media and Storage Extensions 8 Y Y]Y Y Y
Tivoli® Monitoring for Web Yl Y|Y Y
Tivoli Storage Manager Extended Edition 1 Y Y]Y Y
Virtualization Engine for iSeries, Enterprise Yl Y|Y
Workload Manager
Education and services
IBM ILS Education Credits 1] 3| 5 5 1
\
3
\
1
IBM Service Voucher(s) 8 1111 1] 1 1 1
Hardware
Processor activation ©
Integrated xSeries Server
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One license per start-up processor and five client licenses

Per user license

Includes one server license

Includes Manager option)

Includes Network option

For Linux or AIX 5L (if used by i5/0S, one i5/0S processor license required)

Standard Editions of Model 520 do not have 5250 OLTP. Value and Express editions do have a limited preset
value. See table below.

8. Services vary with model.
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Components for Express, Value, Standard and Advanced editions
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Features
Support for multiple operating systems Y Y Y Y Y Y Y Y Y Y
Support for Web modernization Y Y Y Y Y Y Y Y Y Y
Support for LPAR Y Y Y Y Y Y Y Y Y Y
Support for 5250 OLTP Y Y Y Y Y Y Y Y Y Y
Software
IBM i5/0S V5R3 Y Y Y Y Y Y Y Y Y Y
WebSphere-Express V5 for iSeries
Performance Tools *
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value. See table below.
Services vary with model.
Op = optional
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DB2 Query Manager & Development Toolkit* Y Y Y Y Y Y
iSeries Access Y Y Y Y
Query for iSeries Y Y Y Y
WebSphere Development Studio Y Y Y Y
Virtualization Engine for iSeries (7333-VE1) Y Y Y Y Y
Cryptographic Access Provider 128 bit Y Y Y Y Y
Client Encryption 128 bit Y Y Y Y Y
Web Enablement (5722- WE1) Y Y Y Y Y
Twinax adapter (included) - -
Hardware
Tape/disk controller (included) 1 1 1 1 1 1 1 1 1 1
RAID disk controller (included) Op | Op | Op| Op | Op | Op | Op | Op 1 1
Disk drives (included) minimum 1 2 2 1 1 2 2 2 4 4
30 GB QIC tape (included) Op 1 1 1 1 1 1 1 1 1
DVD-ROM (included) 1 1 1 1 1 1 1 1 1 1
Main memory (included) GB .25 5 2 5 5 1 1 2 1 2
Ethernet LAN ports (card or embedded) 1 1 1 2 2 2 2 2 2 2
2-line comm. adapter (included) 1 1 1 1 1 1 1 1 1 1
Twinax adapter (included) - 1 1 Op Op 1 1 1 1 1
1. One license per start-up processor and five client licenses
2. Per user license
3. Includes one server license
4. Includes Manager option)
5. Includes Network option
6. For Linux or AIX 5L (if used by i5/0S, one i5/0S processor license required)
7. Standard Editions of Model 520 do not have 5250 OLTP. Value and Express editions do have a limited preset

See “Edition upgrades” on page 330 for considerations when upgrading editions.
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For current information and more details on each edition for the IBM @server i5
and iSeries models, see:

http://www.ibm.com/servers/eserver/iseries/hardware/editions
You can find product brochures for the @server i5 editions at:

http://www.ibm.com/servers/eserver/iseries/literature/index.html

| Simultaneous multithreading explained

Although an operating system gives the impression that it is concurrently
executing a large number of tasks, each processor in a symmetric multiprocessor
(SMP) traditionally executes a single task’s instruction stream at any moment.

The QPRCMLTTSK system value controls whether to enable the individual SMP
processors to concurrently execute multiple instruction streams. Each instruction
stream belongs to separate tasks or threads. When enabled, each individual
processor concurrently executes multiple tasks at the same time. The effect of its
use will likely increase the performance capacity of a system or improve the
responsiveness of a multithreaded application.

Running multiple instruction streams at the same time does not improve the
performance of any given task. Since this is the case with any performance
recommendations, results vary in different environments.

The way that multithreading is done depends on the hardware model, and
therefore, the performance capacity gains vary. IBM @server i5 Models 520,
550, 570, and 595 support this approach through a concept called simultaneous
multithreading (SMT). There are several distinct differences between different
types of multithreading implemented in the industry. You may find articles
discussing Intel’s Hyper-Threading, Superthreading, and other multitasking
techniques from several sources.

Older iSeries processors use an approach called hardware multithreading
(HMT). In the hardware multithreading approach, the hardware automatically
switches between the tasks on any long processing delay event, for example, a
cache miss. Some models do not support any form of multithreading, which
means the QPRCMLTTSK system value has no performance effect. Because the
QPRCMLTTSK system value enables the parallel use of shared processor
resources, the performance gains depend highly on the application and the
model. Refer to the iSeries Performance Capabilities Reference, SC41-0607, for
guidelines about what performance gains you may expect through its use.
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In some exceptional cases, some applications are better served by disabling
simultaneous multithreading.

Workload, capacity, and performance 67



5486wrkperf.fm Draft Document for Review February 27, 2005

68 IBM @server i5 and iSeries System Handbook



Draft Document for Review February 27, 2005 5486Direction.fm

4

iISeries direction

This chapter outlines both future and present directions of the iSeries platform. It
discusses product previews, statements of direction, and general planning
information. Products, features, and software withdrawn are identified with
announced dates when support is to be discontinued. By communicating these
future plans, IBM intends to help our Clients plan for better use of their system.

You can find further information about product previews, statements of direction,
and plans for products that are no longer supported on a release, on the iSeries
planning information Web site at:

http://www.ibm.com/servers/eserver/iseries/support/planning/v5r3direct.
htm1
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Product Previews

Product Previews identify specific functions IBM has committed to incorporate
into future iSeries hardware or software releases. Understanding them can
provide insight into IBM plans and directions for future iSeries hardware or
software releases. The information released represents the current intent of IBM.
They represent goals and objectives only. All statements regarding the plans,
directions, and intent of IBM are subject to change or withdrawal without notice.

IBM has announced an intention to provide an update of OS/400 and
enhancements to server hardware that include the following enhancements. The
previews listed are separated into fulfilled and non-fulfilled categories at the time
of each incremental announcement through July 2004.

Product Previews: Open

70

» pSeries support for i5/0S: IBM plans to extend the capabilities of the IBM
@server p5 product line by introducing support for the i5/0S operating
system. i5/0S support will provide additional flexibility for large-scale server
consolidation where AIX 5L and/or Linux is the primary operating system.
i5/08S support is planned to be limited to one processor on selected @server
p5 570 servers and up to two processors on future high-end @server p5
systems. This capability is planned to be available in the first half of 2005.

Note: The 9411-100 type model number is available to enable the ordering
of i5/0S supported devices on p5 systems. It is added to the @server p5
systems and all items unique to the iSeries (towers) are added as features
to this type. For more details see, “9411-100 Eserver p5 I/O Subsystem for
i5/0S” on page 318.

» IBM @server i5 570 growth plans: Leveraging a new building block
architecture, the Model 570 can cover an extremely broad capacity range. You
can start with a 1/2-way server in a single building block and eventually grow
to a 16-way server using four building blocks. The building block architecture
enables balanced growth for the Model 570. When building blocks are added,
the processor, memory, and I/O capacities are increased. Extending the
Model 570 to a 16-way server is planned to be available in second half 2004.

» Switched I/0 tower clustering support: Support for the #5094, #5294,
#5095, and #5095 PCI-X I/O towers and drawers to be installed as switched
I/O towers in clusters consisting of @server i5 servers and installed earlier
iSeries servers is planned for third quarter 2004. At that time, @server i5
servers will support the attachment of these input/output (1/0) towers and
drawers, which have not been enhanced with the faster high-speed link
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(HSL)-2 hardware. Prior to third quarter 2004, the #5074, #5079, #5088, and
#0588 towers and drawers can be used as switched I/O towers in these mixed
server clusters. Switching I/O towers is a function of 0S/400 that is typically
used to increase the iSeries server's availability.

» 9402 and 9404 upgrades: Upgrades from iSeries Models 810, 820, 825, and
830 that use the 9406 machine type designation, into the @server i5 Models
520, 550 or 570, are announced and available in June 2004. For Models 810,
820, 825, and 830 that use the less common 9402 and 9404 machine type
designators, upgrades are planned to be available starting third quarter 2004.

There is no pricing difference planned between the 9402/9404 upgrades and
9406 upgrades, since there is no physical difference between the machine
types for these models. During the 9402/9404 upgrade, the machine type
designator is changed to 9406 to allow IBM to better support the server.

For additional information, visit:

http://www.ibm.com/servers/eserver/support/iseries/planning/nav.html

» Integrated xSeries Server based on Intel Pentium® M processor
technology: The current Integrated xSeries Server is supported within
selected iSeries 1/0 towers attached to the @server i5. In the second half of
2004, IBM @server iSeries plans to provide a new Integrated xSeries Server,
based on Intel Pentium M processor technology, for installation in the system
unit or I/O towers of new @server i5 servers.

» Linux on Integrated xSeries solutions (Integrated xSeries
Server/Integrated xSeries Adapter): IBM intends to provide support for
Linux on selected Integrated xSeries Servers and xSeries servers attached to
iSeries via the Integrated xSeries Adapter. This support is planned to be
available in second half 2004 as a program temporary fix (PTF) to iSeries
Integration for Windows Server (5722-WSV).

» Linux on @server i5 servers: IBM is working with Novell, Inc. and Red Hat,
Inc. to certify Linux distributions for @server i5 servers. These distributions,
the next version of Novell SUSE Linux Enterprise Server, and the next
quarterly update of Red Hat Enterprise Linux 3, are expected to be available
from the Linux distributors in third quarter 2004.

Hardware features used with Linux can be ordered for the Model 520, 550
and 570 servers. These features require a POWERS5 Linux distribution. For
more information about Linux distributions available for iSeries, see:

http://www.ibm.com/servers/eserver/iseries/Tinux/dist.htm]
» Virtualization Engine Systems Services: IBM plans to provide

Virtualization Engine Systems Services across the following functional
categories in second half 2004:
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IBM Director Multiplatform: A consistent systems management
infrastructure allows heterogeneous systems and their resources to be
managed in a homogeneous way. It leverages proven technologies from
IBM Director. Coupled with the Virtualization Engine console, which
provides a common Web-based console for monitoring and managing the
overall health of your on demand operating environment, you have a set of
powerful system management capabilities.

Systems Provisioning: Automated change management allows you to
deploy and re-purpose (commission and decommission) IT resources to
react to changing business demands. Extending the current logical
partitioning and integrated Windows attachment capabilities of the
@server i5 servers, it allows for the virtualization of resource pools to be
redeployed on an as-needed basis.

IBM Enterprise Workload Manager: Allows you to identify work requests
based on service class definitions and track performance of those
requests against stated business goals. It provides problem isolation and
workload optimization of a heterogeneous multitier workload through a set
of self-managing capabilities.

IBM Grid Toolbox V3 for Multiplatforms: Provides the infrastructure that
customers and independent software vendors (ISVs) need to develop,
deploy, and manage distributed workloads with greater ease. It enables
you to capitalize on IBM @server and IBM middleware Qualities of
Service. The toolbox is based on the Open Grid Services Architecture.
This version of the toolbox is best leveraged by businesses that are
responsible for deploying and managing grids or for ISVs that develop
products designed to assist in the management or deployment of grids.

Capacity on Demand: IBM plans to enhance Capacity on Demand by adding
the following capabilities:

— Ability to purchase activations for inactive memory on an @server i5 570.

IBM will make the memory available for use when permanent or temporary
activation codes are applied to an iSeries server.

Ability to prepurchase reserve processor capacity, perfect for unplanned
business workload peaks. A quantity of inactive processors can be placed
in the server's shared processor pool as reserve processors. When the
server recognizes that additional capacity is needed by a partition, a
processor day is subtracted from the prepurchased total.

Ability to request trial processor or memory capacity that can be used for a
predetermined consecutive number of days. A trial activation code can be
requested at a Capacity on Demand Web site to activate the no-charge
capacity for a business workload peak, for a benchmark, or to try a new
workload.
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» Additional High Availability options: IBM plans to announce and deliver, in
the second half of 2004, additional high-availability options:

— iSeries for High Availability offerings for the @server i5 520, 550 and 570
— An iSeries for Capacity BackUp offering for the @server i5 570

— Support for the attachment of more than one Hardware Management
Console (HMC) per server

» 0S/400 support for higher capacity optical libraries: The IBM @server i5
and iSeries plan to enhance i5/0S V5R3 to support Plasmon's next
generation of Ultra Density Optical (UDO) drives in the Plasmon G-series
libraries for IBM OS/400 optical libraries.

For more information, see:

http://www-1.ibm.com/servers/eserver/iseries/optical/

Product Previews: Closed

The following Product Preview is closed at the time of the May 2003
announcements:

» Microsoft Windows .NET: IBM plans to support Windows .NET Standard
and Enterprise servers on the Integrated xSeries Server and the xSeries
servers attached to iSeries with the Integrated xSeries Adapter.

This Product Preview was fulfilled in the May 2003 time frame via a Web
deliver of PTFs. Windows .NET became Windows Server 2003.

Statement of Direction

Statements of Direction identify the commitment of IBM to direct iSeries servers
toward a given design or technology. Understanding them can provide insight into
the design and technology plans of IBM. All statements regarding IBM plans,
directions, and intent are subject to change or withdrawal without notice.

Statement of Direction: Open

The following Statements of Direction remain open at the time of the August 2004
announcement:

» Enterprise Extender: IBM intends to deliver Enterprise Extender for iSeries
with a future i5/0S software release. Enterprise Extender provides a
mechanism for integrating Systems Network Architecture (SNA) applications
with an Internet Protocol (IP) network. Enterprise Extender is a recommended
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alternative for AnyNet as the solution for transporting SNA traffic over an IP
network.

Sub-Capacity pricing: To continue to lead the industry in developing On
Demand Business solutions, IBM intends to provide flexible pricing and
financing that enables you to exploit new technology. IBM has already taken
important steps in this area with our announcement of complementary On/Off
Capacity on Demand offerings for hardware and software.

IBM considers sub-capacity licensing to be a strategic offering within the

on demand portfolio. Sub-capacity licensing enables the licensing of the

on demand portfolio. Sub-capacity licensing enables the licensing of software
products for use on less than the full capacity (in processors) of the machine
when used within a logical partition. IBM currently offers sub-capacity
licensing for selected software, including WebSphere Application Server
running on iSeries.

IBM intends to announce sub-capacity licensing terms and conditions for
additional middleware products, such as WebSphere Application Server and
DB2 Enterprise Server Edition, on other platforms such as AIX 5L, i5/0S,
0S/400, and Linux on POWER. IBM also plans to deliver license
management tools to assist you in tracking and reporting your software
assets to take advantage of these flexible pricing models.

Future iSeries management environment: IBM plans to deliver an
integrated management environment with services such as partitioning,
hardware virtualization, and workload management for 0S/400, AlX, and
Linux applications on an IBM @server. The new management environment
will integrate OS/400, middleware, and enhancements from research and
development to deliver dramatically enhanced partitioning, optimized asset
utilization, and on-demand resource allocation for heterogeneous operating
environments.

Statement of Direction: Closed

As part of the iSeries announcements made in May 2004, IBM fulfilled the
commitment of the following direction with the availability of i5/0S V5R3 in
August 2004:

» Support AIX on iSeries: IBM plans to further extend the self-managing

systems initiative of the IBM autonomic computing initiative with
self-optimizing and configuring capabilities that include native support for AIX
in logical partitions alongside OS/400 partitions on the iSeries product line.
This would allow customers to leverage a broader range of application
environments including OS/400, Windows, Linux, and now AIX on a single
IBM @server. With this capability, a common set of resources can be
managed and shared across a total customer solution, made up of
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Planning

applications targeted to different operating environments. This extends the
self-optimization capabilities of iSeries to meet the needs of customers in a
simple, low-cost, and efficient manner.

As part of the iSeries announcements made in June 2003, IBM fulfilled the
commitment of the following direction:

>

DB2 and WebSphere Application Server for Linux on iSeries: IBM plans
to make DB2 Universal Database (UDB) and WebSphere Application Server
available for Linux on iSeries.

This Product Preview was fulfilled with the general availability of DB2 UDB
V8.1 for Linux on iSeries in June 2003, and the general availability of
WebSphere Application Server 5.0.2 for Linux on iSeries in July 2003.

information

As business grows, the information systems needs of a business change, and
technology changes to allow more efficient and cost-effective methods to solve
business problems. As the iSeries and OS/400 are enhanced, new technology is
introduced. Other technology reaches a point where no further enhancements,
functions, or maintenance is planned. This section helps customers to plan for
these changes and to protect their investment as their business needs change:

»

0S/400 support of selected AS/400 and iSeries models: OS/400 V5R2 is
the final release to support AS/400e Models 150, 600, 620, 640, 650, S10,
S20, S30, S40, and SB1. IBM plans for i5/0S V5RS3 to be the final release to
be supported on AS/400e Models 170, 250, 720, 730, and 740.

The next release of OS/400 is planned to be supported on Models 270, 520,
550, 570, 800, 810, 820, 825, 830, 840, 870, 890, SB2, and SB3.

Systems Product Division (SPD) I/O: IBM plans for i5/0S V5R3 to be the
final release to support the attachment of SPD towers or SPD Migration
towers. Customers must complete the migration or conversion of I/O attached
to their iSeries Model 820, 830, or 840 via SPD towers or migration towers
before upgrading beyond i5/0S V5R3.

Any SPD 1/O cards in these towers or older I/O devices which can only be
attached to SPD cards must be replaced by newer I/O. SPD-attached #5065
or #5066 PCI I/O towers must be converted to the #5074 or #5079 PCI
HSL-attached Expansion Towers or replaced with newer generation #5094 or
#5294 PCI-X towers. The PCI-X towers offer a higher speed HSL connection
and the ability to support 15k rpm disk drives.

The following functions provided by SPD cards do not have equivalent
function PCI cards:
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— ASCII Adapter

— V.25 Autocall cable

— Select standby mode

— X.21 switched WAN dial-up or shorthold mode WAN

— Asynchronous communication speeds of less than 300 bps

— Data Rate Select signal on the EIA 232/V.24 interface: This function is
used by some older 2400 bps modems to reduce the speed to 1200 bps.

— Link Problem Determination Aids (LPDA®)-1: This is a diagnostic function
supported by some modems.

— V.54 local and remote loopback (diagnostics functions supported by some
modems)

PCI adapters also do not support X.21 switched WAN dial-up or shorthold
mode WAN.

iSeries Access: IBM plans to remove the support of the Windows 98 and
Windows Me operating systems from the iSeries Access for Windows client.
iSeries Access for Windows on Windows 98 and Me continues to be
supported in OS/400 V5R2. In subsequent releases, iSeries Access for
Windows will not install on the Windows 95, 98, or Me operating systems.

The removal of Windows 98 and Windows Me applies to all of the functions
shipped with iSeries Access for Windows, including EZ-Setup, iSeries
Navigator, Management Central, and Operations Console. iSeries Access for
Windows will continue to be supported on the Windows NT 4.0, Windows
2000, and Windows XP operating systems. In addition, migration from Client
Access for Windows 95 or NT and Client Access Enhanced for Windows 3.1
to iSeries Access for Windows will continue to be supported in OS/400 V5R2
but will be removed in subsequent releases.

iSeries Support for Windows Network Neighborhood (iSeries
NetServer): IBM plans to remove the support of the Windows 98 and
Windows Me operating systems from iSeries NetServer. Windows 98 and Me
continue to be supported in OS/400 V5R2, but not in subsequent releases.
iSeries NetServer will continue to support the Windows NT 4.0, Windows
2000, Windows XP, and Linux (running Samba) operating systems.

IBM HTTP Server: OS/400 V5R2 is the final release to support HTTP Server
(original). With IBM i5/0S, IBM HTTP Server (powered by Apache) includes
the generally available version of the Apache Software Foundation's Apache
2.0 Web server. For more information, including migrating HTTP Server
(original) configurations to HTTP Server (powered by Apache), visit:

http://www.ibm.com/eserver/iseries/software/http
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» XML Parsers: OS/400 V5R2 is the final release to ship the XML for C++ and
procedural parsers as part of OS/400. These parsers are service programs
QXML4C310 and QXML4PR310 in library QSYS. Comparable XML for C++
and procedural parsers are now available via LPO 5733-XT1 (XML Toolkit for
iSeries).

» Open Class® Library: OS/400 V5R2 is the final release to ship the Open
Class Library, part of WebSphere Development Studio for iSeries and
0S/400. For documentation to assist in migrating from IBM Open Class to the
C++ Standard Library, see:

http://www.ibm.com/servers/eserver/iseries/support/planning/nav.html

Suggested replacements: All applications that use the Open Class Headers
and Service Programs need to be refreshed using the C++ Standard Library
provided with 5722-WDS and 5722-SS1. When discontinued, IBM Open
Class Headers shipped in library QSYSINC with a descriptive text of “lOC
HEADER” and the IBM Open Class Service Programs, QYPPOC370 and
QYPPOC510 are no longer shipped in library QSYS with OS/400.

To assist migration from IBM Open Class to the C++ Standard Library, see:

http://www.ibm.com/servers/eserver/iseries/support/planning/pdf/
iocmigrwp.pdf

» Distributed Computing Environment (DCE): OS/400 V5R2 is the final
release to support DCE Base Services for AS/400 (5769-DC1) and DCE Data
Encryption Standard Library Routines for AS/400 (5769-DC3).

For a suggested replacement, we recommend that our Clients build their
distributed applications using the functions provided by MQSeries®, IBM
Toolbox for Java, WebSphere Application Server, or Lotus Domino
technologies for iSeries.

» Ultimedia System Facility (USF): OS/400 V5R2 is the final release for the
USF application programming interfaces (APIs) to be shipped or supported
with iSeries Access for Windows.

For suggested replacements, customers have chosen to develop multimedia
applications using more standard means such as DB2 UDB for iSeries binary
large object (BLOB) support or the integrated file system (IFS).

» Access Class Libraries: OS/400 V5R2 is the final release to support the
Access Class Libraries in OS/400. The Access Class Libraries are C++
classes that provide access to OS/400 resources, including DB2 UDB for
iSeries.

For suggested replacements, IBM suggests that current users of the Access
Class Libraries use appropriate C language APIs to access OS/400
resources. Current users should also consider using Java and the
corresponding IBM Toolbox for Java interfaces to access OS/400 resources.
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0S/400 Language Feature - English Uppercase: IBM plans for i5/0S V5R3
to be the last release to support the English Uppercase language features
(#2950 and #5550) for OS/400 (5722-SS1).

S/36 and S/38 migration: OS/400 V5R2 is the final release to support:

— 0O8/400 Option 4: S/36 and S/38 Migration
— 0O8/400 Option 11: S/36 Migration Assistant
— RSTS36FLR command within OS/400 used to restore S/36 folders

Application Development Manager and Application Dictionary Services:
There were two priced features in WebSphere Development Studio for
iSeries:

— Application Development Manager (ADM)
— Application Dictionary Services (ADS)

IBM discontinued marketing these products in i5/0S V5R3. This should not
be construed as a lack of interest in source and library control, and impact
analysis. The importance of source-control management and impact analysis
has increased greatly in the last several years since the introduction of the
Integrated Language Environment® (ILE) to promote modular programming
and to encourage code reuse. In recent years, the introduction of Web and
Java development and the IBM WebFacing Tool have dramatically increased
the number of Java components to manage.

For more information, see the white paper A Case for Source Control
Management on the Web at:

http://www.ibm.com/servers/enable/tools/pdf/scmpaper.pdf

Cryptographic Support for AS/400 (5722-CR1): IBM plans to support this
product for one release beyond i5/0S V5RS3, after which it will be
discontinued. Customers looking for a cryptographic API set should consider
the following alternatives:

— IBM i5/0OS Cryptographic Services API

— Common Cryptographic Architecture (CCA) API for the iSeries
Cryptographic Coprocessor feature

— Java Cryptography Extension (JCE)

Withdrawn products

When products and features are withdrawn from IBM marketing, they are
removed from this Handbook. You can find information about earlier iSeries and
AS/400e products and features by referencing the IBM @server i5, iSeries, and
AS/400e System Builder, SG24-2155, or searching for a legacy editions of the
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IBM @server i5 and iSeries System Handbook, GA19-5486, which are available
on the following Web site:

http://publib.boulder.ibm.com/pubs/html1/as400/online/chgfrm.htm

| Refer to “Products and features no longer marketed by IBM” on page 768 for a
list of the recommended replacements for many withdrawn features and
products.

| Features and devices not supported with i5/0S V5R3

iSeries Models 600, 620, 640, 650, 650, S10, S20, S30, S40, SB1, 150, and
| earlier generations of AS/400 systems are not supported with i5/0S V5R3. Also
the following features are not supported with IBM i5/0S V5R3:

#2811 PCI 25 Mbps UTP ATM

#2812 PCI 45 Mbps Coax T3/DS3 ATM
#2815 PCI 155 Mbps UTP OC3 ATM
#2816 PCI 155 Mbps MMF ATM

#2817 PCI 155 Mbps MMF ATM I0A
#2818 PCU 155 Mbps SMF OC3 ATM
#2819 PCI 34 Mbps Coax E3 ATM
#4815 PCI ATM 155 Mbps UTP OC3
#4816 PCI ATM 155 Mbps MMF
#4818 PCI ATM 155 Mbps SMF OC3
#2761 and #4761 PCI Integrated Analog Modem

v

VVYVYVYVYVYVYVYYVYY

The other input/output adapters (IOAs) and controllers, which are supported with
0S/400 V5R2 on Models 800, 810, 825, 870, and 890, are supported with i5/0S
V5R3 on the Model 520, 550 and 570.

Some hardware features are supported with i5/0S V5R3 but are not supported
on all iSeries models. Refer to the Planning Web site for more information:

http://www.ibm.com/servers/eserver/iseries/support/planning/
vbr3hardware.html

| Features and devices not supported with 0S/400 V5R2

| AS/400 Models 4xx and 5xx are not supported with OS/400 V5R2 or later. Also
the following features are not supported with V5R2 or later:

» #2750/#4750 PCI ISDN BRI U IOA

» #2751/#4751 ISDN adapters

» #4800 PCI Cryptographic Processor

» #6385/#6485 QIC-5010 13 GB %-inch Cartridge Tape
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The #2761/#4761 PCI Integrated Analog Modem supports the fax function only
with OS/400 V5R2. The IPX protocol is not supported with V5R2. The NetVista™
Thin Clients device is not supported with V5R2.

Note: Some hardware features are supported with OS/400 V5R2 but are not
supported on all iSeries models.

For a list of features, devices, and products not supported or marketed by IBM,
refer to “Products and features no longer marketed by IBM” on page 768, and
“Features and devices not supported with OS/400 V5R1” on page 767.

Refer to the Planning Web sites for more information:

http://www.ibm.com/servers/eserver/iseries/support/planning/
v5r2hardware.html

http://www.ibm.com/servers/eserver/iseries/support/planning/v5rlhardwar
e.html

http://www.ibm.com/servers/eserver/iseries/support/planning/v4r5hardwar
e.html
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S

Summary of today’s iSeries

The tables in this chapter summarize the resource capabilities and performance
characteristics of all processors in the current product line of iSeries servers.
Processor and performance characteristics are included, along with the
maximum capacities for main storage, disk, local area network (LAN),
communication lines, workstations, tape devices, CD devices, and other
input/output (1/0) components.

The following graphic depicts the CPW ratings of each of the currently marketed
IBM @server i5 servers.
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@server i5 595 Completes the Line

970 13/16-way v

570 9/12-way
570 5/8-way v
570 2/4-way
570 1/2-way

l- 550 1/4-way

A 520 2-way
= '

520 1-way
1 Upgrade paths

A 595 326a-way [ : : : 9
595 16/32-way
595 8/16-way

520 1-way
520 1-way
520 Express
520 Express

CPW

40000 60000 80000 100000 120000 140000 160000 180000

T
0 20000

Note: 64-way measured as two 32-way partitions

The characteristics of each of these IBM @server i5 processors are
summarized in this chapter.

The capacities of iSeries and AS/400e processors that are no longer marketed
are summarized in Chapter 34, “Summary of earlier AS/400, AS/400e, and
iSeries models” on page 723, as well as the IBM @server i5, iSeries, and
AS/400e System Builder, SG24-2155. You can find information about i5/0S
V5R3 operating system limits, such as the maximum members in a database file,
maximum objects in a library, and jobs on the system in the iSeries Information
Center at:

http://www.ibm.com/eserver/iseries/infocenter

Under Systems Management, select the Availability topic, and then click
0S/400 Maximum Capacities.

You can find information about OS/400 V5R2 operating system limits in OS/400
Maximum Capacities V5R2, REDP-0204.

Note: In the following tables, the values in the columns with the darker shaded
heading represent the base configuration of the system. The capacities shown
may require prerequisites. Some combinations of features are not valid.
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| Table 1: Summary of the @server i5 Model 520

The Model 520 system minimum and maximum capacities are provided in the
following table.

5486SSum.fm

Model 520

Processor feature #8950 #8951 #8952 #8953 #8954 #8955
Server feature® #0900 #0901 #0902 #0903 #0904 #0905
Relative system

Processor CPW 500 1000 1000 2400 3300 6000

Mail and Calendar 2300 2300 5500 7300 13300

5250 CPW 5

Value®2 30 60 - - - -

Express®?@ - 60 - - - -

Standard®? - - 0 0 0 0

Enterprise®2 - - 1000 2400 3300 6000

High Availability®@ - - 1000 2400 3300 6000
Number/type/speed of 1/POWER5/ | 1/POWERS5/ | 1/POWER5/ | 1/POWER5 | 1/POWERS5 | 2/POWER5
processor 1.5 GHz 1.5 GHz 1.5 GHz /1.5 GHz /1.65 GHz /1.65 GHz
L2 Cache (MB) 1.88 1.88 1.88 1.88 1.88 1.88
L3 Cache (MB) 0 0 0 0 36 36
Main storage (GB 0.5/32 0.5/32 1/32 1/32 1/32 1/32
Main storage DIMMs 8 8 8 8 8 8
Logical Partitions (LPAR) 2 4 4 10 10 20
Minimum i5/08S level V5R3 V5R3 V5R3 V5R3 V5R3 V5R3
Software group®@ P05 P10 P10 P10 P20 P20
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Numbers are for all 520 processor features

Base system

System maximum

Disk storage (GB)
Integrated minimum
Integrated maximum
External maximum?
Total maximum
DASD arms maximum

Internal arms
External LUNs

Physical packaging
Rack design - EIA units
External HSL-2/RIO-2 ports
External HSL-2/RIO-2 loops
PCI/PCI-X Expansion Tower
External xSeries Servers
PCl card slots'©

Diskette (8 or 5 %-inch)

Communication lines®

LAN ports (includes embedded)

Integrated xSeries Servers

Twinaxial workstation controllers
Twinaxial workstations

Internal CD/DVD/tape4
External tape/optical/CD/DVD
Cryptographic coprocessor
Cryptographic accelerator

35.16/70.2
564.48
19000

8

8

O oo ' =N H

[620e ]

120

19615.68
18929.44
19000
278

278

277

0 o =N b

192
36
18
48
1920

12
36
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Table 2: Summary of the @server i5 Model 550

The Model 550 system minimum and maximum capacities are provided in the

following table.
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Model 550
Processor feature #8958
Server feature® #0915
Relative system performance1’ 2
Processor CPW 3300/12000
Mail and Calendar Users 22 7300/26600
5250 CPW ®
Standard®® 0
Enterprise®? Maximum
Solution®®
Solution Edition for PeopleSoft Enterprise EQSP
Domino®?

Number/type/speed of processor

1/4/POWERS5/1.65 GHz

L2 Cache (MB)

1.9

L3 Cache (MB) 36

Main storage (GB min/max) 2/64

Main storage DIMMs (minimum/maximum) 4/16

Logical Partitions (LPAR) 40

Minimum i5/0OS level V5R3

Software group®® P20

Numbers are for all 550 processor features Base system System maximum

Disk storage (GB)
Integrated minimum 35.16 35.16
Integrated maximum 564.48 38102.4
External maximum? - -
Total maximum - -
DASD arms maximum

Internal arms 8 548
External LUNs - 547

Physical packaging
Rack design - EIA units 4 4
External HSL-2/RIO-2 ports 2 4
External HSL-2/RIO-2 loops 1 2
PCI/PCI-X Expansion Tower 6 12
External xSeries Servers 8 16
PClI card slots'? 5 172

Diskette (8 or 5 %-inch) - -

Communication lines® 320

Summary of today’s iSeries
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LAN ports (includes embedded)
Integrated xSeries Servers
Twinaxial workstation controllers

Twinaxial workstations

Internal CD/DVD/tape*
External tape/optical/CD/DVD (LPAR)
Cryptographic coprocessor
Cryptographic accelerator

N = O
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96
36
133
5320

26
18 (36)

4

The following table summarizes the On Demand feature codes for the Model 550.
Features included with each Model 550 (base features) are shaded gray.

Model 550 (xx (xx Processor Activations Enterprise Enablement
1/4-way editor | editor (5250 OLTP)
pleas =
e pleas
make | e
this make
entire | this
colu cell
mn white
white . the
XX) cell
below
the
line
stays
gray
XX)
On Demand
0
» 2 SE | o 3 _
& 8 3¢ |3 O - o =
o 8 <} o £ O ~ 0T Ire) o~ c
@ = = o o b g2 ] a8 8o 6
S 2 o = @ Q3 o= 2 o 8 =
5 g s | 8- | 8 s | §8| 5| 2& & 58 |23
- © @© =
Sl | 5 |38 5 wlo=]c=1 a 58|88
) o o A [=] © s o ]
5 £ = a8 | 2 2 13 |1day | 8 S5 | 8¢
» w w oo | & o days Y | days A <& | 2£
Standard Edition
#0915 | #7462 1 2 #7871 #7930 | #7931 #7934 | n/a n/a n/a
Enterprise Edition
#0915 | #7463 1 2 #7871 #7930 | #7931 #7934 | 1 #7576 | n/a

Domino Edition
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Model 550 (xx (xx Processor Activations Enterprise Enablement
1/4-way editor | editor (5250 OLTP)
pleas -
e pleas
make e
this make
entire | this
colu cell
mn white
white | .the
XX) cell
below
the
line
stays
gray
XX)
On Demand
4
o
(7]
& § 8t | a 3 _
c o 8 o Q o o >
(7] o - £ O ~ 03T T o~ r
o g & N ] £ o P 2 N 5 o
5 3 o = < s Qs | 6£| g2 © 8o =
g S s g | 8 £ sl zz | 88 % 8 | o8
o o 2 @ 4 o a @ 3] =
= c c ) a 0 E] w o o 0 Seo & S
$ S s |od | s a g 28 | =F
s | 51 5 (25|23 8 [ [t |2 | &§ |3E]|8E
»n w w me 2 o days Y days 2 <2 | 2E&
#0915 #7462 2 2 #7871 #7930 #7931 #7934 n/a n/a n/a
Solution Edition
#0915 #7558 1 2 #7871 #7930 #7931 #7934 1 x #9286 | #7576 n/a
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Table 3: Summary of the @server i5 Model 570, part 1

The Model 570 system minimum and maximum capacities are provided in the
following table.

Model 570
Processor feature #8961 #8961 (x2)
Server feature #0919 #0920
Relative system performance’ 2
Processor CPW 3300/6000 6350/12000
Mail and Calendar Users 22 7300/13300 14100/26600
5250 CPW 5
Standard®® 0 0
Enterprise60 Maximum Maximum
Number / type / speed of processor 0/2 / POWERS5/1.65 GHz 2/4 /POWERS5/1.65 GHz
L2 Cache (MB per processor) 1.88 1.88
L3 Cache (MB per processor) 36 36
Main storage (GB minimum/maximum) 2/65 2/128
Main storage DIMMs (minimum/maximum) 4/8 8/16
Logical partitions (LPAR) 10/20 20/40
Minimum i5/0S level V5R3 V5R3
Software group ¢ P30 P30
Disk storage (GB)
Integrated minimum 35.16 35.16
Integrated maximum 19474.56 38525.76
External maximum 7 19439.40 38490.60
Total maximum 19474.56 38525.76
DASD arms maximum 276 546
Internal arms 276 546
External LUNs 275 545
Physical packaging
Rack design - EIA units 4 4
External HSL-2/RIO-2 ports 2 4
External HSL-2/RIO-2 loops 1 2
PCI/PCI-X Expansion Tower 6 12
External xSeries Servers (IXA) 8 16
PClI card slots 1° 90 173
Diskette (8 or 5 %-inch) 0 0
Communication lines ® 278 320
LAN ports (includes embedded) 71 96
Integrated xSeries Servers 19 36
Twinaxial workstation controllers 69 133
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Twinaxial workstations 2760 5360
Internal DVD-ROM/DVD-RAM 4 1 1
Internal CD-ROM/Tape 0 0
Feature 1/0 Tower CD-ROM/Tape 12 24
External tape (LPAR) 18 (36) 18 (36)
External optical/CD/DVD (LPAR) 18 (36) 18 (36)
Cryptographic coprocessor 8 8
Cryptographic accelerator (combined system partition | 4 (8) 4 (8)

Summary of today’s iSeries 91
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Table 4: Summary of the @server i5 Model 570, part 2

92

Model 570
Processor feature #8971 #8971 #8971 #8971 #8971 #8971
Server feature #0930 #0921 #0922 #0924 #0926 #0928
Relative system
performance’ 52
Processor CPW 3300/ 6350/ 15200/ 25500/ 36300/ 6350/
6000 12000 23650 33400 44700 44700
Mail and Calendar 7300/ 14100/ 33600/ 57300 83600/ 14100/
Users ® 13300 26600 52500 77000 102000 102000
5250 CPW °
Standard 0 0 0 0 0
Enterprise Maximum Maximum Maximum Maximum Maximum
High Availability Maximum Maximum Maximum Maximum Maximum
Capacity BackUp Maximum
Number/ 1/2/ 2/4/ 5/8/ 9/12/ 13/16/ 2/16/
type/ POWERS5/ POWERS5/ POWERS5/ POWERS5/ POWERS5/ POWERS5/
speed of processor 1.65 GHz 1.65 GHz 1.65 GHz 1.65 GHz 1.65 GHz 1.65 GHz
L2 Cache (MB)/chip 1.88 1.88 1.88 1.88 1.88 1.88
L3 Cache (MB)/processor 36 36 36 36 36 36
card
Main storage (GB 2/64 4/128 8/256 12/384 16/512 16/512
minimum/maximum)
Main storage DIMMs 4/8 8/16 16/32 24/48 32/64 32/64
(minimum/maximum)
Logical partitions (LPAR) 10/20 20/40 50/80 90/120 120/160 20/160
Minimum i5/0S level i5/0S V5R3 | i5/0S V5R3 | i5/0S V5R3 | i5/0S V5R3 | i5/0S V5R3 | i5/0S V5R3
Software group P P30 P30 P40 P40 P40 P30
Disk storage (GB)
Integrated minimum 35.16 35.16 35.16 35.16 35.16 35.16
Integrated maximum 19474.56 38525.76 5800.32 77474.88 96949.44 96949.44
External maximum 7 19439.40 38490.60 57929.76 77404.32 96878.88 96878.88
Total maximum 19474.56 38525.76 5800.32 77474.88 96949.44 96949.44
DASD arms maximum 276 546 822 1098 1374 1374
Internal arms 276 546 822 1098 1374 1374
External LUNs 275 545 821 1097 1373 1373
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Model 570
Processor feature #8971 #8971 #8971 #8971 #8971 #8971
Server feature #0930 #0921 #0922 #0924 #0926 #0928
Physical packaging
Rack design - EIA units 4 4 8 12 16 16
External HSL-2/RIO-2 ports | 2 4 8 12 16 16
External HSL-2/RIO-2 loops | 1 2 4 6 8 8
PCI/PCI-X Expansion Tower | 6 12 18 24 30 30
External xSeries Servers 8 16 32 48 57 57
(IXA)
PCl card slots 12 90 173 266 353 443 443
Diskette drive 0 0 0 0 0 0
(8" or 5-1/4”)
Communication lines 3 278 320 480 480 480 480
Model 570
Processor feature #8971 #8971 x2 | #8971x4 | #8971x6 #8971 x8 #8971
Server feature #0930 #0921 #0922 #0924 #0926 #0928
Relative system
Processor CPW 3300/6000 | 6350/1200 | 15200/235 | 25500/3340 | 36300/44700 | 6350/44700
Mail and Calendar Users | 14100/266 | 14100/259 | 33600/525 | 57300/7700 | 83600/10200 | 14100/10200
5250 CPW ° 6000 12000 12000/235 | 12000/4470 | 12000/44700 | 6350/44700

Standard®® 0 0 0 0 0 0

EnterpriseGC Maximum Maximum Maximum Maximum Maximum -

High Availability6C Maximum Maximum Maximum Maximum Maximum -

Capacity BackUp®© Maximum | - - - - Maximum
Number/type /speed of 1/2/ 2/4/ 5/8/ 912/ 13/16/ 2/16/
processor POWERS5/ | POWERS5/ | POWERS/ | POWERS/ POWERS5/ POWERS5/

1.65 GHz 1.65 GHz 1.65 GHz 1.65 GHz 1.65 GHz 1.65 GHz
L2 Cache (MB) per processor | 1.88 1.88 1.88 1.88 1.88 1.88
L3 Cache (MB) per processor_| 36 36 36 36 36 36
Main storage (GB 2/64 4/128 8/256 12/384 16/512 16/512
minimum/maximum)
Main storage DIMMs 4/8 8/16 16/32 24/48 32/64 32/64
(minimum/maximum)
Logical partitions (LPAR) 10/20 20/40 50/80 90/120 120/160 20/160
Minimum i5/0S level & V5R3 V5R3 V5R3 V5R3 V5R3 V5R3
Software group 6c P30 P30 P40 P40 P40 P40
Disk storage (GB)
Integrated minimum 35.16 35.16 35.16 35.16 35.16 35.16
Integrated maximum 19474.56 38525.76 5800.32 77474.88 96949.44 96949.44
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Model 570
Processor feature #8971 #8971 x2 | #8971 x4 | #8971x6 #8971 x8 #8971
Server feature #0930 #0921 #0922 #0924 #0926 #0928
External maximum 7 19439.40 38490.60 57929.76 77404.32 96878.88 96878.88
Total maximum 19474.56 38525.76 5800.32 77474.88 96949.44 96949.44
DASD arms maximum | 276 546 822 1098 1374 1374
Internal arms 276 546 822 1098 1374 1374
External LUNs 275 545 821 1097 1373 1373
Physical packaging
Rack Design - EIA units | 4 4 8 12 16 16
External HSL-2/RIO-2 2 4 8 12 16 16
External HSL-2/RIO-2 1 2 4 6 8 8
PCI/PCI-X Expansion 6 12 18 24 30 30
External xSeries Servers | 8 16 32 48 57 57
PCl card slots 1° 90 173 266 353 443 443
Diskette drive (8 inch or5-%4 | O 0 0 0 0 0
Communication lines 3 278 320 480 480 480 480
LAN ports (includes 74 96 128 128 128 128
Integrated xSeries Servers 18 36 48 48 48 48
Twinaxial workstation 69 134 204 274 334 334
Twinaxial workstations 2760 5360 7200 7200 7200 7200
Internal 1 1 2 3 4 4
Internal CD-ROM/Tape 0 0 0 0 0 0
Feature 1/0O Tower 12 24 36 48 48 48
External tape (LPAR) 18 (36) 18 (36) 26 (48) 26 (48) 26 (48) 26 (48)
External optical/CD/DVD 18 (36) 18 (36) 26 (48) 26 (48) 26 (48) 26 (48)
Cryptographic coprocessor 8 8 8 (32) 8 (32) 8 (32) 8 (32)
(combined system partition
Cryptographic accelerator 4 (8) 4 (8) 4 (8) 4 (8) 4 (8) 4 (8)
(combined system partition

Table 4a: Summary of the @server i5 Model 570 Editions

The following table summarizes the On Demand feature codes for the Model 570.
Features included with each Model 570 (base features) are shaded gray.
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Model 570 i5/0S Processor Activations Enterprise Enablement
(5250 OLTP)
On Demand
=]
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g = g | 5722 ) 29 | 360 1day | 2° @ 3 O=
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Standard Edition
#0919 | #7488 | 1/2 1 1 x #8452
#0920 | #7469 | 2/4 2 2 X #8452
#0930 | #7490 | 1/2 1 1 x #8452
#0921 | #7494 | 2/4 1 2 X #8452
#7897 | #7951 | #7952 | #7956 | n/a n/a n/a
#0922 | #7471 | 5/8 4 5 x #8452
#0924 | #7473 | 9/12 4 9 x #8452
#0926 | #7475 | 13/16 4 13 x #8452
Enterprise and High Availability Editions
#0919 | #7489 | 1/2 1 2 X #8452 max
n/a n/a
#0920 | #7470 | 2/4 2 3 x #8452 max
#0930 | #7491 1/2 1 2 X #8452 2 X
/ #9286
#7559
#0921 | #7495 | 2/4 1 3 x #8452 4 x
/ #9286
#7560
#7577 | #7597
#0922 | #7472 | 5/8 4 6 x #8452 | #7897 [ #7951 | #7952 | #7956 | 4x
/ #9286
#7561
#0924 | #7474 | 912 4 10 x #8452 4 x
/ #9286
#7562
#0926 | #7476 | 13/16 4 14 x #8452 4 x
/ #9286
#7563
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Model 570 i5/0S Processor Activations Enterprise Enablement
(5250 OLTP)
On Demand
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Capacity Backup Edition
#0928 | #7570 | 2/16 2 2 X #8452 n/a #7951 | #7952 | #7956 | 2x max max
#9286
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Table 5: Summary of the @server i5 Model 595

The Model 595 system minimum and maximum capacities are provided in the

following table.

5486SSum.fm

Model 595
Processor feature #8981 #8981x2 #8981x4 #8981x2
Server feature #0946 #0947 #0952 #0948
Relative system performance1' 2
Processor CPW 24500/45500 46000/85000 86000/165000 46000/85000
Mail and Calendar Users 22 104000 194000 375000
5250 CPW 5
Standard®? 0 0 0 0
Enterprise®d Maximum Maximum Maximum
High Availability®9 Maximum Maximum Maximum -
Capacity BackUp® - - - Maximum
Number/type/speed of processor 8/16 /POWERS5/ 16/32 /POWERS/ | 32/64 /POWERS5/ | 32/POWER5/
1.65 GHz 1.65 GHz 1.65 GHz 1.65 GHz
L2 Cache (MB per processor) MCM 1.88 1.88 1.88 1.88
L3 Cache (MB per processor) MCM 36 36 36 36
Main storage (GB 8(16)/512 16(32)/1024 32(64)/2048 16(32)/1024
Main storage DIMMs 4/16 4/32 4/64 4/32
Logical partitions (LPAR) 160 254 254 254
Minimum i5/0S level 8 V5R3 V5R3 V5R3 V5R3
Software group ¢ P50 P50 P560 P50
Disk storage (GB)
Integrated minimum 70 70 70 70
Integrated maximum
External maximum 7 116736 194560 194560 194560
Total maximum 116736 194560 194560 194560
DASD arms maximum 1620 2700 2700 2700
Internal arms 1620 2700 2700 2700
External LUNs 1619 2699 2699 2699
Physical packaging
Rack design - EIA units
External HSL-2/RIO-2 ports 6 12 24 12
External HSL-2/RIO-2 loops 12 24 48 24
PCI/PCI-X Expansion Tower 36 59 59 60
External xSeries Servers (IXA) 48 57 57 57
PCl card slots 10 504 840 840 840
Diskette (8 or 5 %-inch) 0 0 0 0
Communication lines 3 600 600 600 600
LAN ports (includes embedded) 160 160 160 160
Integrated xSeries Servers 60 60 60 60
Twinaxial workstation controllers 180 180 180 180
Twinaxial workstations 7200 7200 7200 7200
Internal DVD-ROM/DVD-RAM 4 2 2 2 2

Summary of today’s iSeries
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Internal CD-ROM/Tape
Feature I/O Tower CD-ROM/Tape 64 120 120 120
External tape

External optical/CD/DVD

Cryptographic coprocessor 8 (32) 8 (32) 8 (32) 9
(combined system partition maximum)
Cryptographic accelerator 4 (16) 4 (16) 4 (16)

(combined system partition maximum)

| Table 5a: Summary of the iSeries Model 595 Editions

| Model 595

| Processor feature #0946 #0947 #0652
| Server feature #8981 #8981 #8981
| Standard #7496 #7498 #7984
| Enterprise #7497 #7499 #7985

The following table summarizes the On Demand feature codes for the Model 595.
Features included with each Model 595 (base features) are shaded gray.

Model 595 i5/0S Processor Activations Enterprise Enablement
(5250 OLTP)
I On Demand
>
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| Standard Edition
#0946 | #7496 | 8/16 4 8 x #8461
#0947 | #7489 | 16/32 | 4 16 x#8461 | #7925 | #7839 | #7993 | #7926 | n/a n/a n/a
| #0952 | #7984 | 32/64 | 4 32 x #8461
| Enterprise Edition
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Model 595 i5/0S Processor Activations Enterprise Enablement
(5250 OLTP)
On Demand
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#0946 | #7497 | 8/16 4 9 x #8461 4 x
#9286
#0947 | #7499 | 16/32 | 4 17 x #8461 | #7905 | #7839 | #7993 | #7926 | 4X #7579 | #7598
#9286
#0952 | #7985 | 32/64 | 4 33 x #8461 4 X
#9286

Notes for eServer i5 Models 520, 550, 570, and 595

Note 1 Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e processors
announced from September 1996 onward. The CPW value is measured on maximum configurations. The type and
number of disk devices, the number of workstation controllers, the amount of memory, the system model, other factors,
and the application running determine what performance is achievable.

Note 2 Processor performance represents the relative performance (maximum capacity) of a processor feature running CPW in
a client/server environment. Processor capacity is achievable when the commercial workload is not constrained by main
storage and direct access storage device (DASD). Performance of the 5250 CPW represents the relative performance
available to perform host-centric workloads. The amount of 5250 CPW capacity consumed reduces the available
processor capacity by the same amount.

Note 2a Mail and Calendar Users (MCU) is a relative performance measurement derived by performing mail and calendar
functions using Domino and Notes clients. The MCU workload represents users on a Notes client who are reading,
updating or deleting documents in an e-mail database. It also represents users who are performing lookups in the Domino
directory and scheduling calendar appointments and invitations. Reported values reflect 70% processor utilization to allow
for growth and peak loads in excess of customer workload estimates.

Note 3 One line is used if #5544 System Console on Operations Console is used. One line might be used if #5546 System
Console on 100 Mbps Token Ring or #5548 System Console on 100 Mbps Ethernet is selected and the #0367 Operations
Console PCI Cable must be connected. The numbers include the ECS line.

Note 4 There must be one DVD-ROM or DVD-RAM per system. For Models 870 and 890, there must be one DVD-RAM or
DVD-ROM in the #9094 Base PCI I/O Enclosure.
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Note 5 5250 CPW (Interactive) is an approximate value that reflects the amount of Processor CPW that can be used for workloads
performing 5250-based tasks. Remember that:

» The iSeries Enterprise Edition provides maximum 5250 CPW support (up to 100% of the capacity of the active
processor CPW).

» The iSeries Standard Edition provides zero CPW for 5250 work. Limited 5250 CPW is available for a system
administrator to use 5250 display device I/O to manage various aspects of the server. Multiple administrative jobs
exceed this capability.

» A task submitted through a 5250 session (5250 device or 5250 emulation) that does display or printer I/O requires
5250 CPW.

» A task submitted through a 5250 session (5250 device or 5250 emulation) as a "batch" job is not considered 5250
OLTP work and does not require any 5250 CPW unless the task does display or printer I/O.

» Maximum 5250 CPW is equivalent to the Processor CPW for the active processor.
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Note 6a
Model 520

Software group is determined by the combination of processor feature and edition feature. Display the QPRCFEAT system
value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value. This value is also shown for the
Capacity Card CCIN value when using SST to perform a Capacity Upgrade on Demand. This table provides a cross

reference.

For Model 520 2-way processors shipped prior to 10 December 2004 that have keyed products installed, update the server
firmware to accept the lower P20 software tier.
» Apply PTF MH00199 on servers using i5/0OS to apply the firmware.
» Apply SF222_075 on servers using HMC to apply the firmware. Order PTF MH00201 to receive a CD that can be
applied via the HMC. Update HMC code to the latest V4R3 level before updating the server firmware. See the
following Web site for the latest HMC updates: http://techsupport.services.ibm.com/server/hmc/powers

Processor Server feature Edition feature Software group Processor feature code or
QPRCFEAT value
#8950 #0900 #7450 Value P05 7450
#8951 #0901 #7392 Express P05 7392
#7394 Express P05 7394
#7451 Value P10 7451
#8952 #0902 #7458 Standard P10 7458
#7459 Enterprise P10 7459
#7552 High Availability P10 7459
#8953 #0903 #7452 Standard P10 7452
#7453 Enterprise P10 7453
#7553 High Availability P10 7453
#8954 #0904 #7454 Standard P20 7454
#7455 Enterprise P20 7455
#7554 High Availability P20 7455
#8955 #0905 #7456 Standard P20 7456
#7457 Enterprise P20 7457
#7555 High Availability P20 7457
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Note 6b Software group is determined by the combination of processor feature and edition feature. Display the QPRCFEAT system
Model 570 | value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value. This value is also shown for the
Capacity Card CCIN value when using SST to perform a Capacity Upgrade on Demand. This table provides a cross
reference.
Processor Server feature Edition feature Software group Processor feature code or
QPRCFEAT value
#8961 #0919 #7488 Standard P30 7450
#7489 Enterprise P30 7451
#8961 #0920 #7469 Standard P30 7458
#7470 Enterprise P30 7459
#8971 #0921 #7494 Standard P30 7494
#7495 Enterprise P30 7495
#7460 High Availability P40 7495
Note 6b Server feature Edition feature Software group Processor Processor
Model 570 feature code or
(cont.) QPRCFEAT
value
#8971 #0922 #7471 Standard P40 7441
#7472 Enterprise P40 7442
#7561 High Availability P40 7472
#8971 #0924 #7473 Standard P40 7473
#7474 Enterprise P40 7474
#7562 High Availability P40 7474
#8971 #0926 #7475 Standard P40 7475
#7476 Enterprise P40 7476
#7563 High Availability P40 7476
#8971 #0928 #7570 Capacity BackUp P40 7570
#8971 #0930 #7490 Standard P30 7490
#7491 Enterprise P30 7491
#7559 High Availability P30 7491
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Note 6¢ Software group is determined by the combination of processor feature and edition feature. Display the QPRCFEAT system

Model 550 | value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value. This value is also shown for the
Capacity Card CCIN value when using SST to perform a Capacity Upgrade on Demand. This table provides a cross
reference.

Processor Server feature Edition feature Software group Processor feature code or
QPRCFEAT value
#8958 #0915 #7462 Standard P20 7462
#7463 Enterprise P20 7463
#7530 Domino P20 7530
#7558 Solution P20 7463
#7531 Solution Edition for | P20 7463
PeopleSoft Enterprise EO

Note 6d Software group is determined by the combination of processor feature and edition feature. Display the QPRCFEAT system

Model 595 | value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value. This value is also shown for the
Capacity Card CCIN value when using SST to perform a Capacity Upgrade on Demand. This table provides a cross
reference.

Processor Server feature Edition feature Software group | Processor feature code or
QPRCFEAT value
#8981 #0946 #7496 Standard P50 7496
#7497 Enterprise P50 7497
#0947 #7498 Standard P50 7489
#7499 Enterprise P50 7499
#0952 #7984 Standard P60 7984
#7985 Enterprise P60 7985

Note 7 External DASD capacity assumes 70.56 GB LUNs (logical unit numbers). External DASD cannot exceed the maximum
system capacity or the maximum number of disk arms.

Note 8 i5/0S V5R3 with the (month) 2004 level of LIC and Cumulative PTF package C4nnn530. For the latest information, refer
to Informational APAR 1113365 on the Web at: ??fill in the cum tape number or confirm info apar has
it??http://www.ibm.com/support/us/

Note 9 The Server features used for iSeries for Domino specify the minimum amount of disk, memory, and Domino licenses
required for an initial order.

Note 10 When a second HSL-2/RIO-2 loop is required, one PCI card slot is used for the HSL-2/RIO-2 adapter.

Note 11 One terabyte (TB) of memory can be ordered after 28 October 2004. Two TB are planned to be available in 2005.
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Table 6: Summary of the iSeries Model 800

Model 810
Processor feature #2465 #2466 #2467 #2469
Server feature #0868 #0866 #0867 #0869
Relative system performance’ 2
Processor CPW 750 1020 1470 2700
5250 CPW52
Standard®d 0 0 0 0
Enterprise®d 750 1020 1470 2700
High Availability®d 750 1020 1470 2700
Number/type/speed of processor 1/SStar/540 MHz | 1/SStar/540 MHz | 1/SStar/750 MHz | 2/SStar/750
L2 Cache (MB) per processor 2 2 4 4
Main storage (MB minimum to 512 to 16384 512 to 16384 512 to 16384 512 to 16384
Main storage DIMMs 1/8 1/8 1/8 2/16
Minimum operating system level®® | V5R2 V5R2 V5R2 V5R2
Software group®P P10 P10 P10 P20
Numbers are for all 800 Base system | #7116 #5095/#0595 #5094 PCI-X Total
processor features System PCI-X Expansion system
Expansion Expansion Tower maximum
Disk storage (GB)
Integrated minimum 17.5 17.5 17.5 17.5
Integrated maximum 423.3 846.7 846.7 3175.2 4445
External maximum’ - - - - 4375
Total maximum - - - - 4445
DASD arms maximum 6 12 12 45 63
Internal arms 6 12 12 45 63
External LUNs - - - - 62
Physical packaging
External HSL ports 2 - - - 2
External HSL loops 1 - - - 1
PCI-X Expansion Tower 1 - - - 1
External xSeries Servers 3 - - - 3
Embedded IOP 1 - - - 1
PCI card slots 7 - 7 14 21
Maximum PCI IOA cards 6 - 5 11 17
Communication lines® 18 . 20 44 60
LAN ports 3 - 5 8 11
Integrated xSeries Servers'02 | 1 - 1 3 4
Twinaxial workstation 4 - 5 11 15
Twinaxial workstations 160 - 200 440 600
Internal CD/DVD/tape* 2 . - 2 4
External tape 4 - 5 11 15
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External optical/CD/DVD 4 - 5 11 15
Cryptographic coprocessor 4 - 3 4 4
Cryptographic accelerator 2 - 2 2 2
Table 7: Summary of the iSeries Model 810
Model 810
Processor feature #2465 #2466 #2467 #2469
Server feature #0868 #0866 #0867 #0869
Relative system performance’> ¢
Processor CPW 750 1020 1470 2700
5250 CPW52
Standard®d 0 0 0 0
Enterprise®d 750 1020 1470 2700
High Availability®d 750 1020 1470 2700
Number/type/speed of processor 1/SStar/540 MHz 1/SStar/540 MHz 1/SStar/750 MHz 2/SStar/750 MHz
L2 Cache (MB) per processor 2 2 4 4
Main storage (MB minimum to maximum) | 512 to 16384 512 to 16384 512 to 16384 512 to 16384
Main storage DIMMs (minimum/maximum) | 1/8 1/8 1/8 2/16
Minimum operating system level®P V5R2 V5R2 V5R2 V5R2
Software group®® P10 P10 P10 P20

The Model 810 iSeries for Domino system minimum and maximum capacities

are provided in the following table.

Model 810 iSeries for Domino

Processor feature #2466 #2467 #2469
Server feature®® #0769 #0770 #0771
Relative system performance’ 2

Processor CPW 1020 1470 2700

Mail and Calendar Users (MCU)2a 3100 4200 7900

5250 CPW52

Domino®¢ 0 0 0
Number/type/speed of processor 1/SStar/540 MHz 1/SStar/750 MHz 2/SStar/750 MHz
L2 Cache (MB) per processor 2 4 4
Main storage (GB minimum to maximum)?° 1.5t0 16 3.5t016 5.5t0 16
Main storage DIMMs (maximum) 8 8 16
Minimum operating system level®P V5R2 V5R2 V5R2
Software group®® P10 P10 P20
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I
Numbers are for all 810 Base system #7116 System #5095/#0595 PCI-X | #5094 PCI-X Total system
processor features Expansion Unit | Expansion Tower | Expansion Tower | maximum
Disk storage (GB)
Integrated minimum 17.5 17.5 17.5 17.5
Integrated maximum 423.3 846.7 846.7 3172.5 13971
External maximum?’ - - - - 13901
Total maximum - - - - 13971
DASD arms maximum 6 12 12 45 198
Internal arms 6 12 12 45 198
External LUNs - - - - 197

Physical packaging
External HSL ports 2 -
External HSL loops 1 1
PCI/PCI-X Expansion Tower | 4 4
External xSeries Servers 7 - - - 7
Embedded IOP 1 5
7
6

PCI card slots - 7 14 63

Maximum PCI IOA cards - 5 11 50
Communication lines® 18 - 20 44 192
LAN ports 3 - 5 11 36
Integrated xSeries Servers 1 - 1 3 13
Twinaxial workstation controllers 4 - 5 11 48

Twinaxial workstations 160 - 200 440 1920

Internal CD/DVD/tape* 2 - - 2 10
External tape 4 - 5 11 18
External optical/CD/DVD 4 - 5 11 18
Cryptographic coprocessor 4 - 3 8 8
Cryptographic accelerator 2 - 2 2 2

| Table 8: Summary of the iSeries Model 825

The Model 825 system minimum and maximum capacities are provided in the
following table.

Model 825
Processor feature #2473 #2495
Server feature’ #0873 - - #0890
Server feature for Domino®¢ - #0772 #0773 -
Relative system performance’’ =
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Processor CPW 3600/6600 - - 1250/6600

Mail and Calendar Users (MCU) 22 - 11600 17400 -

5250 CPW5P

Standard and Domino®¢ - 0 0 -

Enterprise®d Maximum - - -

High Availability®d Maximum - - -

Capacity BackupGd - - - Maximum
Number/type/speed of processor 3/6 / POWER4/ 4 / POWER4/ 6 / POWER4 1/6 / POWER4/

1.1 GHz 1.1 GHz 1.1 GHz 1.1 GHz

L3 Cache (MB per processor) 16 16 16 16
L2 Cache (MB per processor) 0.72 0.72 0.72 0.72
Main storage (GB minimum to maximum)®° | 2 to 48 610 48 12to0 48 2t0 48
Main storage DIMMs (minimum/maximum) | 8/24 8/24 8/24 8/24
Minimum operating system level®? V5R2 V5R2 V5R2 V5R2
Software group®® P30 P30 P30 P30

Summary of today’s iSeries 107



5486SSum.fm

Draft Document for Review February 27, 2005

Numbers are for all 825 processor Base system #5095/#0595 PCI-X #5094 PCI-X Total
features Expansion Tower Expansion Tower maximum
Disk storage (GB)°°
Integrated minimum 17.5 - - 17.5
Integrated maximum 1058.4 846.7 3175.2 58216
External maximum?’ - - - 58145
Total maximum - - - 58216
DASD arms maximum
Internal arms 15 12 45 825
External LUNs - - - 824
Physical packaging
External HSL-2 ports 6 - - 6
External HSL-2 loops 3 - - 3
PCI Expansion Towers 16 - - 16
PCI-X Expansion Towers 18 - - 18
External xSeries Servers 18 - - 18
Embedded IOP 1 - 1 19
Embedded IOA 1 - - 1
PCI card slots 10 7 14 262
Maximum PCI IOA cards 8 5 11 205
Communication lines32 30 20 44 320
LAN ports 6 5 11 96
Integrated xSeries Servers 1 1 3 36
Twinaxial workstation controllers 5 5 11 135
Twinaxial workstations 200 200 440 5400
Internal CD-ROM/DVD-RAM/tape* 2 - 2 18
External tape/optical/CD/DVD 5 5 11 18
Cryptographic coprocessor 5 3 8 8
Cryptographic accelerator 4 4 4 4

The following table summarizes the On Demand feature codes for the Model 825.
Features included with each Model 825 (base features) are shaded gray.

108 IBM @server i5 and iSeries System Handbook




Draft Document for Review February 27, 2005

5486SSum.fm

Model 825 i5/0S Processor Activations
On Demand
2
o o
© o = .g >
. g | s | § g% § | &3
g = @ @ o Se = o2
5 2 o @ 2 5 £E3 o ¢a
§ g g g > 5 83 g9 5O
5 = - & £E s =3 28
g _g g. | $ g 8 w [10 R [+ =SR]
@ T z © T =
n w c 5722-SS1 m O o 360 days 1 day 90 days
Standard Edition
825 #7416 3/6 3 3 #1609 #1773 #1782 #1682
Enterprise Edition
825 #7418 3/6 3 3 #1609 #1773 #1783 #1683
High Availability Edition
#0873 #7434 3/6 3 3 #1609 #1773 #1783 #1683
Capacity Backup Edition
#0890 #7439 1/6 3 3 n/a #1779 #1797 #1697
??ml has
#089277

Table 9: Summary of the iSeries Model 870

The Model 870 system minimum and maximum capacities are provided in the

following table.

Model 870
Processor feature #2486 #2489 #2496
Server feature #0886 #0889 #0891
Relative system performance’ *
Processor CPW 11500/20000 7700/11500 3200/20000
5250 CPW5¢ -
Standard® 0 0 0
En'[erprisesf Maximum Maximum Maximum
High Availability®f Maximum Maximum Maximum
Capacity BackUp®' - - Maximum
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Model 870
Number/type/speed of processor 8/16 / POWER4/1.3 GHz 5/8 / POWER4/1.3 GHz 2/16 / POWER4/1.3 GHz
L2 and L3 Cache (MB/processor) 16.72 16.72 16.72
Main storage (GB minimum to maximum) 8to 128 8 to 64 810 128
Main storage cards (minimum/maximum) 2/4 2/2 2/4
Minimum operating system level®P V5R2 V5R2 V5R2
Software group®® P40 P40 P40
Numbers are for all 870 processor #9094 Base #5095/#0595 PCI-X #5094 PCI-X Total system
features Tower Expansion Tower Expansion Tower maximum
Disk storage (GB)
Integrated minimum 17.5 17.5 17.5
Integrated maximum 3175.2 846.7 3175.2 144446
External maximum’ - . . 144375
Total maximum - - - 144446
DASD arms maximum
Internal arms 45 12 45 2047
External LUNs - - - 2046
Physical packaging
External HSL/HSL-2 ports -/16 - - -/16
External HSL/HSL-2 loops -/8 - - -/8
PCI/PCI-X Expansion Towers 47 - - 47
External xSeries Servers 60 - - 60
Embedded IOP - - - -
Embedded I0A - - - -
PCI card slots 14 7 14 672
Maximum PCI IOA cards 11 5 11 528
Communication lines® 38 20 44 480
LAN ports 7 5 8 128
Integrated xSeries Servers 2 1 3 48
Twinaxial workstation controllers 9 5 11 180
Twinaxial workstations 360 200 440 7200
Internal CD/DVD/tape*2 2 - 26
External tape/optical/CD/DVD 9 5 11 26
Cryptographic coprocessor 8 3 8 32
Cryptographic accelerator 4 4 4 8

The following table summarizes the On Demand feature codes for the Model 870.
Features included with each Model 870 (base features) are shaded gray.
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Model 870 i5/0S Processor Activations
On Demand
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Standard Edition
870 #7419 8/16 4 8 #1611 #1776 #1785 #1685
redull ??mlhas
has 877
#088677?
870 #7431 5/8 ??mlhas | 5 #1614 #1774 #1784 #1684
?2?2ml 5?7
has
#08897?7?
Enterprise Edition
870 #7421 8/16 4 8 #1611 #1776 #1786 #1686
?2?7ml ??mlhas
has 8??
#088677?
870 #7433 5/8 ??mlhas | 5 #1614 #1774 #1795 #1695
redull 522
has
#088977?
High Availability Edition
#0889 #7435 5/8 ??mlhas | 5 #1614 #1774 #1795 #1695
5?7
#0886 #7436 8/16 ??mlhas | 8 #1611 #1776 #1786 #1686
877
Capacity Backup Edition
#0891 #7440 2/16 ??mlhas | 2 n/a #1780 #1798 #1698
2?7
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Table 10: Summary of the iSeries Model 890

The following tables provide the Model 890 system minimum and maximum

Model 890

Processor feature #2497 #2498 #2499
Server feature #0897 #0898 #0892
Relative system performance’’ 2

Processor CPW 20000/29300 29300/37400 5600/37400

5250 CPW5°

Standard®9 0 0 0

EnterpriseGg Maximum Maximum -

High Availabili’(yeg Maximum Maximum -

Capacity Backup®9 - - Maximum

Number/type/speed of processor

16/24 / POWER4/1.3 GHz

24/32 / POWER4/1.3 GHz

4/32 /| POWER4/1.3 GHz

L2 and L3 Cache (MB/processor) 16.72 16.72 16.72

Main storage (GB minimum to maximum) 810 192 16 to 256 16 to 256

Main storage cards (minimum/maximum) 2/6 4/8 4/8

Minimum operating system levelP V5R2 V5R2 V5R2

Software group®® P50 P50 P50

Model 890
Processor feature #2487 #2488 #0197 #0198
Relative system performance’" 2
Processor CPW 20200 - 29300 29300 - 37400 29300 37400
5250 CPW?® 0 0

#1576 (Base) 120 120 - -
#1577 240 240 - -
#1578 560 560 - -
#1579 1050 1050 - -
#1581 2000 2000 - -
#1583 4550 4550 - -
#1585 10000 10000 - -
#1587 16500 16500 - -
#1588 20200 20200 - -
#1591 - 37400 - -

Number/type/speed of processor 16/24/POWER4/ 24/32/POWER4/ 24/POWER4/ 32/POWER4/

1.3 GHz 1.3 GHz 1.3 GHz 1.3 GHz
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Model 890

L2 Cache (MB)

1.5 MB/chip set

1.5 MB/chip set

1.5 MB/chip set

1.5 MB/chip set

L2 and L3 Cache (MB/processor) 16.72 16.72 16.72 16.72
Main storage (GB minimum to maximum) | 16 to 192 24 to 256 16 to 192 24 to 256
Main storage cards (minimum/maximum) | 2/6 4/8 2/6 4/8
Minimum operating system level®? V5R2 V5R2 V5R2 V5R2
Software group®® P50 or P60 P50 or P60 P50 P50
Summary of today’s iSeries 113




5486SSum.fm

Draft Document for Review February 27, 2005

Numbers are for all 890 processor #9094 #5095/#0595 PCI-X #5094 PCI-X Total maximum
features Base Tower Expansion Tower Expansion Tower
Disk storage (GB)
Integrated minimum 17.5 17.5 17.5
Integrated maximum 3172.5 846.7 3175.2 144446
External maximum?’ 11290 3175 13548 144375
Total maximum 14462 4021 16720 144446
DASD arms maximum
Internal arms 45 12 45 2047
External LUNs 160 127 192 2046
Physical packaging
External HSL/HSL-2 ports -124 - - -/24
External HSL/HSL-2 loops -12 - - -12
PCI/PCI-X Expansion Towers 47 - - 47
External xSeries Servers 60 - - 60
Embedded IOP - - - -
Embedded IOA - - - -
PCI card slots 14 7 14 672
Maximum PCI IOA cards 11 5 11 528
Communication lines® 38 20 44 480
LAN ports 7 5 8 128
Integrated xSeries Servers 2 1 3 48
Twinaxial workstation controllers 9 5 11 180
Twinaxial workstations 360 200 440 7200
Internal CD-ROM/DVD-RAM/tape*@ 2 - 26
External tape/optical/CD/DVD 9 5 11 26
Cryptographic coprocessor 8 3 8 32
Cryptographic accelerator 4 4 4 8

The following table summarizes the On Demand feature codes for the Model 890.
Features included with each Model 890 (base features) are shaded gray.
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Model 890 i5/0S Processor Activations
On Demand
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Standard Edition
890 #7422 16/24 | ??mlhas | 16 #1612 #1777 #1788 #1688
16??
890 #7425 24/32 4?7?ml 24 #1613 #1778 #1791 #1691
has
2477
Enterprise Edition
890 #7424 16/24 | ??mlhas | 16 #1612 #1777 #1789 #1689
16??
890 #7427 24/32 4?7?ml 24 #1613 #1778 #1792 #1692
has
2477
High Availability Edition
#0897 #7437 16/24 | ??mlhas | 16 #1612 #1777 #1789 #1689
1627
#0898 #7438 24/32 | ??mlhas | 24 #1613 #1778 #1792 #1692
24727
Capacity Backup Edition
#0892 #7441 4/32 ??mlhas | 4 n/a #1781 #1799 #1699
4?7
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Notes for iSeries Models 800, 810, 825, 870, and 890
overview

Note 1

Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and AS/400e processors
announced from September 1996 onward. The CPW value is measured on maximum configurations. The type and number
of disk devices, the number of workstation controllers, the amount of memory, the system model, other factors, and the
application running determine what performance is achievable.

Note 2

Processor performance represents the relative performance (maximum capacity) of a processor feature running CPW in a
client/server environment. Processor capacity is achievable when the commercial workload is not constrained by main
storage and direct access storage device (DASD). Performance of the 5250 CPW represents the relative performance
available to perform host-centric workloads. The amount of in 5250 CPW capacity consumed reduces the available processor
capacity by the same amount.

Note 2a

Mail and Calendar Users (MCU) is a relative performance measurement derived by performing mail and calendar functions
using Domino and Notes clients. The MCU workload represents concurrent users on a Notes client who are reading,
updating, or deleting documents in an e-mail database. It also represents users who are performing lookups in the Domino
Directory, and scheduling calendar appointments and invitations. Reported values reflect 70% processor utilization to allow
for growth and peak loads in excess of customer workload estimates.

Note 3

One line is used if #5544 System Console on Operations Console is used. One line can be used if #5546 System Console
on 100 Mbps Token Ring or #5548 System Console on 100 Mbps Ethernet is selected and the #0367 Operations Console
PCI Cable is connected.

Note 3a

One line is used if #5544 System Console on Operations Console is used. One line can be used if #5548 System Console
on 100 Mbps Ethernet is selected and the #0367 Operations Console PCI Cable is connected.

Note 4

There must be one DVD-ROM or DVD-RAM per system.

Note 4a

There must be one DVD-RAM or DVD-ROM in the #9094 Base PCI I/O Enclosure.

Note 5a
Model
810

5250 CPW (Interactive) is an approximate value that reflects the amount of Processor CPW that can be used for workloads
performing 5250-based tasks. Remember that:

» The iSeries Enterprise Edition provides maximum 5250 CPW support (up to 100% of the capacity of the active
processor CPW). The iSeries Standard Edition provides zero CPW for 5250 work.

» Any task that uses a 5250 data stream is considered 5250 online transaction processing (OLTP) work and requires
some amount of 5250 CPW to process no matter how the task was started.

» A task submitted through a 5250 session (5250 device or 5250 emulation) that does display or printer input/output (I/O)
requires 5250 CPW.

» A task submitted through a 5250 session (5250 device or 5250 emulation) as a “batch” job is not considered 5250 OLTP
work and does not require any 5250 CPW unless the task does display or printer I/O.

» Limited 5250 CPW is available with the Standard Edition for a system administrator to use 5250 display device 1/O to
manage various aspects of the server. Multiple administrative jobs exceed this capability.
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Note 5b | 5250 CPW (Interactive) is an approximate value that reflects the amount of Processor CPW that can be used for workloads
Model performing 5250-based tasks. Remember that:
825 » The iSeries Enterprise Edition provides maximum 5250 CPW support (up to 100% of the capacity of the active
processor CPW). The iSeries Standard Edition provides limited CPW for 5250 work.
» Any task that uses a 5250 data stream is considered 5250 OLTP work and requires some amount of 5250 CPW to
process no matter how the task was started.
» A task submitted through a 5250 session (5250 device or 5250 emulation) that does display or printer /O requires 5250
CPW.
» A task submitted through a 5250 session (5250 device or 5250 emulation) as a “batch” job is not considered 5250 OLTP
work and does not require any 5250 CPW unless the task does display or printer 1/O.
» Limited 5250 CPW is available with the Standard Edition for a system administrator to use 5250 display device I/O to
manage various aspects of the server. Multiple administrative jobs exceed this capability.
» Maximum 5250 CPW is equivalent to the processor CPW for the active processor.
Note 5¢ | 5250 CPW (Interactive) is an approximate value that reflects the amount of Processor CPW that can be used for workloads
Model performing 5250-based tasks. Remember that:
870and |, The iSeries Enterprise Edition provides maximum 5250 CPW support (up to 100% of the capacity of the active
890 processor CPW). The iSeries Standard Edition provides zero CPW for 5250 work.
» Any task that uses a 5250 data stream is considered 5250 OLTP work and requires some amount of 5250 CPW to
process no matter how the task was started.
» A task submitted through a 5250 session (5250 device or 5250 emulation) that does display or printer I/O requires 5250
CPW.
» A task submitted through a 5250 session (5250 device or 5250 emulation) as a “batch” job is not considered 5250 OLTP
work and does not require any 5250 CPW unless the task does display or printer 1/O.
» Limited 5250 CPW is available with the Standard Edition for a system administrator to use 5250 display device I/O to
manage various aspects of the server. Multiple administrative jobs exceed this capability.
» Maximum 5250 CPW is equivalent to the processor CPW for the active processor.
Note 6a | Software group is determined by the combination of Processor feature and Edition feature. This table provides a cross
Model reference. Display the QPRCFEAT system value on DSPHDWRSC TYPE(*AHW) to display the processor feature code
800 value.
Processor Server feature Edition feature Software group Processor feature code
or QPRCFEAT value
#2463 #0863 #7400 Value P05 7400
#0864 #7400 Standard P05 7400
#2464 #0865 #7408 Advanced P10 7408
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Note 6b | Software group is determined by the combination of Processor feature and Edition feature. This table provides a cross
Model reference. Display the QPRCFEAT system value on DSPHDWRSC TYPE(*AHW) to display the processor feature code
810 value.
Processor Server feature Edition feature Software group Processor feature code
or QPRCFEAT value
#2465 #0868 #7404 Standard P10 7404
#7406 Enterprise P10 7406
#7445 High Availability P10 7406
#2466 #0866 #7407 Standard P10 7407
#7409 Enterprise P10 7409
#7446 High Availability P10 7409
#0769 #7407 Domino P10 7407
#2467 #0867 #7410 Standard P10 7410
#7412 Enterprise P10 7412
#7447 High Availability P10 7412
#0770 #7410 Domino P10 7410
#2469 #0869 #7428 Standard P20 7428
#7430 Enterprise P20 7430
#7448 High Availability P20 7430
#0771 #7428 Domino P20 7428
Note 6¢ | Software group is determined by the combination of Processor feature and Edition feature. This table provides a cross
Model reference. Display the QPRCFEAT system value on DSPHDWRSC TYPE(*AHW) to display the processor feature code
825 value. This value is also shown for the Capacity Card CCIN value when using SST to display system capacity information.
Processor feature Server feature Edition feature Software group Processor feature code
or QPRCFEAT value
#2473 #0873 #7416 Standard P30 7416
#7418 Enterprise P30 7418
#7434 High Availability P30 7418
#0772 #7416 Domino P30 7416
#0773 #7416 Domino P30 7416
#2495 #0890 #7439 Capacity BackUp P30 7439
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Note 6d
Model
870

Software group is determined by the combination of Processor feature and Edition feature. This table provides a cross
reference. Display the QPRCFEAT system value on DSPHDWRSC TYPE(*AHW) to display the processor feature code
value. This value is also shown for the Capacity Card CCIN value when using SST to display system capacity information.

Processor feature Server feature Edition feature Software group Processor feature code
or QPRCFEAT value
#2486 #0886 #7419 Standard P40 7419
#7421 Enterprise P40 7421
#7436 High Availability P40 7421
#2489 #0889 #7431 Standard P40 7431
#7433 Enterprise P40 7433
#7435 High Availability P40 7433
#2496 #0891 #7440 Capacity BackUp P40 7440
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Note 6e | Software group is determined by the combination of processor feature and edition feature. Display the QPRCFEAT system
Model value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value. This value is also shown for the Capacity
890 Card CCIN value when using SST to perform a Capacity Upgrade on Demand.
Processor feature Interactive feature Software group Processor feature code
or QPRCFEAT value
#0197 N/A P50 0197
#0198 N/A P50 0198
#2487 #1576 P50 2AFO0
#1577 P60 2AF1
#1578 P60 2AF2
#1579 P60 2AF3
#1581 P60 2AF5
#1583 P60 2AF7
#1585 P60 2AF9
#1587 P60 2AFB
#1588 P60 2AFC
#2488 #1576 P50 2ADO
#1577 P60 2AD1
#1578 P60 2AD2
#1579 P60 2AD3
#1581 P60 2AD5
#1583 P60 2AD7
#1585 P60 2AD9
#1587 P60 2ADB
#1588 P60 2ADC
#1591 P60 2ADF
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Note 6e | Processor feature Server feature Edition feature Software group Processor feature code
Model or QPRCFEAT value
890

(cont.) #2497 #0897 #7422 Standard P50 7422

#7424 Enterprise P50 7424
#7437 High Availability P50 7424
#2498 #0898 #7425 Standard P50 7425
#7427 Enterprise P50 7427
#7438 High Availability P50 7427
#2499 #0892 #7441 Capacity BackUp P50 7441

Note 7 External DASD capacity assumes 70.56 GB LUNs. External DASD cannot exceed maximum system capacity or the
maximum number of disk arms.

Note 8a | OS/400 V5R2 with February 2003 level of Licensed Internal Code (LIC) and Cumulative PTF Package C3021520.

Note 8b | Hardware upgrades to iSeries Model 810, 825, 870, or #2497 or #2498 Model 890 processors require the February 2003
level of Licensed Internal Code (LIC), OS/400 operating system, and the most current Cumulative PTF package. For more
information, see http://www.ibm.com/eserver/iseries/support

Note 9a | System can run with 256 MB, but the #0864 and #0865 Server features requires 512 MB of main storage.

Note 9b | The Domino Edition servers require a minimum disk and memory capacity as follows.

Model

810 and | Server feature Disk Memory

825
#0769 105 GB 1.5GB
#0770 315 GB 3.5GB
#0771 525 GB 5.5 GB
#0772 560 GB 6 GB
#0773 945 GB 12 GB

Note 9c | The Server features used for iSeries for Domino specify the minimum amount of disk, memory, and Domino licenses required
for an initial order.

Note 10a | Not supported in the #5094 by the IBM marketing configurator.

Summary of today’s iSeries 121



http://www.ibm.com/eserver/iseries/support

5486SSum.fm Draft Document for Review February 27, 2005

Summary of the iSeries expansion units and towers

This section identifies the maximum capacities of expansion units and towers
supported by Models 520, 550, 570, 595, 800, 810, 825, 870, and 890.
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#5094 #5095 #5088 #5294 0588 0595 #5790
Disk storage
DASD arms maximum 45 12 n/a 2x 45 n/a 12 n/a
Disk grouping 5 6 n/a 2x5 n/a 6 n/a
# of supported Controllers | 9 n/a 2x 9 n/a n/a
Maximum Disk storage GB | 3164.4 843.84 n/a 6328.8 n/a 843.84 n/a
Physical packaging Tower Tower Tophat Rack Drawer Drawer Drawer
Rackable No Yes Yes Yes
EIA Units 18 n/a 8 36 8 5 4
Internal CD/DVD/tape 2 n/a n/a 0
Dual Power Cords #5115 optional yes #5116 yes yes
Redundant Power Supply yes #5138 yes yes #5138 yes
Slim line media bays n/a n/a n/a n/a n/a n/a n/a
Number of busses
Base IOP 1 1 0 2 0 1
PCI Slots 14 7 14 2x 14 14 7 6*
Integrated xSeries Server | 2 2 4 2
Minimum OS i5/0S i5/0S i5/0S i5/0S i5/0S i5/0S i5/0S
Copper HSL-2/RIO-2 #9517 #9517 #9877 #9517 ??(0? 0? | #9517 #9531
Adapters not

#95177?)

Optical HSL-2/RI10-2 #9876 #9876 #9876 #9876 #9876 #9876
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Notes for all summary tables

Note 1

Commercial Processing Workload (CPW) is used to measure the performance of all iSeries and
AS/400e processors announced from September 1996 onward. The CPW value is measured on
maximum configurations. The type and number of disk devices, the number of workstation controllers,
the amount of memory, the system model, other factors, and the application running determine what
performance is achievable.

Note 3

One line is used if #5544 System Console on Operations Console is used. One line might be used if
#5546 System Console on 100 Mbps Token Ring or #5548 System Console on 100 Mbps Ethernet is
selected and the #0367 Operations Console PCI Cable must be connected. The numbers include the
ECS line.

Note 3a
Model 825

One line is used if #5544 System Console on Operations Console is used. One line might be used if
#5548 System Console on 100 Mbps Ethernet is selected and the #0367 Operations Console PCI Cable
must be connected.

Note 5

5250 CPW (Interactive) is an approximate value that reflects the amount of Processor CPW that can be

used for workloads performing 5250-based tasks. Remember that:

» The iSeries Enterprise Edition provides maximum 5250 CPW support (up to 100% of the capacity
of the active processor CPW).

» The iSeries Standard Edition provides zero CPW for 5250 work. Limited 5250 CPW is available for
a system administrator to use 5250 display device I/O to manage various aspects of the server.
Multiple administrative jobs exceed this capability.

» A task submitted through a 5250 session (5250 device or 5250 emulation) that does display or
printer I/O requires 5250 CPW.

» A task submitted through a 5250 session (5250 device or 5250 emulation) as a "batch" job is not
considered 5250 OLTP work and does not require any 5250 CPW unless the task does display or
printer I/O.

» Maximum 5250 CPW is equivalent to the Processor CPW for the active processor.

Note 5a

Processor performance represents the relative performance (maximum capacity) of a processor feature
running CPW in a client/server environment. Processor capacity is achievable when the commercial
workload is not constrained by main storage and DASD. 5250 CPW performance represents the relative
performance available to perform host-centric workloads. The amount of 5250 CPW capacity consumed
reduces the available processor capacity by the same amount.

Note 6a
Model 520

Software group is determined by the combination of processor feature and edition feature. Display the
QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.

Note 6b
Model 570

Software group is determined by the combination of processor feature and edition feature. Display the
QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.

Note 6h
Model 550

Software group is determined by the combination of processor feature and edition feature. Display the
QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.
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Note 6d Software group is determined by the combination of processor feature and edition feature. Display the

Model 595 QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.

Note 6¢ Software group is determined by the combination of processor feature and edition feature. Display the

Model 800 QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.

Note 6d Software group is determined by the combination of processor feature and edition feature. Display the

Model 810 QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.

Note 6e Software group is determined by the combination of processor feature and edition feature. Display the

Model 825 QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.

Note 6f Software group is determined by the combination of processor feature and edition feature. Display the

Model 870 QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. See table in models chapter for a cross reference.

Note 69 Software group is determined by the combination of processor feature and edition feature. Display the

Model 890 QPRCFEAT system value or DSPHDWRSC TYPE(*AHW) to display the processor feature code value.
This value is also shown for the Capacity Card CCIN value when using SST to perform a Capacity
Upgrade on Demand. This table provides a cross reference.

Note 7 External DASD capacity assumes 70.56 GB LUNSs. External DASD cannot exceed the maximum system
capacity or the maximum number of disk arms.

Note 7a There must be one DVD-ROM or DVD-RAM per system. For Models 870 and 890, there must be one
DVD-RAM or DVD-ROM in the #9094 Base PCI I/O Enclosure.

Note 8 i5/0S V5R3 with the (month) 2004 level of LIC and Cumulative PTF package C4nnn530 or i5/0S V5R3
with the (month) 2004 level of LIC and Cumulative PTF Package C4nnn530. For the latest information,
refer to Informational APAR 1113365 on the Web at:
http://www.ibm.com/support/us/

Note 8a 0S/400 V5R2 with the February 2003 level of LIC and Cumulative PTF package C3021520 or OS/400

Model 810 | V5R2 with the May 2003 level of LIC and Cumulative PTF Package C3161520. For the latest information,
refer to Informational APAR 1113365 on the Web at:
http://www.ibm.com/support/us/

Note 8b 0S/400 V5R2 with the February 2003 level of LIC and Cumulative PTF package C3021520.

Model 800

825 870 890
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Note 9 MCU is a relative performance measurement derived by performing mail and calendar functions using
Domino and Notes clients. The MCU workload represents users on a Notes client who are reading,
updating or deleting documents in an e-mail database. It also represents users who are performing
lookups in the Domino directory and scheduling calendar appointments and invitations. Reported values
reflect 70% processor utilization to allow for growth and peak loads in excess of customer workload
estimates.

Note 9a The Server features used for iSeries for Domino specify the minimum amount of disk, memory, and
Domino licenses required for an initial order.

Note 11a The system can run with 256 MB, but the #0865 Server require 512 MB of main storage.

Note 12 When a second HSL-2/RIO-2 loop is required, one PCI card slot is used for the HSL-2/RIO-2 adapter.

Note 13 The #7390/#7391/#7393 Express Editions include a minimum 1GB of main storage in the offering.

The #7392/#7394 Express Editions include a minimum 2GB of main storage in the offering
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6

iISeries Model 520

The iSeries 520 server is designed for small (77 T
to mid-sized businesses. These are L |
businesses that need power and capacity to T ‘

run traditional core business applications
and need the freedom and scalability to add ‘
new on demand business applications to ‘
the same server. The 520 is the industry’s i
first POWERS technology-based server. It

has the capability to simultaneously run IN /
multiple operating environments and o ~_ ]
dynamically distribute processing g 7771 4 Za - #
resources. iSeries Model 520 System Unit
The Model 520 is offered as a deskside (rack and stand-alone configuration)
tower and rack mounted configuration. It

provides an integrated set of hardware capabilities including two integrated

1 Gbps Ethernet ports and an integrated Small Computer System Interface
(SCSI) controller. An optional redundant power supply is available. Hot-plugging

is supported for PCI-X card slots, disk slots, and redundant fans. Hot-plugging of
removable media devices is not supported.
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Model overview

This section takes a closer look at the minimum functional server, required
features, and optional features.

Minimum functional server

130

A minimum functional server consists of the base server unit and selected priced
features. The base server includes:

»

>

>

>

Physical package and power elements
Six hot-plug PCI-X card slots

Operator panel (mounting hardware is different between the rack mount
system and the deskside system)

Note: A Hardware Management Console (HMC) is required to manage
specific configurations. See “Hardware Management Console” on
page 694 for more information.

Base 850W (100-127/200-240V) Power Supply (CCIN 51B6)

Base direct access storage device (DASD) cage (CCIN 28D2) (four hot-plug
internal disk slots)

Base SCSI controller (CCIN 570B)

This controller is integrated with the backplane and does not take up one of
the PCI-X slots. It provides support for up to eight disk units (four in the base
DASD cage and four in the#6574 4-Disk Slot Exp - Base Controller), the
required internal DVD feature, internal feature DVDs, and feature tapes. This
controller does not support Redundant Array of Independent Disks (RAID) or
hardware data compression. A #5709 RAID Enabler Card (CCIN 5709)
controller must be added if the system data protection is RAID.

The #5709 RAID Enabler Card (CCIN 5709) plugs into the backplane and
does not take up one of the PCI-X slots. It provides support for up to eight disk
units, the required internal DVD feature, internal feature DVDs, and feature
tapes. This controller supports RAID but does not support hardware data
compression. The #5709 has a 16 MB write cache.

Three media bays and one operator panel bay

— The three media bays consist of one half-height (5 %-inch wide x 1-inch
high, top bay) and two slimline bays. The half-height bay is for SCSI media
devices. (Half-high optical devices are not supported in this bay.) The top
slimline bay is usable by IBM i5/0S for the required DVD-ROM and
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DVD-RAM. The second slimline bay is straight IDE and is usable only with

AIX 5L or Linux partitions on 9406 systems.

— In the rack drawer configuration, the bottom bay is for the operator panel.
With a deskside configuration, the operator panel is mounted in a separate
bracket attached to the top of the system. The bottom bay in a deskside
configuration is left empty and is covered by a plate insert.

» Two serial ports and two USB 2.0 ports

These ports are not usable by i5/0S.

» Two 1 Gb, 100 Mb, and 10 Mb Ethernet ports

These ports are not usable for a local area network (LAN) console.

» Base Service Processor (CCIN 28D7) (plugs in slot P1-C7)

» Two HMC ports and two SPCN ports

» Two high-speed loop (HSL)-2/RIO-G ports

» #9844 Base PCI IOP (plugs in slot P1-C6)
This provides support for up to two I0As (slots P1-C3 and P1-C5).

Required features

The required features for the 520 system unit include:

» Specific combinations of the Processor feature, Edition feature, and Server
feature are allowed as shown in the following table.

Processor | Server Edition feature Software Processorfeature
feature group code or
QPRCFEAT value
#8950 #0900 #7390, #7391, #7393 Express P05 7450
#7450 Value
#8951 #0901 #7392, #7394 Express P10 7451
#7451 Value
#8952 #0902 #7458 Standard P10 7458
#7459 Enterprise P10 7459
#8953 #0903 #7452 Standard P10 7452
#7453 Enterprise P10 7453
#8954 #0904 #7454 Standard P20 7454
#7455 Enterprise P20 7455
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#8955

#0905 #7456 Standard P20 7456
#7457 Enterprise P20 7457
#7555 High Availability P20 7457

The #7390, #7391and # 7393 Express Editions for the @server i5 Model
520 provide 30 5250 OLTP workloads while the #7392 and #7394 Express
Editions provide 60 CPW.

The Value Edition for the #7450 and #7451 IBM @server i5 Model 520
provides 30 and 60 CPW respectively for 5250 OLTP workloads.

The Standard Edition for the Model 520 processors provides limited 5250
CPW for 5250 OLTP workloads.The Standard Edition also provides
support for Capacity on Demand (permanent and temporary).

The Enterprise and High Availability Editions provide maximum 5250 CPW
for 5250 OLTP workloads. The Enterprise and High Availability Editions
also provide support for Capacity on Demand (permanent and temporary).

Edition content varies by the processor and server features that are selected.
For more information, see “Editions” on page 58.

Note:

— * supported for conversion only
— **supported on upgrade

Refer to the Model 520 summary chart in “Table 1: Summary of the Eserver i5
Model 520” on page 85 to determine the processor feature code and
QPRCFEAT value.

» Internal disk units - 10k or 15k rpm only

#4317 8.58 GB 10k RPM Disk Unit*
#4318 17.54 GB 10k RPM Disk Unit*
#4319 35.16 GB 10k RPM Disk Unit
#4326 35.16 GB 15k RPM Disk Unit
#4327 70.56 GB 15k RPM Disk Unit

One of the following load source specify codes is required:

#0829 - #4318 Load Source Specify*
#0830 - #4319 Load Source Specify
#0834 - #4326 Load Source Specify
#0835 - #4327 Load Source Specify

» DVD-ROM or DVD-RAM
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#2640 DVD-ROM
#5751 DVD-RAM

System console attachment adapter

#5540 System Console on Twinaxial Workstation I0OA

e #4746 PCI Twinaxial IOA (can be placed in either slot P1-C5 or P1-C2)
#5544 System Console on Operations Console

e #0367 Operations Console PCI Cable (attaches to #9793)

#5546 System Console on 100 Mbps Token Ring

e #2744 PCI 100 Mbps Token Ring IOA (can be placed in either slot
P1-C5 or P1-C2)

e #0367 Operations Console PCI Cable
#5548 System Console on 100 Mbps Ethernet

e #2849 10/100 Mbps Ethernet Adapter (can be placed in either slot
P1-C5 or P1-C2)

* #0367 Operations Console PCI Cable
#5550 System Console on HMC

The Hardware Management Console is required for systems using logical
partitions (LPARs), IBM @server Capacity Upgrade on Demand (CoD)
and redundant Service Processor operations.

#7884 520 Rack Mount (4 EIA Units. Includes 28” rack mounting rails) or
#7885 520 Deskside.

Optional features

The optional features for the 520 system unit include:

>

The 520 deskside can be converted to a rack mount (available March 31st
2005)

If a Peripheral Component Interconnect (PCI) disk controller is required in the
system unit, choose one of the following controllers:

#5715 PCI-X Tape/DASD Controller

Provides support for up to four disk units. This controller supports data
mirroring. It does not support RAID-5 or data compression.

#5703 PCI-X RAID Disk Unit Controller

Provides support for up to four disk units. This controller supports RAID
but does not support hardware data compression.
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Internal tape unit

— #1889 80 GB VXA-2 Tape Device

— #5753 30 GB "4-inch Cartridge Tape Device

— #5754 50 GB 's-inch Cartridge Tape Device

— #6134 60 GB 8mm Tape Device (supported in Linux and AIX partitions
only)

— #8754 Optional Base 50 GB %-inch Cartridge Tape Device

#5158 850W AC Power Supply

— Requires an additional linecord
— Enables hot-plugging of either power supply

#6574 4-Disk Slot Exp - Base Controller

— Provides the disk unit backplane for attachment of up to four additional
disk units.

— Disk units in the #6574 are controlled by the integrated base disk controller
or by the #5709 if it is installed.

#6584 4-Disk Slot Expansion (withdrawn from marketing 19 November 2004)

— It can be driven by a #5715 (non-raid) or #5703 (raid) disk controller in a
PCI slot of the system unit.

— It can not be controlled by the integrated base disk controller or by the
#5709 if it is installed.

— The disk controller can not be supported by a second IOP. This means that
you can not have a second i5/0S partition in just the CEC. You could have
a partition where the disk controller was owned by Linux or AIX (not using
the virtual disk option).

#6594 4-Disk Slot Expansion

— It can be driven by a #5715 (non-raid) or #5703 (raid) disk controller in a
PCI slot of the system unit.

— It cannot be controlled by the integrated base disk controller or by the
#5709 if it is installed.

— With #6594 the disk controller can be controlled by a second IOP. This
means that you can have a second i5/0S partition in just the CEC or you
could have a partition where the disk controller is owned by Linux or AlX
(not using the virtual disk option).

— The #6594 repositions the SCSI cable connector so that a long card can
be placed in card slot 4 and forces card slot 5 to be a short card. Therefore
you can not have #4811PCI Integrated xSeries Server in the 520 system
unit if you also have a #6594.
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» Uninterruptible power supply

An external uninterruptible power supply is recommended to protect the
system unit and any external components against utility power outages.

Note: A #1827 Serial-UPS conversion cable is required to provide UPS
control/feedback information for the @server i5 Model 520. This does not
impact the ability of the UPS to provide power in case of an outage. Its
absence prevents the UPS from alerting the Model 520 that it is under UPS
power and from advising the server to the amount of remaining UPS
battery power.

The Model 520 initial installation is Customer Setup (CSU). IBM Service
Representatives perform the processor upgrades within models.

Processor features

The #8950 Model 520 POWERS5 1.5 GHz Uni processor (CCIN 522A) includes:

— Eight Dual Inline Memory Module (DIMM) memory positions (plug directly
onto the processor, direct attach)

— No L3 cache
— #7450 Processor Capacity Card (CCIN 7450) required with this processor
feature
The #8951 Model 520 POWERS5 1.5 GHz Uni Processor (CCIN 522A) includes:

— Eight DIMM memory positions (plug directly onto the processor, direct
attach)

— No L3 cache
— #7451 Processor Capacity Card (CCIN 7451) required with this processor
feature
The #8952 Model 520 POWERS5 1.5 GHz Uni processor (CCIN 522A) includes;

— Eight DIMM memory positions (plug directly onto the processor, direct
attach)

— No L3 cache

— #7458 or #7459 Processor Capacity Card (CCIN 7458/7459) required with
this processor feature

The #8953 Model 520 POWERS5 1.5G Hz Uni processor (CCIN 522A) includes:
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— Eight DIMM memory positions (plug directly onto the processor, direct
attach)

— No L3 cache
— #7452 or #7453 Processor Capacity Card (CCIN 7452/7453) required with
this processor feature
The #8954 Model 520 POWERS5 1.65 GHz Uni processor (CCIN 5228) includes:
— Eight DIMM memory positions (plug directly onto processor, direct attach)
— 36 MB L3 cache
— #7454 or #7455 Processor Capacity Card (CCIN 7454/7455) required with
this processor feature
The #8955 Model 520 POWERS 1.65 GHz 2-way processor (CCIN 5229)
includes:

— Eight DIMM memory positions (plug directly onto the processor - direct
attach)

— 36 MB L3 cache
— #7456 or #7457 Processor Capacity Card (CCIN 7456/7457) required with
this processor feature

Refer to “Table 1: Summary of the Eserver i5 Model 520” on page 85 to find
Processor CPW, Mail and Calendar Users (MCU), and 5250 CPW, and to
determine the processor feature code and QPRCFEAT value.

| Main storage

Supported memory features for the Model 520 are:

» #3093 - 512 MB Main Storage (DIMM DDR 256 Mb technology)**

» #3094 - 1 GB Main Storage (DIMM DDR 256 Mb technology)**

» #3096 - 2 GB Main Storage (DIMM DDR 256 Mb technology)**

» #4443 -512 MB DDR Main Storage (DDR1 - 256 Mb technology, CCIN 309B)
— Ships two 256 MB DIMMs for a total of 512 MB

— Only orderable on #8950 processor with a maximum of two of these
features per system

» #4444 -1 GB DDR Main Storage (DDR1 - 256 Mb technology, CCIN 309B)
Ships four 256 MB DIMMs for a total of 1 GB
» #4445 - 4 GB DDR Main Storage (DDR1 - 128 Mb technology, CCIN 30D3)
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Ships four 1 GB DIMMs for a total of 4 GB
#4447 - 2 GB DDR Main Storage (DDR1 - 64 Mb technology, CCIN 30D2)
Ships four 512 MB DIMMs for a total of 2 GB

#4449 - 8 GB DDR Main Storage (DDR1 - 128 Mb technology, stacked, CCIN
30D5)

Ships four 2 GB DIMMs for a total of 8 GB

#4450 - 16 GB DDR Main Storage (DDR1 - 1 Gb technology, stacked, CCIN
30AC)

Ships four 4 GB DIMMs for a total of 16 GB

Configuration considerations for memory include:

>

DIMMs must be installed in sets of four (quads) with one exception. A single
pair of 256 MB DIMMs is allowed on the #8950 processor. Whenever more
DIMMs are added, an additional pair of 256MB DIMMs must be added to the
original pair (to make a quad). Then one additional quad of DIMMs may be
added to the system.

For processor #8950, the first DIMM pair goes into DIMM slots JOA and J2A.
The second pair of DIMMs goes into slots JOC and J2C.

The first quad of DIMMs is plugged into DIMM slots JOA, J2A, JOC, and J2C.

The second quad of DIMMs is plugged into DIMM slots JOB, J2B, JOD, and
J2D.

The following table shows allowable main storage capacities in MB for the Model
520 processors.

512" 1024 2048 3072
4096 5120 6144 8192
9216 10240 12288 16384
17408 18432 20480 24576
32768

* 512 MB is allowed on the #8950 only.

9406 Model 520 schematics

The following diagrams show the slot and feature card arrangement of the Model
520 system unit, processor, memory cards, and supported expansion units. You
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can find schematics of any supported expansion units in Chapter 15, “Towers,
racks, and high-speed link” on page 269.

9406 Model 520 system unit - Top and rear views

520 Top View
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‘ 9406 Model 520 system unit - Front view
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520 Rear Locations
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An #1827 Serial-UPS Conversion Cable connects to the top serial port on a rack mounted system or the
right-hand serial port to a deskside system.

Serial
Port

= BASE
* = Hot Plug Capable

Note: You can find line cord and power receptacle specification information on
the Web at:

http://www.ibm.com/eserver/iseries/infocenter

High-speed link for Model 520

The Model 520 supports a single HSL-2/RIO-2 loop. The maximum rated speed
of the HSL-2/RIO-2 is 2 GBps, which is double the speed of the previous
HSL/HSL-2 adapters. The following rules apply to towers that are supported at
these speeds:

» New #5094, #5294, #0595, and #5095s come with a #9517 HSL-2/RIO-2
adapter. The #5790 PCI Expansion Drawer comes with a #9531 HSL-2/RI0O-2
adapter.

» HSL-2 adapters in existing #5094, #5294, #0595, and #5095 towers must be
replaced with a #6417 HSL-2/RIO-G Bus Adapter.
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» Mixing of HSL and HSL-2 towers is permitted with the correct combination of
cables.

Rack mounted Model 520 system units can only attach to HSL-2/RIO-2 cables
2.5m or longer and can only attach to SPCN cables 3m or longer. Shorter cable
lengths do not allow the system unit to be pulled out from the rack far enough for
concurrent maintenance.

Note: The #6587 Model 520 Rear Cover should only be used with deskside
configurations which have do not have HSL cables.

Do not use the #6587 if you have an HSL-attached IXA, #5074, #5079,
#5095/#0595, #5094, #5294, or #5088/#0588 tower. The #6587 is not deep
enough to allow HSL cables to bend gradually enough to ensure the cables
will not be damaged.

There is no rear cover associated with the rack mounted 520.

See “High-speed link” on page 309 for information about supported HSL cables
and HSL loop maximums. You can find further information in High-speed Link
Loop Architecture for the IBM @server iSeries Server: 0S/400 Version 5
Release 2, REDP-3652, and the HSL Rules presentation available at:

http://www-1.ibm.com/servers/eserver/iseries/ha/systemdesign.html

Model 520 PCI cards and features

The Model 520 is a PCl-based technology system. The number of PCI cards that
can be supported in a Model 520 depends on whether an input/output (I/0O) tower
is attached and the number of PCI slots. PCI card placement rules and LPAR
configuration considerations also affect the number of slots supported.

See the table on page 86 for the number of maximum features supported by the
total system and in the Model 520 system unit. See Chapter 17, “iSeries I/O
processors” on page 337, and Chapter 18, “iSeries I/O adapters and controllers”
on page 351, for full descriptions of the features that are supported. See “Not all
features are supported on all models. Some features may be withdrawn but are
in the table for reference. AlIX specific adapters are not described in this book.” on
page 357 for supported Linux Direct Attach features.
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Note: The placement of PCI cards follows special rules. Refer to “PClI card
technology” on page 352 and PCI Card Placement Rules for the IBM
@server iSeries Server Version 5 Release 2, REDP-3638, before you
propose any configuration.

| External towers

Migration towers are not supported on the Model 520. PCI towers are supported
with upgrades for migration only.

Refer to Chapter 15, “Towers, racks, and high-speed link” on page 269, for
information about supported towers for the Model 520, and “Summary of the
iSeries expansion units and towers” on page 122 for a table of configuration
maximums.

| Model 520 upgrades

See Chapter 16, “Upgrades to Eserver i5 and i5/0S” on page 323, for general
upgrade considerations and server-to-server upgrade possibilities. Supported
model upgrades for the Model 520 are identified in the Upgrade topic of the Find
and Compare Tool (FACT) at:

http://www-919.ibm.com/servers/eserver/fact/
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7

iISeries Model 550

The @server i5 Model 550 is a midsized
IBM POWERS5 technology-based server. It
has the capability to simultaneously run
multiple operating environments and
dynamically distribute processing
resources. This server is designed for small
to mid-sized businesses. These businesses
need power and capacity to run traditional
core business applications and to support
IBM i5/0S applications together with Linux,
Windows, AlX applications, or all three.

The Model 550 is offered as a deskside
tower and a rack mounted configuration. It
provides an integrated set of hardware

iSeries Model 550 System Unit
(rack configuration)

capabilities including two integrated 1 Gbps Ethernet ports and an integrated
Small Computer System Interface (SCSI) controller. An optional redundant
power supply is available. Hot-plugging is supported for PCI-X card slots, disk
slots, and redundant fans. In addition, @server i5 servers can hot-plug into
input/output (1/0) towers or drawers, or they can be xSeries attached by
Integrated xSeries Adapters. Hot-plugging of removable media devices is not

supported.

© Copyright IBM Corp. 1997 - 2005. All rights reserved.
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Model overview

This section takes a closer look at the minimum functional server, required
| features, and optional features.

Minimum functional server

A minimum functional server consists of the base server unit and selected priced
features. The base server includes:

>
| >

>

Physical package and power elements
Five hot-plug PCI-X card slots

Operator panel (mounting hardware is different between the rack mount
system and the deskside system)

Base 1475W Power Supply (CCIN 51BA)
Base DASD cage (four hot-plug disk slots) (CCIN 28F6)
Base SCSI controller (CCIN 570B)

This controller is integrated with the backplane and does not take up one of
the PCI-X slots. It provides support for up to eight disk units (four in the Base
DASD cage (CCIN 28F6) and four in the #6592 4-Disk Slot Expansion Base
Controller), the required internal DVD feature, internal feature DVDs, and
feature tapes. The base controller does not support Redundant Array of
Independent Disks (RAID) or hardware data compression. A #5709 RAID
Enabler Card (CCIN 5709) controller must be added if the system data
protection is RAID.

The #5709 RAID Enabler Card (CCIN 5709) plugs into the backplane and
does not take up one of the PCI-X slots. It provides support for up to eight disk
units, the required internal DVD feature, internal feature DVDs, and feature
tape devices. This controller supports RAID. It does not support hardware
data compression. The #5709 has a 16 MB write cache.

Three media bays and one operator panel bay

— The three media bays consist of one half-height (5 %-inch wide x 1-inch
high, top bay) and two slimline bays. The half-height bay is for SCSI media
devices. (Half-high optical devices are not supported in this bay.) The top
slimline bay is usable by i5/0S for the required DVD-ROM and DVD-RAM.
The second slimline bay is straight Integrated Development Environment
(IDE) and is usable only with AIX 5L V5.2 or Linux partitions on 9406
systems.

— In the rack drawer configuration, the bottom bay is for the operator panel.
With a deskside configuration, the operator panel is mounted in a separate
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bracket attached to the top of the system. The bottom bay in a deskside
configuration is left empty and is covered by a plate insert.

» Two serial ports and two USB 2.0 ports
These ports are not usable by i5/0S.
» Two 1000/100/10 Mb Ethernet ports
These ports are not usable for a local area network (LAN) console.
» Base Service Processor (CCIN 28D7) (plugs in slot P1-C7)
» Two Hardware Management Console (HMC) ports and two SPCN ports
» Two high-speed link (HSL)-2/RIO-G ports
» #9844 Base PCI IOP (plugs in slot P1-C1)

Provides support for Peripheral Component Interconnect (PCI) slot P1-C2
only.

Required features

The required features for the 550 system unit include:

» Specific combinations of the Processor feature, Edition feature, and Server
feature are allowed as shown in the following table.

Processor Server Edition feature Software | Processorfeature
feature group code or
QPRCFEAT value

#8958 #0915 #7462 Standard P20 7462
(3000/12000 CPW)

#7463 Enterprise P20 7463

#7530 Domino P20 7650

#7531 Solution for P20

PeopleSoft EnterpriseOne

EO

#7558 Solution P20

Note: The Standard and Enterprise Editions for the #8958 processor
provide limited and maximum 5250 CPW respectively for 5250 OLTP
workloads.

Edition content varies by processor and server features selected. For more
information, see “Editions” on page 58.
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Note: In the lists of features that follow, an * indicates the feature is

supported for conversion only, and a ** indicates the feature is supported
on upgrades.

» Internal disk units - 10k or 15k rpm only

#4317 8.58 GB 10k RPM Disk Unit *
#4318 17.54 GB 10k RPM Disk Unit *
#4319 35.16 GB 10k RPM Disk Unit
#4326 35.16 GB 15k RPM Disk Unit
#4327 70.56 GB 15k RPM Disk Unit

One of the following load source specify codes is required:

#0829 - #4318 Load Source Specify *
#0830 - #4319 Load Source Specify
#0834 - #4326 Load Source Specify
#0835 - #4327 Load Source Specify

» DVD-ROM or DVD-RAM

#2640 DVD-ROM
#5751 DVD-RAM

» System console attachment adapter

#5540 System Console on Twinaxial Workstation I0A
* #4746 PCI Twinaxial IOA (placed in slot P1-C4)
#5544 System Console on Operations Console

e #0367 Operations Console PCI Cable (attaches to #9793 in slot
P1-C2)

#5546 System Console on 100 Mbps Token Ring

e #2744 PCI 100 Mbps Token Ring IOA (can be placed in slot P1-C4
e #0367 Operations Console PCI Cable

#5548 System Console on 100 Mbps Ethernet

e #2849 10/100 Mbps Ethernet Adapter (can be placed in slot P1-C4)
* #0367 Operations Console PCI Cable

#5550 System Console on HMC

The Hardware Management Console is required for systems using logical
partitions (LPARs), IBM @server Capacity Upgrade on Demand (CoD)
upgrade operations, and redundant Service Processor operations.
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» #7886 IBM Rack Mount (four EIA Units, includes fixed length rack mounting
rails) or #7887 Deskside

| Optional features

The optional features for the @server i5 Model 550 system unit include:

>

If a PCI disk controller is required in the system unit, choose one of the
following controllers:

#5703 PCI-X RAID Disk Unit Controller

Provides support for up to four disk units. This controller supports RAID
but does not support hardware data compression.

#5715 PCI-X Tape/DASD Controller

Provides support for up to four disk units. This controller supports RAID
but does not support hardware data compression.

#6592 4-Disk Slot Expansion - Base Controller

This controller is a disk backplane feature that enables the second set of
four hot-plug internal disk slots. Disk units plugged into the #6592 are
controlled by the integrated base disk controller or by the #5709 (if
present).

Internal tape unit

#1889 80 GB VXA-2 Tape Device
#5753 30 GB %-inch Cartridge Tape Device
#5754 50 GB %-inch Cartridge Tape Device

#6134 60 GB 8mm Tape Device (supported in Linux and AlX partitions
only)

#6258 36 GB 4mm Tape Unit (supported in Linux and AlIX 5L V5.2
partitions only)

#8754 Optional Base 50 GB %-inch Cartridge Tape Device (w/d July 2004)

#7889 1475W Power Supply

Requires an additional linecord
Enables hot-plugging of either power supply

#6593 4-Disk Slot Expansion PCI-X Controller

Can be driven by a disk controller in a PCI slot of the system unit.

Cannot be controlled by the integrated base disk controller or by the #5709
if it is installed.
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— The #6593 repositions the SCSI cable connector so that a long card can
be placed in card slot 4 and forces card slot 5 to be a short card.

— Can be used to obtain disk mirroring protection
» #7798 non-IBM Rack Mount

The #7798 is identical to #7886 IBM Rack Mount, except an adjustable set of
mounting rails/slides is shipped instead of the fixed length rails/slides used in
IBM racks.

» Uninterruptible power supply

An external uninterruptible power supply is recommended to protect the
system unit and any external components against utility power outages.

Note: A #1827 Serial-UPS conversion cable is required to provide UPS
control/feedback information for the @server i5 Model 550. This does not
impact the ability of the UPS to provide power in case of an outage. Its
absence prevents the UPS from alerting the Model 550 that it is under UPS
power and from advising the server to the amount of remaining UPS
battery power.

The Model 550 initial installation is IBM installed. Processor upgrades within
models are performed by IBM Service Representatives.

Processor features

» #8958 Model 550 Processor (POWERS5 1/4-way 1.65 GHz DCM)

— Eight Dual Inline Memory Module (DIMM) memory positions (plug directly
onto the processor, direct attach)

— The Model 550 has 1.9MB of L2 cache and 36MB of L3 cache

Main storage
Supported memory features for the Model 550 are:??need to add 3093, 3094,
3095/6 per DN HM note and corrections in SB 1/10/05. don’t forget cif chapter??
» #4443 -512 MB DDR Main Storage (DDR1 - 256 Mb technology, CCIN 309B)
— Ships two 256 MB DIMMs for a total of 512 MB

— Only orderable on #8950 processor with a maximum of two of these
features per system

» #4444 -1 GB DDR Main Storage (DDR1 - 256 Mb technology, CCIN 309B)
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Ships four 256 MB DIMMs for a total of 1 GB

#4445 - 4 GB DDR Main Storage (DDR1 - 128 Mb technology, CCIN 30D3)
Ships four 1 GB DIMMs for a total of 4 GB

#4447 - 2 GB DDR Main Storage (DDR1 - 64 Mb technology, CCIN 30D2)
Ships four 512 MB DIMMs for a total of 2 GB

#4449 - 8 GB DDR Main Storage (DDR1 - 128 Mb technology, stacked, CCIN
30D5)

Ships four 2 GB DIMMs for a total of 8 GB

#4450 - 16 GB DDR Main Storage (DDR1 - 1 Gb technology, stacked, CCIN
30AC)

Ships four 4 GB DIMMs for a total of 16 GB

Configuration considerations for memory include:

>

>

»

DIMMs must be installed in sets of four (quads).
The first quad of DIMMs is plugged into DIMM slots JOA, JOB, JOC, and JOD.

The second quad of DIMMs is plugged into DIMM slots J1A, J1B, J1C, and
J1D.

9406 Model 550 schematics

The following diagrams show the slot and feature card arrangement of the Model
550 system unit, processor, memory cards, and supported expansion units. You
can find schematics of any supported expansion units in Chapter 15, “Towers,
racks, and high-speed link” on page 269.
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9406 Model 550 system unit - Top, front, and rear views
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You can find line cord and power receptacle specification information on

//www.ibm.com/eserver/iseries/infocenter

the Web at:

Note

http
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550 and 570 Processor card
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| High-speed link for Model 550

these speeds:

adapter.

The Model 550 supports two HSL-2/RIO-2 loops. The maximum rated speed of
the HSL-2/RIO-2 is 2 GBps, which is double the speed of the previous
HSL/HSL-2 adapters. The following rules apply to towers that are supported at

» New #5094, #5294, #0595, and #5095s come with a #9517 HSL-2/RIO-2
adapter. The #5790 PCI-X Expansion Drawer includes a #9531 HSL-2/RIO-2

» HSL-2 adapters in existing #5094, #5294, #0595, and #5095 towers must be
replaced with a #6417 HSL-2/RIO-G Bus Adapter.

» Mixing of HSL and HSL-2 towers is permitted with the correct combination of

cables.

| See “High-speed link” on page 309 for information about supported HSL cables
and HSL loop maximums. You can find further information in High-speed Link
Loop Architecture for the IBM @server iSeries Server: 0S/400 Version 5
Release 2, REDP-3652, and the HSL Rules presentation available at:

http://www-1.ibm.com/servers/eserver/iseries/ha/systemdesign.html

| Model 550 PCI cards and features

The Model 550 is a PCl-based technology system. The number of PCI cards that
can be supported in a Model 550 depends on whether an 1/O tower is attached
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and on the number of PCI slots. PCI card placement rules and LPAR
configuration considerations also affect the number of slots that are supported.

See the table on page 86 for the number of maximum features supported by the
total system and in the Model 550 system unit. See Chapter 17, “iSeries I/O
processors” on page 337, and Chapter 18, “iSeries I/0 adapters and controllers”
on page 351, for full descriptions of the features that are supported. See “AlX
and Linux direct attach features overview” on page 354 for supported Linux direct
attach features.

Note: The placement of PCI cards follows special rules. Refer to “PCI card
technology” on page 352 and PCI Card Placement Rules for the IBM
@server iSeries Server Version 5 Release 2, REDP-3638, before you
propose any configuration.

External towers

Migration towers are not supported on the Model 550. PCI towers are supported
with upgrades for migration only.

Refer to Chapter 15, “Towers, racks, and high-speed link” on page 269, for
information about supported towers for the Model 550, and “Summary of the
iSeries expansion units and towers” on page 122 for a table of configuration
maximums.

Model 550 upgrades

See Chapter 16, “Upgrades to Eserver i5 and i5/0S” on page 323, for general
upgrade considerations and server-to-server upgrade possibilities. Supported
model upgrades for the Model 550 are identified in the Upgrade topic of the Find
and Compare Tool (FACT) at:

http://www-919.ibm.com/servers/eserver/fact/

Model 550 Capacity on Demand

The IBM @server i5 Model 550 offers Capacity on Demand options that make it
possible to activate additional processor resource. Capacity Upgrade on
Demand, On/Off Capacity on Demand, Reserve Capacity on Demand, and Trial
Capacity on Demand are available for the Model 550. On Demand features are
described in this section.
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» Capacity upgrade on Demand (Permanent)

Purchase processor activation features when needed. Requires purchase of
operating system licenses.

» On/Off Capacity on Demand (Temporary)

Pay for processor day billing features at the end of each billing period.
Additional i5/0OS licenses not required.

» Reserve Capacity on Demand (Prepaid)

Buy blocks of processor days ahead of time. Additional i5/0S licenses not
required.

» Trial Capacity on Demand
Request trial capacity from CoD website for special purposes. Additional
i5/0S licenses not required.

Refer to the table on page ??check this xref?? 83 to see the feature codes
associated with the Model 550 Capacity on Demand options. See the following
website for more information on Capacity on Demand:

http://www-1.ibm.com/servers/eserver/iseries/ondemand/cod/
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8

iISeries Model 570

The iSeries Model 570 is the industry’s first POWERS
technology-based server. It has the capability to
simultaneously run multiple operating environments with an
integrated infrastructure that’s simpler, more productive, and
more resilient than ever before. The 16-way @server i5
Model 570 delivers 20 percent more performance than the
previous high-end iSeries server, the 32-way @server
1.3GHz POWER4 processors.

The Model 570 is offered as a rack mounted configuration. It  iSeries Model 570
provides an integrated set of hardware capabilities that System Unit
include two integrated 1 Gbps Ethernet ports and an

integrated Small Computer System Interface (SCSI) controller. Also incorporated
are hot-plug PCI-X card slots and disk slots, redundant hot-plug power supplies,
dual power cords, redundant hot-plug cooling fans, and an optional redundant
CPU power regulator. Hot-plugging of removable media devices is not supported.
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Model overview

This section takes a closer look at the minimum functional server, required
features, and optional features.

Minimum functional server

158

A minimum functional server consists of the base server unit and selected priced
features. The base server includes:

» Physical package and power elements
» Base CEC enclosure (CCIN 788A)
» 1/O Backplane (CCIN 28DA), which includes:

Two USB Type A

Not supported on IBM i5/0S V5RS; are supported by specific releases of
AIX 5L and specific Linux distributions

Two 10/100/1000 Mbps UTP Ethernet ports

Not supported by i5/0S V5R3 for local area network (LAN) console

Two high-speed link (HSL)-2/RIO-G ports

Enables 1 HSL-2/RIO-2 loop

One system connection port (for Service Processor flex cable connection)
Six hot-plug PCI-X card slots

Slots 1 through 5 are long slots. Slot 6 is a short slot. Slot 6 volume may
also be used for HSL-2/RIO-2 input/output (I/O) port expansion.

» Serial Port card (CCIN 25F8)

Two serial ports provide a full-duplex serial interface to support
communications with serial peripheral devices. Configured as RS232
serial.

Not supported by i5/0S V5R3 but are supported by specific releases of
AIX 5L and specific Linux distributions.

» System Serial number, VPD, capacity card

» Blindswap cassettes

Manufacturing installs empty blindswap cassettes in all empty PCI-X slots.
PCI-X slots 1 to 5 require #7862, and PCI-X slot 6 requires #7861. The
Integrated xSeries Adapter, if installed, requires blindswap cassette #7863.

Additional restrictions may apply, based on specific cards.
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» Direct access storage device (DASD) backplane (CCIN 28DB)

— One 6-pack DASD cage, supporting up to six 1-inch disk drives.
— Load source disk installs in card slot 4.

» Removable media backplane (CCIN 28DC)

— Two removable media slots.

— CCIN 180A converts slimline slot from IDE to SCSI and blocks second slot

— 9406 Model 570 only supports one slimline removable media slot for the
required #2640 DVD-ROM (default) or the #5751 DVD-RAM.

Note: The 9406 Model 570 does not support a removable magnetic
media device in the base CEC. A tower and associated support or an
external tape or DVD-RAM device is required.

» Power and cooling

— Power Supply Distribution backplane (CCIN 28DD)
— System midplane (CCIN 28D9)

e Supports two hot-plug power supplies (CCIN 51B7)
* Two fans or blowers for temperature regulation purposes

» Two base 1400W 240V power supplies (CCIN 51B7)
» CEC backplane (CCIN 27AE)
» CPU Regulator (CCIN 28ES8)

— A system with one 0/2 way processor cards includes one CPU Regulator.
— A system with two 0/2 way processor cards (a 2/4-way system) includes
two CPU Regulators.

» Base I/O adapters (I0As) or I/0O processors (IOPs)
— #5709 RAID Enabler Card (CCIN 5709):

The required card fits into a dedicated slot on the backplane and does not
use a PCI-X adapter slot. The #5709 provides RAID capability for the
embedded disk controller.

— #9793 or #9794 Two-Line IOA with Modem: PCI-X Slot 2
— #9844 Base PCI IOP: One in PCI-X Slot 1

» #1846 Operator Panel (CCIN 28D4)

A minimally configured stand-alone system requires a single operator panel
for operation.
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Note: A Hardware Management Console (HMC) is required to manage
specific configurations. See “Hardware Management Console” on
page 694 for more information.

» Service processor (CCIN 28EA) contains:

— One Rack Indicator Port
— Two SPCN (RS485) control for attached I/0O subsystems
— Two Ethernet or HMC ports

Note: If two or more 570 are stacked together the second Service Processor
in the second unit can perform redundant Service Processor functions. The
planned availability of the microcode is in 2005.

» VPD card
» Rack Rail Kit

Should be considered part of the base CEC hardware.

Required features

The required features for the 570 system unit include:

» Specific combinations of the Processor feature, Edition feature, and Server
feature are allowed as shown in the following table.

Processor Server Edition feature Software | Processor
feature group feature code
or
QPRCFEAT
value
#8961 #0919 #7488 Standard P30 7488
(3300/6000 CPW)
#7489 Enterprise P30 7489
#8961 #0920 #7469 Standard P30 7469
(6350/11700 CPW)
#7470 Enterprise P30 7470
#8971 #0921 #7494 Standard P30 7494
(6350/12000 CPW)
#7495 Enterprise P30 7495
#7560 High Availability P30 7560
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#8971 #0922 #7471 Standard P40 7471
(15200/23500 CPW)
#7472 Enterprise P40 7472
#7561 High Availability P40 7561
#8971 #0924 #7473 Standard P40 7473
(25500/33400 CPW)
#7474 Enterprise P40 7474
#7562 High Availability P40 7562
#8971 #0926 #7475 Standard P40 7475
(36300/44700 CPW)
#7476 Enterprise P40 7476
#7563 High Availability P40 7563
#8971 #0928 #7570 Capacity BackUp P40 7570
(6000/44700 CPW)
#8971 #0930 #7490 Standard P30 7490
(3000/6000 CPW)
#7491 Enterprise P30 7491
#7559 High Availability P30 2777

Note: The Standard Edition for the Model 570 processors provides limited
5250 CPW for 5250 OLTP workloads. The Enterprise, High Availability, and
Capacity BackUp Editions for the Model 570 processors provide maximum

5250 CPW for 5250 OLTP workloads if activated.

The Standard, Enterprise and High Availability Editions also provide
support for Capacity on Demand (permanent and temporary). The
Capacity on Demand Edition provides support for temporary capacity only.

Edition content varies by processor and server features selected. For more
information, see “Editions” on page 58.

Note: The features listed in this section that are not orderable as new features
are marked as follows:

* Supported as migration feature only
** Supported in system unit for upgrades only

*** Miscellaneous Equipment Specification (MES) only
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Note:

* supported for conversion only
** supported on upgrade

» Main storage
All main storage on the Model 570 is feature main storage.
» DVD-ROM or DVD-RAM

— #2640 DVD-ROM
— #5751 DVD-RAM

» Internal disk units - 10k or 15k rpm only

— #4317 8.58 GB 10k RPM Disk Unit *
— #4318 17.54 GB 10k RPM Disk Unit *
— #4319 35.16 GB 10k RPM Disk Unit
— #4326 35.16 GB 15k RPM Disk Unit
— #4327 70.56 GB 15k RPM Disk Unit

One of the following load source specify codes is required:

— #0828 - #4317 Load Source specify *
— #0829 - #4318 Load Source Specify *
— #0830 - #4319 Load Source Specify
— #0834 - #4326 Load Source Specify
— #0835 - #4327 Load Source Specify

» Disk protection specify codes (one must be specified)

#0040 Mirrored System Disk Level
#0041 RAID Protection - All

#0042 Mirrored System IOP Level
#0043 Mirrored System Bus Level

#0041 is the default for disk data protection.

» Internal tape

The Model 570 only supports one slimline removable media slot for the
required #2640 DVD-ROM (default) or the #5751 DVD-RAM. The 9406 Model
570 does not support a removable magnetic media device in the base CEC. A
tower and associated support or an external tape or DVD-RAM device is
required.

» System console attachment adapter
— #5540 System Console on Twinaxial Workstation IOA
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e #4746 PCI Twinaxial IOA

#5544 System Console on Operations Console

¢ #0367 Operations Console PCI Cable (attaches to #9793 or #9794)
#5546 System Console on 100 Mbps Token Ring

* #2744 PCI 100 Mbps Token Ring IOA
* #0367 Operations Console PCI Cable

#5548 System Console on 100 Mbps Ethernet

e #2849 10/100 Mbps Ethernet Adapter
e #0367 Operations Console PCI Cable

#5550 System Console on HMC

The Hardware Management Console is required for systems using logical
partitions (LPARs), IBM @server Capacity Upgrade on Demand (CoD)
upgrade operations, and redundant Service Processor operations.

| Optional features

The optional features for the 570 system unit include:

>

#1800 HSL-2 Ports - 2 Copper

Adds capacity for second HSL-2/RIO-2 loop
#1801 Optical Bus Expansion Card - 2 port
Adds capacity for an optical HSL loop
#7875 Redundant CPU Regulator
Uninterruptible power supply

An external uninterruptible power supply is recommended to protect the
system unit and any external components against utility power outages.

Note: A #1827 Serial-UPS conversion cable is required to provide UPS
control/feedback information for the @server i5 Model 570. This does not
impact the ability of the UPS to provide power in case of an outage. Its
absence prevents the UPS from alerting the Model 570 that it is under UPS
power and from advising the server to the amount of remaining UPS
battery power.

The Model 570 initial installation is IBM installed. Processor upgrades within
models are performed by IBM Service Representatives.
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| Processor features

The #8961 POWERS5, 0/2-way, 1.65Ghz processor (CCIN 26EA) includes:
— 36 MB L3 cache per processor card
— 1.88 MB L2 cache chip

— Eight main memory Dual Inline Memory Module (DIMM) slots per
processor card

Note: The #8961 was withdrawn from marketing 01 October 2004.

The #8971 POWERS5, 0/2-way, 1.65Ghz processor (CCIN 26F2) includes:
— 36 MB L3 cache per processor card
— 1.88 MB L2 cache per chip

— Eight main memory Dual Inline Memory Module (DIMM) slots per
processor card

» The #0919 Server feature represents a 1/2-way processor. This is one #8961
0/2-way processor and one #8452 Base Processor Activation.

» The #0920 Server feature represents a 2/4-way processor. This is two #8961
0/2-way processors and two #8452 Base Processor Activations. (The #0920
was withdrawn from marketing 01 October 2004.)

» The #0930 Server feature represents a 1/2-way processor. This is one #8971
0/2-way processors and one #8452 Base Processor Activation.

» The #0921 Server feature represents a 2/4-way processor. This is two #8971
0/2-way processors and two #8452 Base Processor Activations.

» The #0922 Server feature represents a 5/8-way processor. This is four #8971
0/2-way processors and five #8452 Base Processor Activations.

» The #0924 Server feature represents a 9/12way processor. This is six #8971
0/2-way processors and nine #8452 Base Processor Activations.

» The #0926 Server feature represents a 13/16-way processor. This is eight
#8971 0/2-way processors and thirteen #8452 Base Processor Activations.

» The #09208 Server feature represents a 2/16way processor. This is eight
#8971 0/2-way processors and two #8452 Base Processor Activations.

Note: The #0919, #0920, #7469, #7488, #7489 and #8961 processors
were withdrawn from marketing 01 October 2004.
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Refer to “Table 3: Summary of the Eserver i5 Model 570, part 1” on page 90 to
find Processor CPW, Mail and Calendar Users (MCU), 5250 CPW, and to
determine the processor feature code and QPRCFEAT value.

Main storage

Supported memory features for the Model 570 are:

» #3043 - 512 MB Main Storage DIMM (DDR - 256 Mb technology, unstacked,
CCIN 3043) - four are required *

» #3044 - 1 GB Main Storage DIMM (DDR - 256 Mb technology, stacked, CCIN
3044) four are required *

» #3046 - 2 GB Main Storage DIMM (DDR - 256 Mb technology, stacked, CCIN
3046) four are required *

» #4452 - 2 GB DDR Main Storage (DDR1 CCIN 309D)
Ships four 512 MB DIMMs for a total of 2 GB
» #4454 - 8 GB DDR Main Storage (DDR1 CCIN 30AA)
Ships four 2 GB DIMMs for a total of 8 GB
» #4490 - 4 GB DDR Main Storage (DDR1 CCIN 309E)
Ships four 1 GB DIMMs for a total of 4 GB
» #4491 - 16 GB DDR Main Storage (DDR1 CCIN 30B3)
Ships four 4 GB DIMMs for a total of 16 GB
» #4492 - 32 GB DDR Main Storage (DDR1 CCIN 30F7)
Ships four 8 GB DIMMs for a total of 32GB
Only supported on #8971 Processor (CCIN 26F2)
The Model 570 offers pluggable DIMMs for memory. Each 0/2-way processor
card contains eight slots for up to eight pluggable DIMMs. The minimum memory
for a 9406 Model 570 is 2 GB. The maximum memory capacity depends on the

number of processors ordered for the system and on the type of memory and
functionality required.

The main storage cards are installed according to the following rules. There are
no restrictions for mixing and matching DIMMs other than:

» Memory DIMMs must be installed in quads.
» Quads must all be the same DIMM.

DIMMs are plugged, by quad, in either of the following sequences:
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» JOA, JOC, J1A, J1C
» JOB, JOD, J1B, J1D

Draft Document for Review February 27, 2005

Note: We recommend that you perform memory balancing. You must order
sufficient memory to balance memory across processors.

Memory Spreading and Balancing

Performance measurements have determined that optimal performance requires
both spreading of memory across processors and balancing memory across
processors. The following rules should be followed for Model 570 memory.

» Memory minimums: Each processor card must have at least one set of
memory DIMM placed on it. Memory is ordered in feature codes of
quads??how to reword better??. The following table lists the minimum
memory requirements.

n-way Processor

Minimum memory

#4452 ??what is it or do we just say
orientation feature. change
heading accordingly ?? orientation
feature code

X quantity
1/2-way 2GB #4452 x1
2/4-way 4GB #4452 x 2
5/8-way 8GB #4452 x 4
9/12-way 12GB #4452 x 6
13/16-way 16GB #4452 x 8

» Balancing: Each 0/2 way processor card must have a minimum of 2 GB

memory on it.

» Spreading: Memory should be spread across the processor cards. Memory
DIMM's should be selected to enable equal memory configurations across
processors in an n-way unit. If memory greater than the minimum is ordered,
the selection of memory features should be based on driving the most
number of DIMM quads onto the system, as evenly distributed across the
processors as possible.

» #4492 8GB Dimms: The 8GB DIMM's carry the following restrictions:
— 8GB Dimms cannot be placed on a processor card with another size

DIMM

IBM @server i5 and iSeries System Handbook



Draft Document for Review February 27, 2005 5486m570.fm

— 8GB Dimms slow the system memory clock down from 266MHz to 200
MHz

As a result, #4492 can only be placed on a processor card by itself, with
another #4492, or with a #7935.

» Processor additions / Enclosure additions: Existing memory should be
spread onto the new processor cards or the additional processors should ship
with memory.

| 9406 Model 570 schematics

You can find schematics of any supported expansion units in Chapter 15,
“Towers, racks, and high-speed link” on page 269.

Note: The Model 570 system schematics are under construction at the time of
publication. The following diagrams show a view of the front, rear, and top of
the Model 570. You will find the latest diagrams with card slot placement
information in IBM @server i5, iSeries, and AS/400e System Builder,

| SG24-2155, available on www.redbooks.ibm.com in June 2004.

| 9406 Model 570 system unit front, rear, and top views
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Multi-adapter Bridge 1
E P1-C6 Service Processor

A[P1-C5 Card (P1-C8) I :
P1-C4 —‘P1-CB-T1 (HMC1)‘ —2C
f[P1-C3 — P1-C8-T2 (HMC2
- = E—— — —|— 1=  P1.C8T3 (SPCNO) — P1-T1 - Serial Port (P2) [
PG -P1-T2 - Serial Port (P1)
Multi-adapter Bridge 2 H HE %
O [ Y
<
J M P1-E2 °
O O
o IE@III o

—P1-T9(1),= P1-T10
(HSL-2/RIO-G) System Connect

P1-C7-T1(1) |
(HSL-2/RIO-G)|: P1-G7-T2(0)

Second HSL-2/RIO-G Loop

P1-T3- Rl — P1-T5 -USB(1) Not usable i5/OS

(Rack Ind Port) P1-T7 - Ethemnet(1)

[l = Base L P1-T6 - Ethernet(0)
= Hot Plug Capable  IPAETARUSB(0)] Not usable i5/05

E = Not usable if optional second HSL-2/RIO-G loop (P1-C7) is installed

= If optional second HSL-2/RIO-G loop (P/-C7) is installed, Proc. 2 and both Proc. Reg. 2 and 3 are required
E = #1827 Serial-UPS Conversion Cable connects to the (P2) serial port
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570 Top view
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= Hot Plug Capable
B = Not available if second HSL-2/RIO-G (P1-C7) is installed. *(C1-Pé not shown)
= Required if second HSL-2/RIO-G (P1-C7) is installed

= Base

| = Base unit available with 6 PCI Cards, Slot (P1-C6) not accessible if
optional HSL-2/RIO-G (P1-C7) is installed.

Note: You can find line cord and power receptacle specification information on
the Web at:

http://www.ibm.com/eserver/iseries/infocenter

The Model 570 processor card is shown in the following figure.

170 IBM @server i5 and iSeries System Handbook


http://www.ibm.com/eserver/iseries/infocenter

Draft Document for Review February 27, 2005 5486m570.fm

@ @EE] o DIMM Socket = @
=] o DIMVISocket JB o [H
0 C ) =] o DIMM Socket JC o 18
=8 o DIMMSodket JD__o |8
DCM
360
o~ 2-way SMII SM I
VHDM
=] o DIMM Socket Jo o 3 [
C Q =] o DIMM Socket Joc_ o [H | 10
heat sink Z1] o DIMM Socket 0B o 18 | $iouw
=4 o DIMM Socket JA o 8
[0]|©) © 0
© 360 pin VHDM power comnedter ©
with power modules

| High-speed link for Model 570

>

»

HSL configuration considerations for the Model 570 include:

The Model 570 1/2-way system supports a single HSL-2/RIO-2 loop with a
maximum of six towers across the loop.

The 2/4-way system supports two HSL-2/RIO-2 loops with a maximum of 12
towers across both loops.

The 5/8-way supports four HSL-2/RIO-2 loops with a maximum of 18 towers
across all loops.

The 9/12-way supports four six HSL-2/RI0-2 loops with a maximum of 24
towers across all loops.

The 13/16-way supports eight HSL-2/RIO-2 loops with a maximum of 30
towers across all loops.

The speed of the HSL-2/RIO-2 is doubled to 2 GBps. compared to the previous
HSL-2 adapters operating at 1 GBps. The following rules apply to towers that are
supported at these speeds:

New #5094, #5294, #0595, and #5095 come with a #9517 HSL-2/RIO-2
adapter. The #5790 PCI-X Expansion Drawer includes a #9531 HSL-2/RIO-2
adapter

HSL-2 adapters in existing #5094, #5294, #0595, and #5095 towers must be
replaced with a #6417 HSL-2/RIO-G Bus Adapter.
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» Mixing of HSL and HSL-2 towers is permitted with the correct combination of
cables.

See “High-speed link” on page 309 for information about supported HSL cables
and HSL loop maximums.

You can find further information in High-speed Link Loop Architecture for the IBM
@server iSeries Server: 0S5/400 Version 5 Release 2, REDP-3652, and the
HSL Rules presentation available at:

http://www-1.ibm.com/servers/eserver/iseries/ha/systemdesign.html

Model 570 PCI cards and features

The Model 570 is a Peripheral Component Interconnect (PCl)-based technology
system. The number of PCI cards that can be supported in a Model 570 depends
on whether an I/O tower is attached and the number of PCI slots. PCI card
placement rules and LPAR configuration considerations also affect the number of
slots supported.

See the table on page 90 for the number of maximum features supported by the
total system and in the Model 570 system unit. See Chapter 17, “iSeries /O
processors” on page 337, and Chapter 18, “iSeries I/0 adapters and controllers”
on page 351, for full descriptions of the features that are supported. See “Not all
features are supported on all models. Some features may be withdrawn but are
in the table for reference. AlX specific adapters are not described in this book.” on
page 357 for the supported Linux Direct Attach features.

Note: The placement of PCI cards follows special rules. Refer to “PCI card
technology” on page 352 and PCI Card Placement Rules for the IBM
@server iSeries Server Version 5 Release 2, REDP-3638, before you
propose any configuration.

| External towers

Migration towers are not supported on the Model 570. PCI towers are supported
with upgrades for migration only.

Refer to Chapter 15, “Towers, racks, and high-speed link” on page 269, for
information about supported towers for the Model 570, and “Summary of the
iSeries expansion units and towers” on page 122 for a table of configuration
maximums.
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| Model 570 upgrades

See Chapter 16, “Upgrades to Eserver i5 and i5/0S” on page 323, for general
upgrade considerations and server-to-server upgrade possibilities. Supported
model upgrades for the Model 570 are identified in the Upgrade topic of the Find
and Compare Tool (FACT) at:

http://www-919.ibm.com/servers/eserver/fact/

| Model 570 Capacity On Demand

The IBM @server i5 Model 570 offers Capacity on Demand options that make it
possible to activate additional processor resource. Capacity Upgrade on
Demand, On/Off Capacity on Demand, Reserve Capacity on Demand, and Trial
Capacity on Demand are available for the Model 570. On Demand features are
described in this section.

On Demand features may have some base activations. The following options are
available to activate additional resources: ??this section did have memory
descriptions. when i reconciled with 550, should the memory remain for the 570
and 595 chapters??

» Capacity upgrade on Demand (Permanent)

Purchase processor activation features when needed. Requires purchase
of operating system licenses.

» On/Off Capacity on Demand (Temporary)

Pay for processor day billing features at the end of each billing period.
Additional i5/0S licenses not required.

» Reserve Capacity on Demand (Prepaid)

Buy blocks of processor days ahead of time. Additional i5/0S licenses not
required.

» Trial Capacity on Demand
Request trial capacity from CoD website for special purposes. Additional
i5/08 licenses not required.

Refer to the table on page 94 to see the feature codes associated with the Model
570 Capacity on Demand options. See the following website for more information
on Capacity on Demand:

http://www-1.ibm.com/servers/eserver/iseries/ondemand/cod/
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9

iISeries Model 595

The IBM @server i5 Model 595 is the newest — =
member of the POWERS technology-based
servers. It is an 8 to 64-way processor with
performance of up to 165,000 commercial
processing workload (CPW). A highly scalable,
upgradeable industry-standard architecture helps iy
support balanced growth. IBM Capacity on =
Demand features enable extra power at a
moment's notice to handle surges in demand of
CPU or memory to meet constantly shifting
business priorities.

==

Supported by advanced virtualization
technologies, Model 595 servers are designed to JJ\
run multiple operating systems simultaneously, It NN
including IBM i5/0S, Linux, IBM AIX 5L, Microsoft
Windows (via an Integrated xSeries Adapter (I1XA)
or an Integrated xSeries Server (IXS).

iSeries Model 595

The Model 595 is offered as either a Standard or Enterprise Edition, each with
four i5/0S processor licenses. Extensive on demand capabilities and dynamic
partitioning for up to a total of 254 partitions of i5/0S, Linux, and AIX 5L are
supported.
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The Model 595 is built using a processor book structure. Each 16-way processor
book has two 8-way multichip modules (MCM) with state of-the-art, 64-bit,
POWERS5 processors. Each processor book has sixteen memory slots. Each
book also provides attachment capability for up to six HSL-2/RIO-2 loops on
which HSL-2/RIO-2 1/O drawers and towers can be attached.

The Model 595 consists at a minimum of two enclosures: a two-meter system
unit enclosure and an I/O tower about one meter in height.

Model overview

This section takes a closer look at the minimum functional server, required
features, and optional features.

| Minimum functional server

A minimum functional server consists of the base server unit and selected priced
features. The Model 595 supports hot plug and concurrent add of PCI cards, disk
units, and removable media devices.

Included in the base server are the physical package and power elements as
follows:

» System unit (also known as the Central Electronics Complex or CEC)

» #9194 Base PCI-X Expansion Tower or #8294 Optional Base 1.8M Rack
» Line cord features

Two line cord features should be specified for the 595 system unit, with two
additional line cord features for the #9194 Base PCI-X Expansion Tower as
well as two HSL-2/RIO-2 cables. Three (the default) or four HSL-2/RIO-2
cables are needed for the #8294 Optional Base 1.8M Rack and two additional
line cords for the top tower.

» Power Assembly
— #182x -one or more of these features provide redundant power cabling
— #6186 Bulk Power Regulator
¢ Two required with 8/16-way processor feature
¢ Four required with 16/32-way processor feature
¢ Six required with 32/64-way processor feature
— Bulk Power Controller (CCIN 275D)
* Two required with all processor features
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— #7837 Bulk Power Distribution

¢ Two required with 8/16-way processor feature

¢ Four required with 16/32-way and 32/64-way processor features
— Distributed Converter Assembly (DCA)

¢ Three DCAs are included as a base feature with the 8/16-way
processor

¢ Six DCAs are included as a base feature with the 16/32-way processor

* Twelve DCAs are included as a base feature with the 32/64-way
processor

» CEC Rack Front and Rear Doors

— One feature includes both a front door and a rear door for the system unit
— Choice of #6251 Slim Line Doors or #6252 Acoustic Doors

» #3757 Service Shelf Toolkit

— Every installation location must have access to one Service Tool Kit

— The IBM Marketing Configurator defaults to one. It can be removed in
multi-system orders to prevent multiple quantities shipped to the same
installation.

» One Multiplexer Card is included in every processor book (CCIN 28E6)
» One System Unit backplane
» Two Clock Cards (CCIN 28E4)

» One Front Indicator Light Strip (CCIN 291A) and one Rear Indicator Light
Strip (CCIN 291B)

» Up to four 16-way processor books with each two 8-way MCMs
» Sixteen main storage card slots in each processor book
» Six slots for feature HSL-2/R10-2 adapters in each processor book

» Two #7818 HSL-2/RIO-2 2-port Copper (CCIN 28D8) are compulsory per
system

» #9844 Base PCI IOP provides support for:

— The required SCSI IOA which controls up to 15 disk units, the required
DVD-RAM/DVD-ROM, and an internal tape feature or a
DVD-RAM/DVD-ROM feature

— A base Console/Workstation IOA

The IBM marketing configurator determines which feature combinations
are placed on the order based on the #5540, #5544, #5546, #5548 or
#5550 System Console specify code.
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— The #9771/#9793/#9794 Base PCI Two-Line WAN with integrated modem

Note: A Hardware Management Console (HMC) is required to manage
specific configurations. See “Hardware Management Console” on
page 694 for more information.

» Two Service Processors (CCIN 28DE). Each contains:

— One SPCN (RS485) control for attached 1/O subsystems
— Two ethernet ports for connection to HMC through Bulk Power Controller
— Two ports for connection to Front and Rear Light Strips

Note: Redundant Service Processor function is planned to be available with
new microcode in 2005.

» Anchor card
The Anchor card is considered part of the base system unit hardware.

Required features

Note: The features listed in this section that are not orderable as new features
are marked as follows:

* Supported as migration feature only
** Supported in system unit for upgrades only
*** Miscellaneous Equipment Specification (MES) only

Note to Reviewer: For consistency, SP to validate that other references to the WDFM
features carry the *, **, or ***, and the above note to reader. (See the list of “Removable
optical devices” below for an example.)

The required features for the 595 system unit include:

» Supported specific combinations of the Processor feature, Edition feature,
and Server feature, as shown in the following table.

Note to Reviewer: For consistency, SP to validate that other model chapters include an
equivalent server/edition/software group/gprcfeat xref table as the following. At this time,
it should be included in the “required feature” section of each model chapter.

However, Ml is adding a new table to the end of each hardware chapter.
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Processor Server Edition feature Software group | Processorfeature
feature feature or QPRCFEAT
value
#8981 #0946 #7496 Standard P50 7496
#7497 Enterprise P50 7497
#0947 #7498 Standard P50 7498
#7499 Enterprise P50 7499
#0952 #7984 Standard P60 7984
#7985 Enterprise P60 7985

Note: The Standard Edition for the Model 595 processors provides limited

5250 CPW for 5250 OLTP workloads.

The Enterprise Edition for the Model 595 processors provides up to
maximum 5250 CPW for 5250 OLTP workloads if activated and support for
Capacity on Demand (permanent and temporary).

» Main storage

All main storage on the Model 595 is feature main storage. See the main
storage on page “Main storage” on page 182 for a list of supported memory

features and configuration considerations.

» PCI disk controller (SCSI I0A)

The SCSI IOA supports the DVD-ROM, DVD-RAM, migrated CD-ROM,
internal tape, and disk units in the base PCI enclosure.

#2757 PCI-X Ultra RAID Disk Controller

#2780 PCI-X Ultra RAID Disk Controller (the base default)
#4748 PCI RAID Disk Unit Controller *

#4778 PCI RAID Disk Unit Controller *

» Removable optical device (one must be specified)

— #4425 CD-ROM *

— #4430 DVD-RAM *
— #4625 CD-ROM ***
— #4630 DVD-RAM *

— #4631 DVD-ROM

— #4633 DVD-RAMBO

» Internal disk units - 10k or 15k rpm only

iSeries Model 595
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— #4317 8.58 GB 10k RPM Disk Unit **
— #4318 17.54 GB 10k RPM Disk Unit **
— #4319 35.16 GB 10k RPM Disk Unit

— #4326 35.16 GB 15k RPM Disk Unit

— #4327 70.56 GB 15k RPM Disk Unit

One of the following load source specify codes is required:

#0829 - #4318 Load Source Specify *
#0830 - #4319 Load Source Specify *
#0834 - #4326 Load Source Specify
#0835 - #4327 Load Source Specify

» Disk protection specify codes (one must be specified)

#0040 Mirrored System Disk Level
#0041 RAID Protection - All

#0042 Mirrored System IOP Level
#0043 Mirrored System Bus Level

#0042 is the default for disk data protection.
» System console/communications adapter

The console on LAN options requires a dedicated LAN adapter.
— #5540 System Console on Twinaxial Workstation IOA
e #4746 PCIl Twinaxial IOA
— #5544 System Console on Operations Console
* #0367 Operations Console PCI Cable
— #5546 System Console on 100 Mbps Token Ring

e #2744 PCIl 100 Mbps Token Ring I0OA
e #0367 Operations Console PCI Cable

— #5548 System Console on 100 Mbps Ethernet

* #0367 Operations Console PCI Cable
e #2849 10/100 Mbps Ethernet Adapter or
e #4838 PCI 100/10 Mbps Ethernet IOA

— #5550 System Console on HMC

An #0367 Operations Console PCI Cable is added to the order by the IBM
marketing configurator.

Optional features

The optional features for the @server i5 Model 595 include the following
internal tape devices:
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#4482 4 GB %-inch Cartridge Tape Device *
#4483 16 GB %-inch Cartridge Tape Device *
#4486 25 GB -inch Cartridge Tape Device *
#4487 50 GB Y4-inch Cartridge Tape Device *
#4682 4 GB %-inch Cartridge Tape Device
#4684 30 GB Y4-inch Cartridge Tape Device
#4685 80 GB VXA-2 Tape Device

#4686 25 GB 4-inch Cartridge Tape Device *
#4687 50 GB Y4-inch Cartridge Tape Device

YyVVyVYyVYVYVYYVYYY

An external uninterruptible power supply is recommended to protect the system
unit and any external components against utility power outages.

IBM Service Representatives perform the Model 595 initial installation and model
upgrades.

IBM is offering a service to aid in configuring partitioned systems. Customers can
order the charged #8453 Base Customer Placement. Configurations are built
with hardware components using placement information from the LPAR
Verification Tool (LVT). The customer is responsible for submitting LVT
information. The #8453 Base Customer Placement option is supported on new
system builds.

I Processor features

The processor features for the Model 595 include the:

» #8981 Model 595 Processor book (POWERS5 1.65 GHZ 0/16-way CCIN
52A4)

— Two 8-way Multi Chip Modules (MCMs)
— Sixteen DDR1 memory card slots (cards plug into processor book planar)
— Six HSL-2/RIO-2 adapter slots

» #8461 Base activations for 16-way, 32-way, and 64-way systems

— Eight required with 16-way systems
— Sixteen required with 32-way systems
— Thirty-two required with 64-way systems

» Additional single processor activations are orderable with #7925

Refer to “Model 595 Capacity On Demand” on page 193 for a cross reference of
the processor and CoD features.
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Refer to “Table 5: Summary of the Eserver i5 Model 595” on page 97 to find
Processor CPW, Mail and Calendar Users (MCU), and 5250 CPW, and to
determine the processor feature code.

| Main storage

182

Supported memory features for the Model 595 are:

>

#7828 -16 GB Main Storage (DDR1 memory card CCIN 304E)
Ships one fully activated memory card

#7829 - 32 GB Main Storage (DDR1 memory card CCIN 30F9)
Ships one fully activated memory card

Note: The #7829 is planned to be available in second quarter 2005.

#7816- 2/4 GB CoD Main Storage (DDR1 memory card CCIN 303E)
Ships one memory card.

2 GB system memory is activated. An additional two GB of system memory is
available for activation in increments of one GB (#7970)

#7835- 4/8 GB CoD Main Storage (DDR1 memory card CCIN 303F)
Ships one memory card.

4 GB system memory is activated. An additional four GB of system memory is
available for activation in increments of one GB. (#7970)

#8195 - 256 GB Main Storage (32 x 8 GB)

The #8395 provides 32 fully activated 8 GB memory card features for a total
of 256 GB of active DDR1 system memory. The #8195 feature is shown on
the order and in the install records, not 32 #7835 features.

#8197 - 512 GB Main Storage (32 x 16 GB)

The #8197 provides 32 fully activated memory features for a total of 512 GB
of active DDR1 system memory. The #8198 feature is shown on the order and
in the install records, not 32 #7828 features.

#8198 - 512 GB Main Storage (16 x 32 GB)

The #8198 provides 16 #7829 32 GB fully activated memory features for a
total of 512 GB of active DDR1 system memory. The #8198 feature is shown
on the order and in the install records, not 16 #7829 features.

The Model 595 offers pluggable DDR1 memory cards. Each processor book has
16 slots for memory cards. The minimum memory for a Model 595 is four
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memory cards with eight GB of memory activated. The maximum memory
capacity depends on the number of processor books ordered for the system and
on the type of memory and functionality required.

Memory placement
The following rules should be followed for Model 595 memory.

» Minimum memory

Note: For best performance order sufficient memory to balance memory
across MCM and processor books.

Each processor book must have at least two pairs of memory cards (one pair
for each MCM). The recommended minimum memory is shown in the
following table:

Offering Minimum Minimum Orientation feature
Activated Physical code x quantity
8/16-way 8 GB 16 GB #7816 x 4
16/32-way 16 GB 32 GB #7816 x 8
32/64-way 32 GB 64 GB #7816 x 16

» Memory must be ordered in identical pairs.
» Each processor book must have a minimum of four memory cards on it.
» Spread memory across the processor books.

Select memory cards to enable equal memory configurations across
processors in an n-way unit. If memory greater than the minimum is ordered,
select memory features to drive the most number of memory cards onto the
system, as evenly distributed across the processors as possible.

» Spread existing memory onto the new processor cards in any new processor
and enclosure additions

Memory increments are handled by the IBM marketing configurator

#9194 Base PCI-X Expansion Tower

The #9194 Base PCI-X Expansion Tower is the base PCI I/O enclosure shipped
with a Model 595 server. The #9194 is attached to the Model 595 system unit
with two HSL-2/RIO-2 cables (an HSL-2/RIO-2 loop) through a #9517 Base
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HSL-2/RIO-G Bus Adapter. The #9517 is the base feature code and is required
on the order. Two SPCN cables are required to form an SPCN loop with Service
Processors in the system unit. The #9194 has dual line cord capability. A #5164
Dual Power Cords - #8294/#9194 must be ordered.

The #9194 has 15 disk unit slots, with an additional 30 slots available with a
#5168 30-Disk Expansion for #9194 Tower. The #9194 has two removable media
slots and 14 PCI card slots. A #9844 Base PCI IOP is included. (The feature
code is required). A #2780 PCI-X Ultra RAID Disk Controller is required. The
#2780 drives the disk units in the base 15 disk unit slots and the removable
media devices in the two removable media slots. An additional #2780 PCI-X Ultra
RAID Disk Controller is required to drive the disk units in the 30 feature disk unit
slots. The disk unit slots (both base and feature) are partitioned in groups of 15.
Each group of 15 is further partitioned into three groups of five. Each group of
five is on a separate Ultra4 SCSI bus from the ##2780 PCI-X Ultra RAID Disk
Controller.

The 11 PCI I0As are supported (driven) by the #9844 Base PCI I0OP, by feature
#2844 PCI IOP(s) and by #4810/#4812 PCI Integrated xSeries Servers.

Two (any combination) of the following HSL cables must be ordered:

— #1307 -1.75m Copper HSL-2 Cable
— #1308 -2.5m Copper HSL-2 Cable
— #1482 - 3.5m HSL-2 Cable

— #1483 - 10m HSL-2 Cable

— #1481 - 1m HSL-2 Cable

— #1485 - 15m HSL-2 Cable

Two line cords and two SPCN cables for the #9194 Base PCI-X Expansion Tower
must be ordered.

| #5168 30-Disk Expansion for #9194 Tower

The #5168 30-Disk Expansion for #9194 Tower is a disk unit expansion
enclosure feature for the #9194 Base PCI-X Expansion Tower The #5168
includes two 15 disk unit enclosures, one power supply, backplanes, and cables.

A disk controller is required to support the disk units in each of the two disk unit
enclosures included with #5168. Each group of 15 disk units is further divided
into three groups of five disk units with each group of five disk units supported on
a separate SCSI bus. A minimum of two disk unit controllers and a maximum of
six are required to support 30 disk units.
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| #8294 Optional Base 1.8M Rack

The #8294 Optional Base 1.8M Rack is a racking option for a Model 595. It
supports up to 90 disk units, has 28 PCI-X slots and has four removable media
slots.

The #8294 consists of a 1.8m rack with two enclosures; a bottom enclosure and
a top enclosure. The bottom enclosure is essentially a #9194 Base PCI-X
Expansion Tower with side covers and casters removed and with a 30-disk
expansion feature included as base (no feature code required). The top
enclosure is essentially a #5094 PCI-X Expansion Tower with side covers and
casters removed and a 30-disk expansion feature included as base (no feature
code required).

Included with the bottom enclosure is a #9517 Base HSL-2/RIO-G Bus Adapter
and a #9844 Base PCI IOP. A #2780 PCI-X Ultra RAID Disk Controller is
required to drive the load source DASD and the removable media devices.

Included with the top enclosure is a #9517 Base HSL-2/RIO-G Bus Adapter or a
#9876 Base Optical Bus Adapter (select one), a #9844 Base PCI IOP and a
#0694 #5094 Equivalent specify code.

Each enclosure supports 45 disk units for a total of 90 disk units. The 45 disk unit
positions are partitioned into groups of 15. Each group of 15 requires support by
one #2780 PCI-X Ultra RAID Disk Controller. Each group of 15 is further divided
into groups of five disk units, with each group of five disk units supported on a
separate Ultra4 SCSI bus from the #2780 PCI-X Ultra RAID Disk Controller.

The #8294 also supports up to four removable media devices. These removable
media devices are supported by the two #2780 PCI-X Ultra RAID Disk
Controllers which support the first group of 15 disk